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1  
Welding Metallurgy 

 

Welding is a metallurgical process—all aspects of a welding process can be, more or less, 
related to metallurgy of the materials involved in welding, either the base metal or the 
electrodes. There are a number of books dedicated specifically to welding metallurgy.1–7 
Although most of them are on fusion welding, the general metallurgical principles are 
applicable to resistance welding. In this chapter, the metallurgical principles governing 
the various aspects of resistance spot welding are discussed. They are critical in 
understanding the formation of the structures of a resistance spot welding (RSW) welded 
joint, the mechanisms of defect formation, and their impact on a weld’s strength. For 
additional information regarding the metallurgy in resistance spot welding steels and 
aluminum, the reader is referred to the recommended readings listed at the end of this 
chapter. 

1.1 Solidification in Resistance Spot Welding 

The cast structure of ingots in the sheet materials used in RSW, such as steels or 
aluminum alloys, is deliberately modified by hot or cold working, such as rolling and 
heat treatment operations. In the process, grains are refined through cold working and 
recovery/recrystallization, and structures are homogenized through solution annealing or 
quenching and tempering. However, such operations are difficult to perform in welding, 
especially in RSW, as melting and solidification occur between two sheets. Welding 
parameters, such as hold time and post heating, may be altered to a certain extent, in 
order to treat the welded structures. However, due to the steep temperature gradient in a 
weldment, the high cooling rate, and the short time span, such a treatment is not 
comparable to the controlled heat treatment processes of the parent sheets. Therefore, the 
microstructures and properties of a weldment are generally not as optimized as in the 
base metal. 

During welding, solidification of a liquid nugget is similar to that in a metal casting. It 
consists of two steps: nucleation of a solid phase and subsequent crystal growth, same as 
solidification in an ingot mold. The crystallization process is controlled by the heat 
dissipation into the base metal and the electrodes. The direction and rate of cooling, in 
addition to the alloy’s composition, decisively affect the type, size, and orientation of the 
crystals formed. During solidification of a liquid nugget a change of alloy composition 
takes place in the crystals being precipitated, compared to the original composition of the 



alloy In the case of a very rapid cooling of a spot weldment, the diffusion rate in the 
precipitated crystals is not sufficient to achieve an equilibrium composition distribution, 
and crystals consisting of layers of different chemical compositions are formed. A crystal 
nucleus that solidifies first is rich in some elements and lacks others, while the outermost 
layer of the crystal is just the opposite. This process is called microsegregation. The 
difference in composition between the core and outer layer of a crystal increases with 
increasing distance between the liquidus and solidus lines in the phase diagrams, and 
decreases with increasing diffusion rate and the time span for solidification. In addition to 
microsegregation, which occurs in the scale of crystals, segregation also takes place as 
the solid-liquid interface advances into the liquid, as solidification proceeds, and results 
in enrichment in concentration in the remaining melt of alloying elements. Some of the 
elements form eutectics of lower melting temperature that exist in the liquid state, mainly 
around the central portion of a nugget after it is cooled to a temperature below the solidus 
but above the eutectic temperature. Examples of such eutectics are Al-Cu, Al-Mg, and 
Al-Mg-Si in aluminum alloys, and certain compounds such as sulfur and phosphorous 
eutectics in steels. Because of their lower melting temperatures, they are the last bits of 
liquid to solidify, mainly existing at grain boundaries, as they are rejected from solid 
solution due to reduced solubility during cooling. Grains surrounded by such liquid at the 
boundaries can be torn apart as the liquid has no strength when they are stretched, either 
by external loading or thermal stresses as in the case of fusion welding. However, such 
cracking rarely occurs in RSW, due to the pressure from the electrodes if proper 
electrodes and welding schedule are used. 

The formation of different crystals, including dendrites and globular and cellular 
crystals, is determined by the composition and heat transfer through the liquid-solid 
interface. Solidification occurs when the liquid nugget reaches the liquidus temperature 
of the alloy and there is a net heat loss in the liquid; i.e., the heat dissipated from the 
liquid is greater than that into the liquid. Under proper welding conditions, the water-
cooled electrodes act as a large heat sink during welding. The parent sheet metal also 
transfers heat from the sides. Partially melted grains in the mushy zone at the nugget-
HAZ (heat-affected zone) boarders may serve as nuclei for solid grains to grow. Further 
cooling results in columnar grains in directions approximately normal to the fusion line. 
The remaining molten metal in the central portion of the nugget solidifies last and forms 
equiaxed grains due to cooling when the liquid volume is considerably small after its 
surroundings are solidified. Depending on welding schedules and other conditions, 
various structures can be formed in a weld nugget. The ideal scenario is when 
solidification occurs in a uniform manner  
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FIGURE 1.1 
Schematic structure of a solidified 
nugget created through idealized 
uniform cooling. 

from all the sides of the surrounding solid, in both the electrode and sheet directions. A 
schematic of such a solidified nugget is shown in Figure 1.1. Shrinkage cracks or voids, if 
created, tend to be close to the last liquid to solidify. Section 6.1 shows that such an 
imperfection in the central portion of a nugget has no apparent adverse effects on the 
performance of a weldment. 

When cooling is not even, such as when improper welding schedules are used or 
undesirable thermal barriers exist, cracks or voids may result, especially when there is a 
large volume of shrinkage. Figure 1.2 shows a nugget with long columnar grains grown 
in the electrode direction, i.e., from the top and bottom, and relatively small and short 
grains from the sides of the nugget. This could happen when the electrodes are 
overcooled. As the solidification rate is faster in the vertical direction, the last bit of 
liquid is squeezed to the location close to the original faying interface of the sheets. A 
deficit of volume can easily create cracks in plane with the faying interface. Because the 
solidification rate in the lateral (sheet) direction is significantly lower, the last liquid is 
very close to the periphery of the nugget, and therefore cracks and voids may be close to 
the HAZ. Such discontinuities may be  
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FIGURE 1.2 
Schematic structure of a nugget with 
faster cooling through the electrodes 
than through the base metal. 

 

FIGURE 1.3 
Schematic structure of a nugget with 
faster cooling through the base metal 
than through the electrodes. 

detrimental when the weldment is loaded, as they are located in the path of shear loading 
and effectively reduce the load-bearing area. 

When cooling from electrodes is impeded, for instance, when electrodes are worn or 
the electrode-sheet contact area is small, most of the heat is conducted out through the 
sheet metal. Therefore, the last bit of liquid solidifies around the center of the nugget, as 
shown in Figure 1.3. Because of the small volume of such a liquid and the inevitable 
volume deficit, cracks and porosity are often formed around the center in the equiaxed 
grain area. As these discontinuities originate far from the edges of a nugget, they should 
have small effect on its strength. However, such cracks very often propagate from the 
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center to the edges of the nugget in the form of branching out. This is discussed in more 
detail in Section 1.3. 

1.2 Phase Transformations in RSW 

Properties of the parent sheets and those of the weld metals are determined by both the 
chemical composition of the alloys and the fabrication conditions, such as heat treatment 
and hot and cold working. The property map of various steels, shown in Figure 1.4, 
illustrates the influence of chemistry and processing. In general, low-carbon steels have 
low tensile strength and high ductility, while ductility diminishes as strength rises. The 
figure shows that by altering the chemical composition and controlling phase 
transformations, desirable properties of an alloy can be achieved. However, for a weld 
nugget and the heat-affected zone in RSW, there is only a limited control on 
transformations and processing. Therefore, the sheet strength obtained through 
sophisticated metallurgical and mechanical processes during fabrication may disappear in 
a weld metal.  

 

FIGURE 1.4 Mechanical property 
diagram of various steels. (Courtesy 
Auto-Steel Partnership.) 

An important tool for understanding the metallurgical processes during welding and the 
microstructures of a weldment is phase diagrams. Such diagrams are generated under 
equilibrium conditions that are rarely met in practice. Especially in an RSW process, the 
heating and cooling rates are extremely high and transformations are far from 
equilibrium. Although some techniques such as time-temperature transformation (TTT) 
and continuous-cooling transformation (CCT) diagrams take into account the dynamic 
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nature or kinetics of phase transformations, they are usually material dependent, and there 
is a serious lack of information on transformations occurring at such a high cooling rate 
as in RSW. Therefore, most phase diagrams are not adequate when used in a quantitative 
manner. Nevertheless, information of possible transformations and reactions during 
welding can be obtained from equilibrium phase diagrams. 

Both solidification and solid transformation require nucleation and growth. An alloy 
(e.g., Fe+C) has a particular stable structure (phase) at a given temperature, as indicated 
in an equilibrium phase diagram. This structure may no longer be stable at another 
temperature, and when conditions permit, phase transformations will occur to approach 
the equilibrium phases at this temperature in order to lower the energy of the system. 
Nucleation is the start of the formation of a new phase. It creates local atomic conditions 
sufficient for atoms to attach and build a new crystal. There are usually a large number of 
small crystals or nuclei in a system; only those larger than a critical size remain and 
grow. The rate of nucleation is nil at the transformation temperature and increases as the 
metal cools below its transformation temperature. New crystals usually have different 
structures and composition from the original, and therefore atomic migration or diffusion 
is necessary for the new crystals to grow. Sometimes crystals can transform to a lower 
energy metastable (somewhat stable) state through diffusionless shear, e.g., martensitic 
transformation in certain steels. Because it does not require diffusion, it occurs 
instantaneously. The change of crystallography through nucleation and diffusion can be 
as short as a fraction of a second to as long as years. The transformation time depends on 
the atomic mobility (which rises with temperature) and the distance through which atoms 
must travel. 

1.2.1 Transformations in Steels 

The upper-left corner of the equilibrium iron-carbon phase diagram is shown in Figure 
1.5. Consider a steel with a carbon content lower than the eutectoid composition (0.77 
wt% C) cooled from a temperature above the A3 temperature, such as in the case of 
cooling a solidified nugget or the heat-affected zone. Face-centered cubic austenite is the 
stable phase at this temperature. Further (slow) cooling to A3 temperature produces the 
body-centered cubic ferrite phase containing a small amount of carbon dissolved. The 
volume fraction of austenite grains decreases, yet they are progressively enriched in 
carbon. At the eutectic temperature (723°C), the residual austenite transforms into a 
laminated eutectoid mixture of ferrite and cementite (Fe3C), called pearlite. Therefore, it 
results in a structure of intermingled grains of ferrite and pearlite. Cementite is not a 
stable structure; rather, it is termed metastable, as it decomposes to iron and graphite if 
held at elevated temperature for a long period. At higher cooling rate, same-phase 
transformations occur, but usually at temperatures lower than those marked on the  
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FIGURE 1.5 Fe-C phase diagram. 
(Adapted from Reference 8.) 

equilibrium phase diagram. Although a mixture of soft ferrite and hard cementite is the 
typical structure for low-carbon steels, the morphology of the phases is a strong function 
of cooling rate, and the mixture can be either pearlite or bainite depending on the cooling 
rate. Under certain conditions, such as when the carbon (or carbon equivalence) content 
is sufficiently high, a very high cooling rate, as often occurs during RSW, may result in 
martensitic transformation. Such a structure usually requires certain heat treatments in 
order to avoid cracking or brittle fracture. 

During RSW, the rapid cooling makes equilibrium phase transformations impossible, 
and they tend to depress the transformation temperatures. At low temperature, the 
nucleation rate is high, while the growth rate is low. The resultant structure 
(ferrite+cementite) appears in the form of fine needles rather than thick laminar plates. 
Further depression of the transformation by a higher cooling rate may result in the 
transformation of austenite to martensite. In general, a higher cooling rate results in a 
lower transformation temperature and a harder structure. 

Martensite has a distorted body-centered cubic (BCC) lattice. The amount of distortion 
and therefore the properties of martensite are a strong function of carbon content. For 
low-carbon steels (less than 0.2 wt%) the lattice structure of the martensite is very close 
to BCC and it is less brittle. On the other hand, for higher-carbon steels, martensite is 
body-centered tetragonal (BCT) and is brittle. High carbon content promotes the 
formation of martensite and increases its hardness. There are also other elements that can 
enhance the effectiveness of carbon in martensitic formation. This effectiveness is 
measured by carbon equivalence. A commonly used formula of carbon equivalence is 
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Time-temperature transformation (TTT) diagrams are an important tool in understanding 
the microstructures that may occur upon cooling. A TTT diagram is developed 
isothermally by quenching samples into molten salt baths of fixed temperatures and 
keeping them for predetermined periods of time, then quenching quickly in an ice-salt 
brine. These diagrams show how metals transform with time at given temperatures. 
Figure 1.6 is a TTT diagram for an iron-carbon alloy. A typical TTT diagram of a plain 
carbon steel shows the starts and completions of pearlite formation, bainite formation, 
and martensite formation. Since the martensitic transformation is diffusion-less and 
instantaneous, the beginning of this transformation is represented by a horizontal line 
designated M(start). Two other horizontal lines in Figure 1.6 indicate percentage of 
completion of the austenite-to-martensite transformation. Alloying elements are 
commonly added to control the phases produced, and they have significant effects on 
these temperatures as well as the shape and location of the C-shaped curves.  

 

FIGURE 1.6 
A TTT diagram for an iron-carbon 
alloy of eutectoid composition: A, 
austenite; B, bainite; M, martensite; P, 
pearlite. (Adapted from Reference 8.) 
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1.2.2 Continuous Cooling of Plain Carbon Steels 

Because most industrial heat treatment processes use controlled cooling rather than 
isothermal transformation, continuous-cooling transformation (CCT) diagrams are more 
representative of actual transformations than TTT diagrams. Cooling of a weldment of 
RSW is also far from isothermal; therefore, CCT diagrams are more applicable to 
understanding the microstructures of a weldment. CCT diagrams are similar to TTT 
diagrams except that in CCT diagrams transformations occur over a range of 
temperatures. Bainite rarely forms, or only a small amount of it forms, upon continuous 
cooling, as a cooling path rarely goes through the austenite→bainite transformation 
region without touching austenite→ferrite or austenite→pearlite regions first. A typical 
CCT diagram of a mild steel is shown in Figure 1.7. A continuous cooling with a slow 
cooling rate results in a mixture of ferrite and pearlite; an intermediate cooling tends to 
produce a mixture of ferrite, bainite, and martensite, and a rapid cooling (above the 
critical cooling rate) creates a structure of all martensite. 

Elements such as titanium, molybdenum, and tungsten lower the eutectoid carbon 
content and raise the transformation temperature, and therefore, they are called ferrite 
stabilizers. In TTT and CCT diagrams the existence of  

 

FIGURE 1.7 
A typical CCT diagram of a mild steel: 
A, austenite; F, ferrite; P, pearlite; B, 
bainite; M, martensite. 
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such elements raises the pearlite nose and moves it to the right side. Other elements such 
as nickel and manganese lower the eutectoid carbon content and lower the transformation 
temperature, so they are austenite stabilizers. Their effect is demonstrated on the TTT and 
CCT diagrams by lowering the pearlite nose and moving it to the right side. In fact, all 
metals except cobalt increase the hardenability of steels. That is, they move the nose of 
the pearlite curve to the right, allowing martensite to form with less rapid quenching. 
Hardenability is a measure of how rapid a quench is necessary to form martensite, not a 
measure of the hardness of martensite. 

1.2.3 Transformations in the HAZ of a Steel Weld 

The heat-affected zone of a resistance spot weld experiences thermal cycles and its 
microstructure is determined accordingly. On heating a steel through the upper critical 
temperature, austenite is stable, and it forms and grows. The austenite grain growth is 
very sensitive to temperature, and aluminum and other elements are added to steel in 
order to produce fine grains by impeding the growth of austenite grains during various 
thermal cycles. J.F. Lancaster4 divided an HAZ into three zones from a metallurgical 
viewpoint: supercritical, intercritical, and subcritical:  

• The supercritical region may be divided into two parts: grain growth region and grain-
refined region. Above the grain-coarsening temperature a thermal cycle during 
welding promotes grain growth, and below it the thermal cycle refines the grain 
structure. This region is adjacent to the weld nugget. Different steels contain different 
grain growth inhibitors, and they have different grain-coarsening temperatures. 

• The intercritical region experiences partial phase transformation. The peak temperature 
is lower than that in the supercritical region. New phases that do not exist in the 
original base metal may form in this region, and such transformation depends on the 
duration of the metal exposed to the peak temperature and on the cooling rate. 

• The subcritical region does not normally undergo any observable microstructural 
changes as the temperature range is generally low. It is usually difficult to distinguish 
this region from the base metal. In some cases very fine precipitates may appear in the 
region. 

Nonmetallic inclusions such as sulfides and oxides may have an effect on the 
hardenability of the HAZ. They produce a lower hardness by nucleating ferrite within the 
transforming austenite grains and reducing the amount of austenite for transforming to 
martensite or bainite. In some cases a low hardenability is preferred in the HAZ in order 
to minimize the risk of stress corrosion cracking. 

1.2.4 Structures of a Steel Weld and an Aluminum Weld 

The microstructure of a nugget is determined by the composition of the base alloy and the 
thermal history, and it can be predicted by the relevant phase and transformation 
diagrams. Therefore, it is critical to obtain the temperature distribution in a weldment. 
However, it is difficult to obtain the temperature profile at a location in a weldment 
during resistance welding, as directly and accurately measuring temperature is 
impossible. Using sensors such as thermal couples may interfere with the welding 
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process and result in invalid temperature readings. Numerical simulation such as finite 
element modeling can provide an approximation, yet its lack of ability to fully couple the 
electrical-thermal-mechanical effects and a lack of temperature-dependent material 
property data make accurate prediction impossible. Nevertheless, the temperature profile 
can be estimated based on the structures and sizes of various zones in a weldment 
revealed by metallographic examination, and the temperature ranges of the structures for 
the alloy determined on a phase diagram. 

Figure 1.8 shows an approximated relation between the phase diagram and 
microstructures linked by the possible temperature distribution in a steel weldment at the 
peak of heating. The regions of various structures indicate the possible phase 
transformations experienced at such locations upon heating and cooling. These structural 
changes are closely associated with the  

 

FIGURE 1.8 
Structure of an HSLA steel weldment 
against temperature gradient and basic 
Fe-C phase diagram.9 
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heights of the phase regions in the phase diagram, which outline the temperature limits 
for phase transformations. The peak temperature in the melt can be approximated as a 
few hundred degrees above the liquidus, and its value does not drastically affect the 
temperature distribution. By drawing such lines from the phase diagram and the cross 
section of a weldment, the possible temperature distribution can be established by the 
intersections of the lines. In Figure 1.8 a high-strength low-alloy (HSLA) steel weld 
shows regions of various structures. These structures are different from the base metal as 
they were modified during welding by the heating and cooling cycles. In the nugget 
region, a clear casting structure indicates melting and solidification, and therefore, the 
peak temperature in this region has to be over the melting point of the alloy. Next to this 
region is the partial melting zone, as it is filled partially by columnar grains. This region 
corresponds to the temperature limits between the liquidus and solidus in the phase 
diagram. Beyond this region, no melting occurred during welding, but changes in 
structures, such as grain shape and size, etc., can be clearly observed in the solid 
structures. They have experienced solid-phase transformations. The temperature range in 
the Fe-C phase diagram for this region is fairly wide, yet the region is narrow, resulting in 
a large temperature drop in the temperature distribution. When determining the possible 
temperature ranges from the phase diagram, it is reasonable to assume that the 
temperature distribution is continuous in the weldment at any instance during welding. 
From the figure it can be seen that the temperature gradient in the molten nugget is not 
large, and it increases dramatically in the heat-affected zone. It again drops near the base 
metal. In the region next to the partial melting zone, a supercritical region exists. In the 
overheated zone, as marked in the figure, grain growth is evident; therefore, the peak 
temperature of this region exceeded the grain-coarsening temperature. Such an 
overheated region may be embrittled and have a coarse intergranular fracture when 
impact loaded. The embrittlement is mainly due to the solution of inclusions such as 
sulfides and aluminum nitride at high temperature, and their reprecipitation at grain 
boundaries on cooling. Next to the grain-coarsening region is the grain-refined region of 
the supercritical zone. The refinement is mainly due to a process similar to that of 
normalization. 

Next to this region there is a recrystallized structure, which is the so-called intercritical 
region. This region basically retains the original structure with parts of the grains 
showing a slight sign of recrystallization and grain growth. The figure does not show a 
subcritical region, as its difference from the base metal may be invisible under the 
magnification. 

A similar observation was made on an aluminum AA5754 weld, seen in Figure 1.9. 
The structures of aluminum welds are usually not as clearly distinguishable as in steel 
welds, and the HAZ is significantly narrower for an aluminum weld. These make the 
identification of various zones difficult. The Al-Mg phase diagram used for this alloy 
indicates precipitation at temperatures just below the solidus, and under that there is a 
recrystallization  
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FIGURE 1.9 Weldment structure of a 
5754 aluminum alloy against 
temperature gradient and basic Al-Mg 
phase diagram.9 

temperature range. The temperature gradient is very high in the HAZ, indicating a 
possible large thermal stress development in the region.  
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1.3 Cracking 

Cracking in resistance spot welding occurs in a similar manner as in other fusion welding 
processes. A weldment expands under Joule heating, and at the same time, it is distorted 
due to electrode squeezing. Such a distortion is irreversible and the weldment undergoes 
a restrained contraction during cooling. It induces tensile stresses in the joint that are 
directly responsible for cracking. Cracking may occur at all locations of a weldment: the 
nugget, HAZ, and parent metal. If it occurs during solidification of the liquid nugget, it is 
called solidification cracking or hot cracking. The tensile stresses may also induce 
cracking in the solid phases, i.e., the HAZ or even the parent metal. Fracturing the low-
melting components in the HAZ due to liquation is called liquation cracking, and 
cracking the weld or HAZ in high carbon steels at low temperatures (below solidus 
temperatures) or even after welding is called cold cracking. In general, cracking requires 
two concurrent conditions: a weakened structure, such as one embrittled due to melting of 
low-melting eutectics or corrosion, and a tensile stress field. This section discusses the 
metallurgical aspect of cracking. Examples of cracking and its suppression can be found 
in Chapter 3. 

1.3.1 Solidification Cracking 

The stress level on the just solidified nugget, together with the mechanical strength of the 
material at elevated temperatures, determines the occurrence of solidification cracking. 
The stresses induced by the restrained contraction are proportional to the cooling, and 
they are released if the material is plastically deformed under such stresses. In order for 
this to happen, the material has to have certain ductility and tensile strength at elevated 
temperatures. Cracking occurs when the material is relatively weak, yet the stresses reach 
a certain level, usually in the brittle temperature range. It is between the temperature at 
which ductility sharply drops and the liquidus temperature. 

Figure 1.10 shows that the ductility of AA5754 increases rapidly right after the solidus 
temperature is reached during cooling, while the ultimate strength grows at a slower pace. 
In the figure the solidus temperatures for two AA5754 alloys with 2.6 and 3.6 wt% Mg, 
respectively, are also plotted. The brittle temperature range can be in this case 
approximated by the difference between solidus and liquidus temperatures. By comparing 
the slopes of the liquidus and solidus temperatures in Figure 1.9 it can be seen that the 
brittle temperature range for the alloy with 3.6 wt% Mg is larger than that for the alloy 
with 2.6 wt% Mg. Therefore, a high concentration of Mg in AA5754 has a higher 
cracking tendency. In general, solidification cracking of aluminum alloys is associated 
with the intentionally added alloying elements rather than with the presence of low-
melting impurities, as in the case of steel.  

Resistance Welding     14



 

FIGURE 1.10 
Dependence of ductility (elongation) 
and ultimate tensile strength (UTS) on 
temperature. Dashed lines mark the 
solidus temperatures (887 and 872 K) 
for AA5754, with Mg content ranging 
from 2.6 to 3.6 wt%.10 

Another type of cracking in the nuggets that is closely related to solidification is due to 
the shrinkage of a nugget. The volume deficit created in a nugget by large expansion and 
deformation during heating under the electrode force, and by restrained contraction, may 
not be made up during cooling. Therefore, the last part of the nugget to solidify has an 
insufficient amount of liquid to form a coherence. Free solidification occurs as a result. A 
crack formed by this mechanism has a clear trace of free solidification on the crack 
surfaces, in the form of visible columnar or equiaxed grains. Higher-strength heat-
treatable aluminum alloys are more prone to solidification cracking. Examples of 
solidification cracking in a weld are shown in Figure 1.2 and Figure 1.3. 

1.3.2 Liquation Cracking 

At certain moments during welding the temperature at certain locations in a weldment 
may be lower than the solidus of the alloy, but higher than the melting temperatures of 
some low-melting components, such as eutectics or impurities. This may happen both at 
the HAZ near the nugget and in the solidified part of a nugget after it has cooled from the 
peak temperature. As such, components are usually solvent rich; they tend to have a 
higher concentration at grain boundaries than in the grains due to segregation. Therefore, 
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continuous intergranular liquid films may present at elevated temperatures, and they have 
no strength to resist thermal stresses. As a result, cracking may occur. Cracks formed due 
to liquation have a clear intergranular characteristic. The amount of low-melting 
eutectics, such as sulfur and phosphorus eutectics in steel and Al-Mg eutectics in 
aluminum alloys, depends on the solubility of the element at the eutectic’s melting point. 
Only the excess of these elements over their solubility limits forms the respective 
eutectics and contributes to liquation cracking. Therefore, it is important to know the 
type, amount, and solubility of elements, as well as the melting temperatures of their 
eutectics, in order to determine the possibility of liquation cracking. 

Cracking during welding and solidification cracking during casting have similar 
characteristics, and the knowledge of cracking in casting is helpful for understanding the 
cracking formation in welding. According to the classical works by Pellini and Flemings, 
hot tearing in casting alloys occurs at the last stage of crystallization, during which solid 
grains are surrounded by the liquid; such a structure has very low strength. Tensile 
stresses and strains, resulting from nonuniform temperature distribution and cooling, may 
cause material failure. Hot cracking tendencies in casting increase with grain dimensions, 
solidus-liquidus gap, and solidification shrinkage, which is especially high for Al alloys. 
The presence of impurities and grain boundary segregation also promotes cracking. The 
mechanism of hot cracking in welding, similar to that in casting, is based on a theory 
developed by Borland and Prokhorov. The occurrence of cracking in the coherence 
temperature range (Borland’s definition) depends on both critical strain and critical strain 
rate. Comparisons of various Al alloys in casting and arc welding revealed that the Al-
Mg system is second to the Al-Cu system in crack susceptibility among aluminum alloys, 
in spite of only a small amount of eutectic formed during solidification. 
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2  
Electrothermal Processes of Welding 

 

2.1 Introduction 

In resistance welding, the heat needed to create the coherence is generated by applying an 
electric current through the stack-up of sheets between the electrodes. Therefore, the 
formation of a welded joint, including the nugget and the heat-affected zone (HAZ), 
strongly depends on the electrical and thermal properties of the sheet and coating 
materials. With the knowledge of phases and their transformations, as discussed in 
Chapter 1, a weld’s formation can be linked to the electrical and thermal processes of 
welding. Controlling the electrical and thermal parameters is a common practice in 
resistance welding. The general expression of heat generated in an electric circuit can be 
expressed as 

Q=I2Rt 
(2.1) 

where Q is heat, I is current, R is electrical resistance of the circuit, and τ is time the 
current is allowed to flow in the circuit. When the current or resistance is not constant, 
integrating the above expression will result in the heat generated in a time interval τ. For 
resistance welding, the heat generation at all locations in a weldment, rather than the total 
heat generated, is more relevant, as heating is not and should not be uniform in the 
weldment. In addition, the heating rate is more important than the total heat, as how fast 
the heat is applied during welding determines the temperature history and, in turn, the 
microstructure. This can be easily understood by considering an aluminum welding. If the 
welding current is low, melting may not be possible no matter how long the heating is, 
due to the low electrical resistivity of aluminum, and the fact that the heat generated is 
conducted out quickly through the water-cooled electrodes and the sheets due to the high 
thermal conductivity of aluminum. In general, the electric and thermal processes should 
be considered together in welding.  

2.2 Electrical Characteristics of Resistance Welding 

The total electrical resistance of a sheet stack-up can be attributed to the contributions of 
the contact resistance at the electrode-sheet interfaces (R1 and R5 in Figure 2.1), that at 



the sheet faying interface (R3), and the bulk resistance (R2 and R4). These quantities are 
usually not constant—contact resistance is a strong function of temperature and pressure, 
and bulk resistance is sensitive to temperature, not pressure. 

2.2.1 Bulk Resistance 

Figure 2.2, created based on data presented in References 1–2, shows the dependence of 
bulk resistivity on temperature for the metals commonly used in resistance welding. They 
all increase with temperature, although at different rates. The bulk resistivity of a mild 
steel is very sensitive to temperature, and its value is significantly larger than that of the 
pure copper. Although copper alloys, such as Cu-Cr-Zr alloys rather than pure copper, are 
used as electrode materials, the resistivity of pure copper provides an important 
indication of the relative value of resistivity of the copper alloys compared to steel and 
aluminum. The resistivity of copper is significantly lower than that of the mild steel, even 
at elevated temperatures. Therefore, when an electric current is applied, more heat is 
generated in the steel sheet stack-up than in the electrodes. This is even more the case as 
welding time elapses when the sheets are heated, resulting in higher electric resistivity in 
the sheets, as the electrodes are usually water cooled.  

 

FIGURE 2.1 
Electrical resistance in a sheet stack-up 
during RSW. 
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FIGURE 2.2 
Bulk resistance vs. temperature for Cu, 
Al, and a mild steel. 

Compared with steel, aluminum’s electric resistivity is very low, or its electric 
conductivity is very high. In fact, it is very close to that of copper before it melts, as 
shown in the figure. Therefore, it is difficult to weld pure aluminum even using pure 
copper as electrodes. However, pure aluminum is rarely used in practice. Its various 
alloys, such as Al-Mg, Al-Cu, etc., are more commonly encountered, and they have 
significantly higher electric resistivity than pure aluminum, which makes welding 
aluminum (alloys) possible. Another important factor in welding aluminum is the usually 
fairly high surface resistivity from aluminum oxides. In addition, liquid aluminum has 
significantly higher resistivity than solid aluminum. Therefore, welding aluminum sheets 
is possible if the chemistry of the electrodes is properly chosen (so their resistance is 
sufficiently lower than that of the aluminum sheets) and the water cooling of electrodes is 
tightly controlled. 

2.2.2 Contact Resistance 

Although the bulk resistivity for most metals can be considered independent of pressure, 
contact resistance is usually very sensitive to pressure distribution, in addition to the 
surface conditions at the contact interfaces. In general, only a small portion of the 
apparent contact area is in actual contact, which is formed by irregularities in the form of 
crests and troughs between the contacting surfaces. During resistance spot welding 
(RSW) the pressure at the interfaces created by electrode squeezing smashes the 

Electrothermal Processes of Welding     21	



irregularities and causes a decrease in the contact resistance. A small electrode force may 
not be able to create sufficient electrical contact at the interfaces and may produce 
concentrated heating and possibly localized melting or even vaporization. 

Contact resistance is affected by the surface condition of the sheets. The presence of 
oil, dirt, oxides, scales, paints, and any other foreign content causes a change in the 
resistance. For bare steels, the surface is usually contaminated by oil/greases, possibly 
rusts, etc. Their effects on contact resistance diminish quickly after an electrode force is 
applied, especially after the interface is heated by electric current application. Therefore, 
the contact resistance is usually not a concern when welding bare steels. 

Coatings deliberately introduced for corrosion protection and other purposes, on the 
other hand, may significantly affect the contact resistance. For instance, hot-dipped 
galvanized steel sheets require significantly higher welding current, due to the reduced 
contact resistance from the zinc layer, than those for uncoated or bare steel. When 
welding galvanized steel sheets, the zinc layer at the electrode-sheet interface is melted 
first (due to the low melting point of zinc) and most of the molten zinc is squeezed out 
during the first few cycles of welding. The contact resistance is significantly reduced at 
the interface; even a significant portion of the zinc is pushed out of the compressed area 
under the electrode face. A significant amount of zinc from the coating can be trapped at 
the sheet-sheet interface, and this also contributes to the reduction of the overall 
resistance; therefore, welding of zinc-coated steels requires a large electric current. 
Galvannealed steel sheets have a surface coating in the form of a Fe-Zn compound, not 
free zinc. This compound has a significantly higher bulk resistivity than free zinc. 
Therefore, the influence of the coating on contact resistance is less dramatic than in the 
galvanized coating. 

An Al2O3 layer, which is inherent to aluminum sheets, plays an important role in 
affecting the contact resistance at both the electrode-sheet and sheet-sheet interfaces. The 
layer at the as-fabricated state is usually not uniform or may be broken under an electrode 
force during welding. As a ceramic, Al2O3 is highly insulating with a high melting 
temperature. A non-uniform or broken Al2O3 layer on a sheet surface results in uneven 
distribution of electric current, with very high electric current density at low resistance 
locations, and produces significantly localized heating or even melting on the surfaces.3 
According to the German standard DVS 2929, a stable welding process with uniform 
weld nuggets can be achieved if the sheet-sheet contact resistance is controlled between 
20 and 50 (µΩ. Such contact resistance can only be achieved if the sheet surface is 
properly treated.4 The contact resistance for aluminum welding can be measured by 
following the German standard DVS 2929 using a resistance spot welder, as shown in 
Figure 2.3. 

Li et al.5 investigated the contact resistance following the German standard using an 
electrode force of 7500 kN. Twenty randomized measurements were taken for four types 
of surface conditions. The electrodes were cleaned after each measurement using same-
grit sandpaper. The four surface conditions consist of the original, as-fabricated surface 
and three types of cleaned  
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FIGURE 2.3 
Setup for contact resistance 
measurement.4 

surfaces. The cleaning methods are degreasing, chemical cleaning, and electric arc 
cleaning, as described in the following: 

1. Degreasing. Soaking Al sheets in a water solution of a metal-degreasing detergent for 5 
minutes, wiping using cotton, and then water rinsing three times. The sheets are air-
dried afterwards. 

2. Chemical cleaning. Sheets are cleaned first following the degreasing procedure as 
described in 1. Then they are soaked in a water solution of 5% NaOH at 60°C for 4 
minutes. After being water rinsed three times, they are soaked in 30% HNO3 for 2 
minutes at room temperature, then water rinsed three times before being air-dried. 

3. Electric arc cleaning. The sheets are cleaned using an arc welder on both sides. In 
order to avoid melting the Al sheet surface, the electric current for cleaning should be 
kept at an appropriate level for a short period. 

Using 2-mm 5A02 aluminum alloy sheets, the contact resistances of sheets with various 
surface conditions were measured using the setup shown in Figure 2.3 with a digital 
micro-ohmmeter. The measured resistances are plotted in Figure 2.4. As shown in the 
figure, there is a significant difference in contact resistance among the sheets of different 
surface conditions. Electric arc cleaning results in the lowest contact resistance, possibly 
due to the fact that the layer of grease and oxides on the surface was burned off under the 
intensive heat of electric arc. The base metal was exposed and little oxidation occurred 
after cleaning, as it was made under the protection of Ar gas. The time elapsed between 
cleaning and measurement was a few hours, in which only a thin layer of Al2O3 was 
expected to form. Softening of the base metal in the cleaned surface area might also occur 
under the electric arc heat, making the contact area between the electrode and sheet larger 
than it would be for untreated sheets or those treated by other means.  
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FIGURE 2.4 
Resistance measurement of various 
surface conditions. 

The resistance of chemical cleaning is fairly uniform, with a magnitude slightly higher 
than that of electric arc cleaning. Degreased surfaces have a higher contact resistance that 
is still significantly lower than the untreated surfaces. The distribution of contact 
resistance for degreased and untreated surfaces is not as uniform as that for chemically or 
electric arc cleaned surfaces. The resistance values for chemically cleaned, degreased, 
and untreated surface conditions are consistent with those reported by other researchers. 

2.2.3 Total Resistance 

In resistance spot welding the total heat is determined by the total electrical resistance of 
the sheet stack-up between the electrodes, which is the sum of individual resistances 
(contact and bulk resistances) at various locations. Therefore, a change in the total 
resistance reflects the changes in individual resistance values that are induced by the 
physical processes during welding. An examination of the electrical resistance value 
during welding provides an opportunity to understand the physical processes occurring 
during welding. Figure 2.5 shows a comparison of total resistance changes during 
welding for a steel and an aluminum alloy. For aluminum, the presence of Al2O3 on the 
surfaces makes the total resistance very high at the beginning. There is a steep drop once 
welding current is applied, implying that the alumina layer is broken under the electrode 
force and heat. After the initial decrease, the resistance continues to decline, but at a 
much slower pace. The bulk resistance of aluminum dominates in this period. The bulk 
resistivity of aluminum increases with temperature in both solid and liquid states and  
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FIGURE 2.5 
Dynamic resistance for welding a steel 
and an aluminum alloy.6 

during melting, so the total resistance should increase. However, aluminum is softened or 
even melted under heating, which results in an increase in contact area and a decrease in 
the thickness of the stack-up. Therefore, the total resistance slightly decreases with 
temperature, which means that the decrease in resistivity due to softening/melting 
outpaces the increase in resistivity resulting from heating. 

Due to the differences in electrical and mechanical properties of aluminum, the 
electrical resistance during welding of the uncoated steel is quite different. There is also a 
drop in total resistance, as in welding aluminum, but at a much slower pace, at the 
beginning of welding. This decrease can be attributed to the changes in contact resistance 
through burning surface agents such as grease, etc. The surface layer on the steel has a 
much lower resistance than the alumina on aluminum. Then an increase in resistance 
value is observed when welding continues. This corresponds to the rise of bulk resistivity 
when steel is heated. As seen in Figure 2.2, the magnitude of increase in resistivity with 
time is significantly higher in steel than in aluminum. In this stage, although the steel is 
softened and its yield stress is lowered, the steel in the solid state still has sufficient 
strength to resist large deformation of the stack-up. Therefore, a net increase in total 
resistance results. Further heating induces melting and significant lowering of the yield 
stress of the solid and produces a decreasing resistance. From the figure it can be seen 
that the resistance in welding steel is significantly higher than that in welding aluminum. 
Because aluminum has higher electrical and thermal conductivities than steels, high 
electric current and short welding time have to be used in welding aluminum alloys. For 
example, a current of about 10,000 A may be needed when welding a 2-mm to 2-mm 
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steel sheet combination, but over 40,000 A is usually required to make similar 
combinations of aluminum sheets. 

The electrical and thermal characteristics of electrodes significantly affect the welding 
process, especially electrode life. The existence of impurities and all alloying elements, 
except for silver, will decrease the electrical and thermal conductivity of copper, and the 
electrical conductivity decreases as the amount of the impurity or alloying element 
increases. Cadmium has the least effect on copper’s electrical conductivity, followed by 
increasing effects from zinc, tin, nickel, aluminum, manganese, and silicon, with the 
largest effect from phosphorus. Zinc has a very minor effect on the thermal conductivity 
of copper. When choosing electrode materials, the effects of alloying elements on the 
electrical and thermal properties, as well as mechanical properties, should be considered, 
and an optimal design can be reached to achieve quality welds and long electrode life. 

2.2.4 Shunting 

Previously made welds may affect the subsequent welding if the welds are spaced close 
to each other due to electric current shunting, as in Figure 2.6. The welding current may 
be diverted from the intended path by the previously made welds. As a result, the current 
or current density may not be sufficient to produce a quality weld. The shunting effect is 
a strong function of the bulk resistivity of the sheet material. A high conductive metal, 
such as aluminum, requires a large space between the welds. This should be taken into 
account when welds are designed into structures, as putting too many welds close to each 
other may not provide the intended strength.  

 

FIGURE 2.6 
Shunting in resistance spot welding. 
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2.3 Thermal Characteristics of Resistance Welding 

Heat dissipation does not start after the electric current is shut off—at any instant, the 
heat generated in the system is conducted through either the sheets or the electrodes. 
Maintaining a low temperature in the electrodes is vital to weld quality and electrode life. 
The thermal conductivity of Cu, as shown in Figure 2.7, is significantly higher than that 
of a mild steel or pure aluminum. Therefore, heat generated in or conducted to the 
electrodes can quickly dissipate if they are properly cooled. Compared with steel, pure 
aluminum has a higher thermal conductivity. The heat generated in an aluminum sheet 
stack-up dissipates rapidly during welding. This means that a more concentrated heating, 
in the form of high electric current in a short period of welding, is needed for welding 
aluminum, as a significant concurrent heat loss makes welding impossible if the heating 
rate is low. Because aluminum has a high chemical affinity for copper to form a brittle 
alloy (bronze) with lower electrical and thermal conductivities than copper, a high, 
concentrated heating promotes the bronze formation and reduces electrode life. 

Both solid and liquid phases of a metal expand upon heating. However, the amount of 
expansion is different for different materials. Figure 7.15 presents calculated specific 
volume changes of an aluminum alloy and pure iron in heating. A similar observation can 
be made from Figure 2.8 on the coefficients of thermal expansion for pure aluminum, 
copper, and a mild steel. A drastic difference is visible for these two metals. During 
RSW, the sheets between the electrodes are not allowed to expand freely, but are  

 

FIGURE 2.7 
Thermal conductivity of various 
metals.1 
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FIGURE 2.8 
CTE of various metals (plotted using 
data from References 7 and 8). 

constrained by the electrodes. Such constraining is necessary to maintain electrical and 
thermal contact at the interfaces, and to contain the liquid metal from expulsion, as 
discussed in Chapter 7. Calculations revealed that the pressure in the liquid aluminum 
nugget is twice as high as in steel. A large expansion needs a large electrode force to 
suppress, and often results in a large/deep electrode indentation. Thermal stress levels in 
an aluminum weldment can also be high, which may lead to cracking and formation of 
shrinkage porosity. Because aluminum expands more than either copper or steel, a 
significantly larger electrode force is usually needed for welding aluminum than for 
welding steel. Because of this, special equipment, such as stiffer welder arms and larger 
pneumatic cylinders, may be needed for welding aluminum, in addition to larger 
transformers, as discussed in the previous section. 

The thermal process of a welding is directly reflected in the electrode displacement. A 
net increase in heat, when the heat generated due to joule heating surpasses the heat loss 
due to dissipation through the electrodes and the sheets, causes the sheet stack-up to tend 
to push the electrodes apart. When there is a net heat loss, the stack-up shrinks. 
Therefore, the electrode displacement serves a good indication of the possible thermal 
and even metallurgical processes of welding. Figure 2.9 shows the electrode 
displacement during a steel welding. The corresponding electric current profile is used as 
a reference. After electric current is applied, the solid is heated, as seen in region I. After 
about three cycles of heating, the electrode displacement shows a sudden increase. This 
possibly corresponds to the melting of part of the sheets, as the volume increase due to 
melting is significantly higher than that during solid-state heating (Figure 7.15). After the 
electric current is shut off, the sheet stack-up is cooled and shrinks, as in region III. 
Because an alternating current is used, the amount of heat generated  
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FIGURE 2.9 
Electrode displacement when welding 
a steel. 

increases when the current value goes from zero to the peak, and decreases when it 
returns to zero. Assuming the cooling rate does not change much during welding, the 
electrode displacement mimics the heating/cooling cycles induced by the alternating 
current. Because the heat generation is insensitive to electric polarity, the fluctuation of 
the electrode displacement signal has a frequency twice that of the electric current. 

2.4 Heat Balance 

A good knowledge of the thermal and electric characteristics significantly helps in 
understanding a welding process and developing optimal welding schedules. In resistance 
spot welding, a primary concern for a practitioner is to select correct welding parameters, 
such as welding current, weld time, electrode force, and electrode face diameter, which 
would produce a weld with desired features, such as certain geometric dimensions, weld 
strength, etc. The practices of the Resistance Welder Manufacturers’ Association 
(RWMA)9 as well as those of many other organizations are available for this purpose. 
Most of the welding schedules are empirically developed. Although they are very useful 
in finding good welding parameters for even-thickness welding, schedules for welding 
uneven-thickness sheets are generally developed by and practiced within individual 
manufacturers. Because even-thickness combinations are rarely used in practice, there is 
clearly a practical need of welding schedules for uneven-thickness combinations. 
Welding schedules are commonly developed using theoretical, empirical, or combined 
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theoretical-empirical methods, considering the thermal-electric characteristics of welding. 
The common techniques used in this respect are summarized in the following sections. 

2.4.1 The Law of Thermal Similarity 

The law of thermal similarity (LOS) has been commonly used in the Japanese automotive 
industry to develop resistance welding schedules.10 It is based on a heat flow analysis that 
attempts to make the temperature distributions in various weld thicknesses similar. The 
law of thermal similarity has been used to develop schedules to obtain desirable 
temperature profiles based on the known data, i.e., to extrapolate the results obtained 
from known standard specimens for predicting the temperature profile for a different 
combination of sheet stack-up.11 The law of thermal similarity gives a relationship 
between the distance and time that makes the temperature distributions similar for 
different thickness stack-ups. It has been mostly used as a guideline for choosing welding 
schedules for thick sheets based on those verified for thin sheets. 

The law of thermal similarity states that similar temperature profiles will be produced 
if the weld time is proportional to the square of the sheet thickness,11 or 

 
(2.2) 

i.e., if the welding time is t1 for a sheet of thickness h1, then n2×t1 is needed to weld a 
sheet of thickness n×h1. The total weld time is determined by the total thickness of the 
stack-up, and the thinnest outer sheet determines the maximum duration of any weld 
pulse. Other welding parameters can be derived similarly. 

In general, when the plate thickness and diameter of the electrodes are magnified n 
times, the welding time should be increased to n2 times and the current density decreased 
to n times in order to have the new temperature distribution be similar to the original 
one.10,12 

Let h1 (h2), de1 (de2), δ1 (δ2), and t1 (t2) be the thickness, electrode diameter, current 
density, and welding time, respectively, of the original sheet stack-up (the new sheet 
stack-up). Then, the temperature distributions for the two stack-ups are similar if10  

h2=n×h1 
(2.3) 

de2=n×de1 
(2.4) 

δ2=(1/n)×δ1 
(2.5) 

t2=n2×t1 
(2.6) 

Although the law of thermal similarity may theoretically yield similar temperature 
profiles for different stack-ups, it was found that many welds obtained using the LOTS 
schedules were either undersized or with heavy expulsion. The LOTS better serves as a 
tool for understanding the RSW process, and its use for predicting schedules for actual 
welding practice is limited. The law does not hold well in welding sheets of dissimilar 
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thicknesses, as it only considers the total thickness of a stack-up, and does not account for 
the individual thicknesses of the sheets. The LOTS does not consider the effect of the 
actual heat input to make a weld. Table 2.1 shows a comparison on welding an uncoated 
mild carbon steel of three thicknesses using schedules suggested by the Welding 
Handbook and those predicted by the LOTS. 

The table shows that using different schedules based on the Welding Handbook or the 
LOTS yields significantly different welds, even for even-thickness combination welding. 
A schedule based on the LOTS for welding one thickness is derived from that proven for 
welding another material (selected using the schedules from the Welding Handbook). For 
instance, a schedule for welding 0.75-mm steel can be directly obtained from the Welding 
Handbook (the first row of Table 2.1), or it can be derived using LOTS based on the 
proven schedule (provided by the Welding Handbook) for 1.21-mm steel or 1.89-mm 
steel (second and third rows of the table). A good welding schedule is defined as one that 
yields a large weld without expulsion. It can be clearly seen that there is a large 
difference between the weld schedules suggested by the Welding Handbook and those 
predicted by the LOTS; the former are usually more realistic and yield significantly better 
welds than the latter. Due to the limitations mentioned above, the LOTS cannot be 
directly used for practical welding, as it was not intended for such a purpose in the first 
place. 

Based on the consideration of the heat needed to form a weldment, a new theory was 
proposed by Agashe and Zhang, which overcomes some of the limitations of LOTS. The 
weld schedules predicted as per the new theory are based on heat balance equations, and 
are therefore closer than the LOTS to the actual physical welding conditions. Besides 
providing more accurate welding schedules, the theory can accommodate different sheet 
thicknesses in a single stack-up and is thus closer to the practical welding scenario. 

2.4.2 Heat Balance 

In RSW, heat balance can be defined as a condition in which the fusion zones in both 
pieces being joined undergo approximately the same degree of heating and pressure 
application.13 It describes the ideal situation when a symmetric weld (with equal depth of 
nugget penetration) is made. Heat balance is influenced by the relative thermal and 
electrical conductivities of the  

TABLE 2.1 
Welds Made with Various Schedules 

Sheet 
Thickness 
(mm) 

Source of 
Weld 

Schedule 

LOTS 
Factor 

n 

Electrode 
Diameter 

(mm) 

Current 
(A) 

Time 
(msec/ 
cycles) 

Force 
(kg/lb) 

Weld 
Diameter 

(mm) 

Expulsion 
Occurrence

Surface 
Appearance 

  Welding 
Handbook 

 6.35 10,500 150/9 227/500 6.10 No Good 

0.75 LOTS from 
1.21 

0.62 4.41 8367 77/4.6 136/299 3.2 No Good 

  LOTS from 
1.89 

0.40 3.15 6547 45/2.68 93/204 2.89 No Good 

  Welding 
Handbook 

 7.11 13,500 200/12 354/780 7.07 No Good 

1.21 LOTS from 
0.75 

1.61 10.24 16,940 390/23.43 590/1301 7.76 Very heavy Damaged 

Electrothermal Processes of Welding     31	



  LOTS from 
1.89 

0.64 5.08 10,563 116/6.97 242/532 3.4 No Good 

  Welding 
Handbook 

 7.94 16,500 283/17 590/1300 8.01 No Good 

1.89 LOTS from 
0.75 

2.52 16.00 26,460 953/57.15 1440/3175 11.3 Very heavy Damaged 

  LOTS from 
1.21 

1.56 11.11 21,086 488/29.28 863/1903 10.8 Very heavy Damaged 

materials to be joined, the geometry of the weldment, and the geometry of the electrodes. 
A heat balance can be achieved if two identical sheOMUets are welded together with 

electrodes of equal mass and contour and heat is generated in both the pieces uniformly, 
with an oval-shaped weld cross section. However, if one of the pieces has higher electric 
resistivity than the other, OMUheat will be generated more rapidly in this piece, resulting 
in a less-than-perfect weld, depending upon the amount of heat imbalance. In the case of 
dissimilar metals, such as when welding plain carbon steel to stainless steel, this 
dissimilarity can be compensated for by increasing the electrode contact area on the high-
resistivity stainless steel side, or by using an electrode material of higher resistance on the 
low-resistivity carbon steel side. In the case of similar metals of unequal thickness, 
proper heat balance can be achieved by using a smaller contacting electrode area on the 
thinner sheet, with short times and high current densities.13,14 

2.4.3 Modified Heat Balance Theory 

The basic idea of the theory is that the total heat needed to create a weldment can be 
partitioned into that needed for the fusion zone, the heat-affected zone (HAZ), and the 
indented area, where a significant amount of heat is required. Instead of considering the 
thickness of the entire stack-up (as by the LOTS), the heat input into each of the zones of 
the stack-up is accounted for. Therefore, rather than treating it as one entity, a weldment 
is split into different zones for heat calculation. Such a division is necessary when the 
sheets have different thicknesses, material properties, etc. So for a two-sheet stack-up, 
there are two nugget zones near the center, surrounded on either side by a HAZ and an 
outer indentation zone, as shown in Figure 2.10.  

 

FIGURE 2.10 
Partition of zones in a weldment for 
heat calculation, q=heat (joules), 
h=thickness (mm). 

Resistance Welding     32



The heat for heating a solid or a liquid is 
Q=m×Cp×∆T 

(2.7) 

where m is the mass, Cp is the specific heat of the material, and ∆T is the change in 
temperature due to heating. Each zone is idealized as a short cylinder for simplicity. For 
instance, assuming that the HAZ has the same diameter as the electrode face, the mass of 
the HAZ can be expressed as 

 (2.8) 

where de is the electrode diameter, h is the height of the HAZ, and ρ is the density of the 
sheet. Then the heat in the HAZ can be calculated using Equation 2.7. 

The heat components can be calculated once the mass, thermal properties, and the 
possible maximum temperature increases are known. The volumes of various zones in a 
weldment are not equal in practice. However, an assumption that the zones are (short) 
cylinders of the same diameter but different heights can be made for simplicity. Actually, 
their diameters are not much different in a well-controlled weld. The electrode diameter 
de can be used as the diameter of all the zones (cylinders). A nominal value was used for 
de, as it is usually not a constant during welding, and it is desirable to have the size of a 
weld close to that of the electrodes. 

For the indentation, heat is accounted for by assuming that a (empty) cylinder of 
indentation experiences heating from room temperature up to (but below) the melting 
temperature. Indentations from both sides of a weldment contribute to the total heat: 

 (2.9) 

 (2.10) 

where ∆T1=∆T6=Tmelt−Tamb is the difference between the melting temperature and room 
temperature, de1 and de2 are the face diameters of the electrodes on both sides, Cp1 and 
Cp6 are the specific heats of the respective materials, and h1 and h6 are the depths of 
indentations for the upper and lower sheets, respectively. 

Similarly, for the heat-affected zone, the heat inputs on both sides are  

 (2.11) 

 (2.12) 

where ∆T2=∆T5=Tmelt−Tamb as an approximation. 
The solid-liquid phase transformation, or melting, takes place in the nugget zone. The 

heat of the nugget includes that needed for heating the metal from room temperature to 
the melting point, the latent heat for melting, and the heat needed to raise the temperature 
beyond the melting point of the metal. The density and specific heat are usually different 
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in different stages. However, the specific heat does not change much in the stages, and 
hence can be assumed constant. 

Let 

(2.13) 

(2.14) 

be the heat input to the two halves of the nugget, where h3 and h4 are the heights of the 
fusion zone, and are the liquid densities at melting temperature, and are the 

average densities, and are the average specific heats of the liquid between Tmax 

and Tmelt, and and are the latent heats of fusion. 
The total heat supplied for making the weldment is q=q1+q2+q3+q4+ q5+q6, or 

(2.15) 

Based on the heat components calculated, a characteristic dimension H can be defined as 

 (2.16) 

This characteristic dimension is used instead of the actual thickness of the entire stack-up 
(as in the LOTS), as it differentiates the contributions of various regions in an actual 
heating process. Although they are closely related in a welding process, hi values 
(i=1…6) are independently defined and can be independently altered to obtain the desired 
features of a weld-ment. 

This theory was verified in the case of developing welding schedules for uneven-
thickness sheet stack-ups. The first step is to develop good schedules for welding even-
thickness sheet stack-ups. One can use proven good welding schedules for equal-
thickness sheets, such as those listed in the Welding Handbook.15 The schedules for 
welding uneven thicknesses can then be developed based on the parameters for welding 
even-thickness sheets and this theory. 

For an even-thickness stack-up, the weld time, welding current, electrode force, and 
electrode diameters can be chosen from established sources such as the Welding 
Handbook. The schedules for welding various-thickness uncoated low-carbon steel sheets 
are listed in Table 2.2.  
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TABLE 2.2 
Welding Handbook Schedules for Uncoated Low-
Carbon Steel Sheets13,15 

Sheet  
Thickness (mm)

Welding  
Current (A)

Weld Time  
(msec/cycle) 

Electrode 
 Force (kg/lb)

Electrode 
 Diameter (mm)

0.508 8500 117/7 181/400 4.78 
0.635 9500 133/8 204/450 4.78 
0.762 10,500 150/9 227/500 6.35 
0.889 11,500 150/9 272/600 6.35 
1.016 12,500 167/10 317/700 6.35 
1.143 13,000 183/11 340/750 6.35 
1.270 13,500 200/12 363/800 7.92 
1.397 14,000 217/13 408/900 7.92 
1.524 15,000 233/14 454/1000 7.92 
1.778 16,000 267/16 544/1200 7.92 
2.032 17,000 300/18 635/1400 7.92 
2.286 18,000 333/20 726/1600 9.53 
2.667 19,500 383/23 816/1800 9.53 
3.048 21,000 467/28 952/2100 9.53 

For a sheet stack-up, the heat input needed for making a weldment is proportional to 
the square of welding current, weld time, and the resistance of the sheet material: 

 (2.17) 

The resistance can be assumed proportional to the characteristic dimension of the stack-
up, and inversely proportional to the square of the nugget diameter16: 

 (2.18) 

Therefore, 

 (2.19) 

The derivation of these equations does not consider the heat loss through the electrodes 
and sheets (a variable during welding). Therefore, the heat calculated is not the total input 
heat, as the heat loss can take a large portion of the total heat generated during welding. 
Only the heat needed to create various dimensions of a weldment is taken into 
consideration by this method. 

Consider a case of two-sheet welding. Let I1, H1, τ1, de1, and F1 be the current, 
characteristic dimension, time, nugget diameter, and electrode force, respectively, for one 
stack-up, and I2, H2, τ2, de2, and F2 be the current, characteristic dimension, time, nugget 
diameter, and electrode force, respectively, for another stack-up. Based on the 
assumption that the amount of heat needed to make the uneven-thickness welding is the 
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sum of one half of that for the thin even-thickness welding and one half of that for the 
thick even-thickness welding, the parameters for the uneven-thickness welding can be 
approximated as  

 

(2.20) 

 

(2.21) 

 

(2.22) 

The electrode force is assumed proportional to the square of the electrode diameter to 
keep a constant pressure14: 

 
(2.23) 

Therefore, 

 

(2.24) 

The temperature in the weldment is assumed proportional to the heat generated, and 
inversely proportional to the characteristic thickness and the square of the electrode 
diameter16 when the welds formed are similar: 

 (2.25) 

Because the zones in a weldment are assumed similar to their counterparts in the even-
thickness welds, Equation 2.25 can be used to approximate the temperature of a 
weldment. Let q1 and q2 be the heats of the two even-thickness stacks; then for the 
combination stack-up, the heat content q3 is given by  
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(2.26) 

2.4.4 Experimental Verification 

Experiments were carried out to verify the theory and have proven it suitable for use as a 
guideline for selecting welding schedules that are not available. The experiments were 
conducted on a resistance spot welding machine equipped with a programmable weld 
control unit. A 35-kVA transformer was used along with a C-type gun. The raw material 
used was bare mild carbon steel sheets of 14 (0.75 mm), 18 (1.21 mm), and 22 (1.89 mm) 
gage of ASTM A569 and ASTM A366 grade. 

Ambient temperature=27°C, melting point for mild steel=1535°C, maximum 
temperature reached was assumed to be 1735°C (with 200°C overheating), specific heat 
of mild steel=502 J/kg K, latent heat of fusion=275,000 J/kg, the average density of mild 
steel between room temperature (27°C) and melting temperature (1535°C) is 7470 kg/m3, 
(liquid) density at 1535°C=7190 kg/m3, and density at 1735°C=6991 kg/m3.1,7,8 Several 
sets of welds were made with the calculated schedules based on the schedules for even-
thickness sheet welding listed in the Welding Handbook.15 The welds were peel-tested 
and the weld diameter was measured. Samples were prepared for metallographic 
examination and measuring various dimensions. With the help of these measured 
dimensions, the welding parameters for other sheets were predicted using the equations 
of the proposed theory. Then using these predicted weld parameters, new sets of welds 
were made, and the procedure was repeated. Finally, the weld parameters obtained from 
welding schedules predicted by the proposed theory were compared with those obtained 
in actual welding. 

Even-thickness sheets of 0.75- and 1.21-mm thickness were welded first, with 
schedules very close to the ones given by the Welding Handbook.15 The weld diameter 
was measured, and microscopic observations revealed the heights of various zones for 
calculating the characteristic dimensions. From this data, weld schedules for a stack of 
0.75+1.21-mm sheets were predicted using the equations of the modified heat balance 
method. Welding using these schedules yielded the expected weld sizes without 
expulsion. The results are tabulated in Table 2.3. 

In Table 2.3, the welding current in experiment 3 was searched, based on the predicted 
value, to obtain a similar characteristic height as that predicted. This practice was to show 
that a characteristic height (and therefore a weld-ment) can be created in welding using 
schedules derived by the theory. The table reveals that the experimental results obtained 
for uneven-thickness combinations are in good agreement with those predicted by the 
theory. The welding schedules predicted yielded good welds in terms of size and surface 
quality. Several additional tests were carried out to further verify the results of the 
proposed theory and to build a confidence interval on its ability to predict correct welding 
schedules. 
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1. Using the same welding schedule, several welds were made and measured to establish 
a variance on the weld diameter. The variance on the mean diameter of the welds was 
found to be very small (µd=4.93, σ2=0.0514).  

TABLE 2.3 
Experiment Results 

Experi 
ment No. 

Thickness 
(mm) 

Electrode 
Diameter 

(mm) 

Weld 
Current 

(A) 

Weld Time 
(msec/cycle)

Electrode 
Force 
(kg/lb) 

Heat 
(Joules)

Characteristic 
Thickness 

(mm) 

Minimum 
Weld 

Diameter 
(mm)a 

Average 
Weld 

Diameter 
(mm) 

1 0.75+0.75 6.35 9750 150/9 227/500 414 0.492 3.43 5.302 
2 1.21+1.21 7.14 13,500 200/12 354/780 714 0.779 4.58 7 
Prediction 0.75+1.21 6.35/7.14 11,557 180/10.81 283/624 598 0.684 3.43 – 
3 0.75+1.21 6.35/7.14 10,500 183/11 286/630 561 0.699 3.43 5.9 
a The minimum weld size required as listed in the Welding Handbook.15 

2. With all other weld parameters kept constant, the weld time was varied over a range. It 
was revealed that a weld by the selected schedule had the largest size without 
expulsion. Shorter weld times resulted in undersized welds, while longer weld times 
led to expulsion. 

3. With all other weld parameters kept constant, the weld current was varied over a range. 
It also proved that the weld current predicted by the theory gave the largest nugget size 
without expulsion. Again, lower-than-selected currents produced a smaller weld 
button, while expulsion resulted in higher currents. 

Experiments have shown that the predicted welding parameters used are optimized to 
have the largest weld diameter without expulsion. The parameters can be predicted with 
98% confidence. Thus, the theory can be used to predict welding schedules for uneven-
thickness sheets with good accuracy and easiness for practical use. 

2.5 Electrode Life 

The metallurgical interaction between electrodes and sheets is possible because of joule 
heating during welding. Therefore, the electrical and thermal processes determine the 
electrode wear and, ultimately, electrode life. In this section, the effects of electrical, 
thermal, and metallurgical processes and their interactions on the electrode life are 
discussed. 

Contact resistance depends on the surface condition, and it determines the heat 
generation and metallurgical reactions at the electrode-sheet interface. When welding 
galvanized steel sheets, the low contact resistance due to the high conductivity of zinc 
warrants a significantly higher welding current than welding bare steel. A more profound 
influence of free zinc at the electrode-sheet interface is on electrode wear. The alloying of 
copper with zinc to form brass increases the resistivity at the electrode face. This in turn 
raises the electrode temperature during welding. The face of an electrode is deformed 
through repeated heating and mechanical impacting at the interface, and the brass formed 
on the electrode face is often picked up by the sheets, leaving a golden-colored ring of the 
indentation mark on the sheets. Therefore, the zinc coating promotes electrode wear. 
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Figure 2.11 (top) shows a pair of electrodes after a large number of welds on zinc-coated 
steel sheets. The electrode surfaces have a clear sign of oxidation and brass formation. 
Both the domed and flat electrode surfaces are damaged, with significantly enlarged 
contact areas. Welding using a current value as originally designated when the electrodes 
were new will result in substandard welds due to insufficient current density.  

 

FIGURE 2.11 
Electrode wear in welding steel (top) 
and aluminum (bottom). 

The mechanism of electrode wear in aluminum welding is similar to that in welding 
galvanized steels. The rapid deterioration of electrodes is the collective consequence of 
high pressure, high temperature, and a rapid metallurgical (alloying) process. Due to the 
presence of a nonuniform Al2O3 layer on aluminum sheets, localized heating and even 
melting at the start of welding may occur. Therefore, the deterioration of electrodes due 
to alloying between Cu and Al is largely affected by the contact resistance at the 
electrode-sheet interfaces. The electrode face deteriorates rapidly due to alloying and 
material depletion under high pressure (electrode force) and high temperature. In a 
continuous welding process, a repeated and accelerated (due to accumulative alloying and 
material depletion) deterioration of the electrode surfaces makes electrode life so short 
that such electrodes and sheets cannot directly be used in automated large-volume 
automotive production. 
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As the heating of the interface between a copper electrode and an aluminum sheet 
determines the electrode life, a surface without an Al2O3 layer is preferred for a long 
electrode life. Or if that is difficult to achieve, a thin, uniform layer can be tolerated, as it 
will result in uniform heating. Thornton and Newton’s experimental study revealed that 
an electrode life of up to 1000 welds can be achieved if the sheets are properly degreased 
or chemically cleaned when welding a 2-mm sheet.17 A similar electrode life was 
obtained using aluminum sheets covered by a specially designed thin film.18 A recent 
study by Li et al.5 systematically investigated the effects of sheet surface conditions on 
electrode life. Using 2-mm 5A02 aluminum sheets, a schedule that appeared most 
preferable concerning the electrode life was used for testing the effects of sheet surface 
conditions. An electrode life of over 2000 welds without dressing has been reported. The 
following sections show the details of the study. 

2.5.1 Experiment 

The chemical composition of the material is listed in Table 2.4. Dome-shaped Cu-Cr-Zr 
electrodes of face radius 100 mm and 20 mm in diameter were used for welding, using a 
300-kVA, three-phase direct-current (DC) pedestal welder. Four types of surface 
conditions—untreated, chemically cleaned, degreased, and electric arc cleaned—were 
compared. 

2.5.2 Rapid Electrode Life Determination 

Under the belief that electrode life can be estimated through examining the features of 
electrode surfaces, a set of electrodes was used to make 60 welds under each of the four 
surface conditions. The electrodes were then compared with those tested for life. Because 
the electrode life is closely related to the welding parameters, a set of experiments was 
conducted first to understand the influence of welding schedules. Welds were made to 
determine appropriate welding schedules, as listed in Table 2.5, with the minimum weld 
size of 5t (t is Al sheet thickness in millimeters) maintained for each surface condition 
during the 60 welds.  

TABLE 2.4 
Chemical Composition of 5A02 Aluminum Alloy 
(wt%) 

Si Fe Cu Mn Mg Ti Al 
0.40 0.40 0.10 0.25 2.5 0.15 Balance

TABLE 2.5 
Welding Schedules for Rapid Electrode Life 
Determination 

Surface Condition Untreated Degreased Electric Arc Cleaned Chemically Cleaned 
Welding time 80 msec 80 msec 120 msec 100 msec 
Welding current 27.2 kA 29.1 kA 34.3 kA 32.7 kA 
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Note: Electrode force was 9 kN for all welding tests. 

The electrode faces after 60 welds using the schedules listed in Table 2.5 on four 
different surface conditions are shown in Figure 2.12. As the difference between upper 
electrodes and lower electrodes was small after welding 60 welds, only the upper 
electrodes are shown in the figure. A silver-colored ring of aluminum pickup is visible in 
all electrodes. However, such a ring appears different for the four electrodes. It is thin and 
clear in that of chemical cleaning, and wider yet still clear in that of degreasing. The ring 
becomes blurry and wider for that of electric arc cleaning, and very fuzzy and wide for 
that of the untreated condition. A wide and blurry ring of Al pickup may represent an 
unstable electrode-sheet contact during a continuous welding process, resulting from 
alloying between Cu and Al and removal of the bronze from the electrode surface at 
many locations. The degree of oxidation of Cu is also different on the electrode faces. 
Figure 2.12a and b appear less oxidized than Figure 2.12c and d. The surface of the 
electrodes shows a significant roughening (in the form of small craters) on those using 
untreated and electric arc cleaned sheets, while the electrodes used on chemically cleaned 
and degreased sheets are much smoother. 

Figure 2.12 clearly shows that welding using sheets of different surface conditions 
creates distinctively different appearances of electrode faces. Recognizing such 
differences will help in predicting electrode life by making only a small number of welds. 
This is possible by linking the features of these electrodes to their respective electrode 
lives produced in electrode life tests. 

2.5.3 Electrode Life Tests 

Using the same schedules as Table 2.5, electrode life tests were conducted on sheets with 
the four surface conditions. All welds were peel-tested to measure the weld size. A failure 
was defined as no weld button or when it is smaller than 3.5t. When 5% or more of 100 
welds failed, the end of an electrode life was reached. For specimens with chemical, 
electric arc cleaned, and degreased surfaces, 1 of every 100 welds was tensile-shear 
tested, and 1 of every 50 welds was tested on specimens with untreated surfaces.  

 

FIGURE 2.12 
Electrode surfaces after making 60 
welds on sheets of different surface 
conditions: (a) chemically cleaned, (b) 
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degreased, (c) electric arc cleaned, and 
(d) untreated. 

 

FIGURE 2.13 
Electrode life testing results using (a) 
chemically cleaned, (b) degreased, (c) 
electric arc cleaned, and (d) untreated 
surfaces. The dashed lines represent 
the minimum weld diameter (3.5t) for 
the sheets. 

The electrode lives determined by welding using sheets of four different surface 
conditions are shown in Figure 2.13. In welding chemically cleaned sheets, more than 
2300 quality welds were produced, with the electrodes slightly worn and far from the end 
of their lives, as shown in Figure 2.13a. Electrodes used to weld degreased sheets have a 
life of more than 2000 welds (Figure 2.13b). The variation in weld diameters grows large 
at the end of electrode life, but significantly smaller than those for electric arc cleaned 
and untreated sheets (Figure 2.13c and d). As shown in Figure 2.13c, the electrode life 
was about 1700 welds when sheets were electric arc cleaned. When untreated sheets were 
used, the electrode life was about 200 welds, which is significantly shorter than any of 
those for treated sheets. Therefore, the surface condition of sheets plays a key role in 
determining electrode life in welding Al. 
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The faces of electrodes after electrode life tests using various surface conditions are 
shown in Figure 2.14, arranged in the same order as their electrode lives (Figure 2.13). 
The electrodes used in welding untreated sheets (Figure 2.14d) appear less worn than 
others. However, they were used to make only about 200 welds, while the others made 
1700 welds (electric arc cleaning,  

 

FIGURE 2.14 
Electrode surface morphology after life 
tests using (a) chemical cleaning, (b) 
degreasing, and (c) electric arc 
cleaning methods and (d) untreated 
aluminum sheets. The electrodes on 
the left side are from the lower arm of 
the welder (negative), and those on the 
right side are from the upper arm 
(positive). 

Figure 2.14c) or over 2000 welds (chemical cleaning, Figure 2.14a; degreasing, Figure 
2.14b). 

The effects of surface conditions on electrode life can be characterized using the 
magnitude and the uniformity of contact resistance across the contact area between the 
electrode and sheet. As seen from Figure 2.4, chemically cleaned surfaces had the lowest 
contact resistance, and they produced the longest electrode life. On the other hand, 
untreated sheets exhibited the highest contact resistance and yielded the shortest electrode 
life. This is clearly shown by the appearance of the electrodes at the end of their 
respective lives in Figure 2.14. Low contact resistance benefits the electrode life 
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primarily due to less oxidation and alloying; both contribute to less heating at the contact 
interface and long electrode life. The electrodes used to weld chemically cleaned sheets 
have slight alloying and oxidation on the surface after the life test, and those for 
degreased sheets have craters due to the depletion of bronze, and a large area of Cu-Al 
alloying. The electric arc cleaned sheets deteriorate the electrodes the most, as evidenced 
by the large number of craters and Al pickup/alloying on the electrode surfaces. 

The consistency and uniformity of electrode-sheet contact also play an important role 
in determining electrode life. As discussed in previous sections, nonuniformly distributed 
contact resistance on a sheet surface induces uneven, localized heating between the sheet 
and a Cu electrode during welding. Severe oxidation and alloying may occur at these 
locations, resulting in a nonuniform distribution of surface resistivity on the Cu electrode 
face. When making a subsequent weld, the resistivity at the contact interface is not 
uniform due to the uneven resistivity distribution produced by the preceding welding on 
the electrode, and due to the nonuniform surface resistivity of the sheet, which changes 
from weld to weld. New oxidation and alloying will occur on the electrode surface during 
welding. An accumulative effect of such a process is the continuous deterioration of the 
electrode surface. As a result, the current distribution changes from weld to weld and 
produces inconsistent welds if the electrode surface is damaged severely enough. 
Although Figure 2.4 shows that electric arc cleaned sheets have a lower and more 
consistent contact resistance than degreased sheets, in the experiment it was observed that 
it was not trivial to make electric arc cleaning consistent, especially when melting of the 
surface was avoided. This explains that electric arc cleaning produces lower contact 
resistance but shorter electrode life than degreasing. Another possible reason is that the 
thin aluminum oxide layer remaining on the sheets after degreasing would serve as a 
protection layer, which prohibits the interdiffusion between Cu and Al, while it would not 
produce much localized heating in the contact area. 

Another factor responsible for the relatively short electrode life is the modified surface 
properties of the electric arc cleaned sheets. The surface of such a treated sheet is 
softened by the electric arc heating, which results in a large contact area between the 
electrode and the sheet under an electrode force of 9 kN. Therefore, the welding of such 
sheets requires a high electric current in order to achieve a minimum current density for 
making a weld. As shown in Table 2.5, welding electric arc cleaned sheets requires the 
highest welding current and time among all surface conditions. The surfaces of the 
electrodes used to weld electric arc cleaned sheets in Figure 2.14 have significantly more 
damage than those using other cleaning methods. There are many large and deep craters, 
a large area of Al deposit, and the contact area appears significantly larger than others. 
When intensive alloying and alloy depletion from an electrode surface occur, the 
effective contact area between the electrode and a sheet surface becomes unstable—it can 
be small at one weld and result in a large current density, and it can be large at the next 
weld and result in a very low electric current density, producing low weld penetration or 
an undersized weld. Such change in contact area is random and produces large variations 
in the welds created. 

The effects of electrode force and welding time on electrode alloying are clearly 
shown by Figure 2.15. The line scanning of the chemical composition along the center of 
an electrode shows the percentage of Cu, Al, and Mg at each location on a line through 
the electrode center. When the electrode force is small (4.5 kN), long welding time (180 
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msec) generates more heat at the electrode-sheet interface, and therefore a larger amount 
of alloying with Al and Mg (Figure 2.15b) than shorter welding time (Figure 2.15a). A 
similar trend can be observed with higher electrode force (9.0 kN, as in Figure 2.15c and 
d), but the severity of alloying is significantly lessened with high electrode force, as can 
be seen by comparing Figure 2.15a with c and Figure 2.15b and d. A large electrode force 
creates low contact resistance, and  

 

FIGURE 2.15 
Composition profiles of electrode 
surfaces after 60 welds using the 
schedules of (a) F=4.5 kN, τ=60 msec, 
(b) F=4.5 kN, τ=180 msec, (c) F=9.0 
kN, τ=60 msec, and (d) F=9.0 kN, 
τ=180 msec. Red line is for Cu, green 
is for Al, and blue is for Mg. 

therefore less heat generation and alloying at the electrode-sheet interface. Thus, large 
electrode force is preferred for electrode life. 

Electrical polarity appears to have some effects on electrode deterioration. In Figure 
2.14, for each pair of electrodes, the one on the left side was taken from the lower or 
negative electrode arm. These electrodes appear less damaged than those on the right 
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side, which were taken from the upper, or positive, electrode arm. This phenomenon 
might be explained considering the micromorphology of the contact interface and the 
dynamics of resistance heating, and it deserves a separate study. 

The variability of weld quality in a welding process is an important index in 
production. It may also provide a useful indicator for electrode life, as a large variability 
indicates that the welding process becomes unstable, and it may be close to the end of 
electrode life. Average weld diameters and standard deviations are plotted in Figure 2.16. 
These quantities were calculated on every 50 welds in the electrode life tests. Welding 
chemically cleaned sheets produces fairly consistent welds and an almost constant 
standard deviation (Figure 2.16a). It can be seen, when welding under other surface  

 

FIGURE 2.16 
Average diameters and standard 
deviations of welds using (a) chemical 
cleaning, (b) degreasing, (c) electric 
arc cleaning methods and (d) untreated 
sheets. 

conditions, that accompanying a drop in the average weld diameter when an electrode life 
approaches its end, the standard deviation increases dramatically. From the plots in the 
figure, an increase of about 300% in standard deviation is observed for all surface 
conditions when the electrode life is reached. The standard deviation before the sudden 
increase is about 0.4 mm, and it jumps to about 1.4 mm or more, accompanied by a 

Resistance Welding     46



visible drop in weld diameters, when it is close to an electrode life. In the case of electric 
arc cleaning, the first such increase does not correspond to an average weld diameter 
falling below the desired value. However, it is fairly close to the end of the electrode life. 
Therefore, the change in standard deviation of weld diameters during welding provides a 
useful index for electrode life. 

Tensile-shear tests on the welds of various surface conditions are shown in Figure 
2.17. One of every 100 welds was tested during electrode life tests, except for untreated 
sheets, where 1 of every 50 welds was tested. Chemical cleaning again produces the 
highest strength with the least variability. Degreasing has lower strength and larger 
variability, and electric arc cleaning is quite unstable, similar to those observed in Figure 
2.16 for measured weld sizes. Such differences can be attributed to the magnitude and 
distribution of contact resistivity of the sheets cleaned using different methods.  

 

FIGURE 2.17 
Tensile-shear strengths of welds made 
using (a) chemically cleaned, (b) 
degreased, (c) electric arc cleaned, and 
(d) untreated sheets, taken during 
electrode life tests. 

2.5.4 Relations between 60 Weld Electrodes and Electrode Life 
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As seen in Figure 2.12 and Figure 2.14, the electrodes used to weld sheets of different 
surface conditions have distinctively different characteristics. The subsequent electrode 
life tests proved that the electrode lives are different. Therefore, it is possible to predict 
the electrode life for particular stack-up of sheets and welding schedule, only after a 
small number of welds, such as 60 welds, as in this study. By analyzing the features 
shown in Figure 2.12 and linking them to the corresponding electrode lives, the following 
observations can be made: 

1. Silver-colored band on the electrode face. An electrode of long life tends to have a 
small, thin, yet clear silver band on the surface after a few welds. On the other hand, a 
large, thick, and fuzzy silver band may indicate a short electrode life, as in the cases of 
electric arc cleaning and untreated sheets. 

2. Black oxidation (burning) marks at the center of an electrode face. Inside the silver 
band there is usually an area of oxidation that is directly related to the cleanness of the 
electrode-sheet interface. Greases and other organic compounds at the interface may 
be burned under the intense heating during welding. Because such a reaction is due to 
the existence of low conductivity, or even insulating substances at the interface, it 
directly reflects the contact resistivity or resistance. Therefore, it affects the 
deterioration of electrodes and electrode life. By comparing Figure 2.12 and Figure 
2.13, it can be seen that small and light burning marks on the electrode face after 60 
welds indicate a long electrode life, and large and dark burning marks correspond to a 
short electrode life. 

Therefore, it is possible to predict the electrode life of a combination of sheets, 
electrodes, and welding parameters by conducting a small number of welds that produce 
visible characteristics on the electrode faces, as observed in this study. 

The tensile strength of welds tested during electrode life tests shows a trend similar to 
that of the weld diameter. This study also shows that together with the average weld 
diameter, the change in standard deviation of weld diameters provides a feasible 
indication of electrode life. When linking the electrode life testing results to the 
appearance of electrode surfaces after 60 welds, it is concluded that: 

• A small, thin, and clear silver-colored band, with small size and light black burning 
marks on the surfaces of electrodes after 60 welds, indicates a possible long electrode 
life. 

• A large, thick, and blurry silver-colored band, with large and severe burning marks of 
the electrode surfaces, implies a short electrode life. 

The rapid electrode life determination method using only 60 welds provides a practical 
means for selecting appropriate welding schedules, sheet stack-ups, and surface 
conditions for prolonged electrode life. 

2.6 Lobe Diagrams 

Lobe diagrams are plots of welding current and time. They indicate the current-time 
combinations to achieve acceptable welds. A schematic lobe diagram is shown in Figure 
2.18, which has two lines for the minimum and maximum currents. The minimum 
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currents at particular welding times correspond to the acceptable welds meeting the 
minimum requirements, usually in terms of weld sizes. The minimum acceptable weld 
sizes depend on the standards used. They are usually in the range of 3.5~4.5 times √t, 
where t is the sheet thickness. The maximum currents correspond to the occurrence  

 

FIGURE 2.18 
A schematic lobe diagram. 

of expulsion. Occasionally, a current corresponding to a nominal weld size is also plotted 
in a lobe diagram as a reference for weld current selection. The difference between the 
maximum and minimum currents is the window of operation or current range. 

The determination of maximum currents in a lobe diagram is closely related to the 
detection of expulsion. There are many random factors, whose effects are difficult to 
determine, such as worksheet fit-up, electrode alignment, surface conditions, etc., in 
influencing expulsion. Zhang et al.19 has presented a statistical model taking the random 
factors into account. Expulsion was treated as a function of both deterministic and 
random factors, and the boundary for expulsion was determined more as a probabilistic 
range than as a line in a lobe diagram. The model is presented in more detail in Chapter 7. 
In practice, however, it might be difficult to conduct a systematic statistical study that 
provides a probabilistic boundary for maximum currents. It is more useful to determine a 
range of operation, with the minimum and maximum currents as limits, knowing that the 
limits should not be treated as deterministic values. 

A large operation window is beneficial to practical welding, as a small deviation from 
the designated current level, which is quite common due to random effects in welding, 
will not significantly affect the weld quality, i.e., create undersized welds or induce 
expulsion. Various efforts have been made to enlarge the operation ranges of electric 
current.20,24 Tawade et al.20 have explored modified current pulse in zinc-coated advanced 
high-strength steels (AHSSs). Enhanced lobe width was achieved by using two current 
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pulses one after the other, with the second pulse stepped down in magnitude from the first 
pulse. A recent study by Kuldeep and Zhang25 compared the effects of welding current 
patterns on operation windows, and showed that modified current patterns or profiles 
tend to raise the expulsion limits and enlarge the operation windows. The following 
sections show the procedures of calculating current values for various profiles, and the 
experimental results using the current profiles. 

2.6.1 Current Profiles 

The basic idea of altering electric current profiles to change operation windows is based 
on the belief that weld formation and expulsion depend not only on the amount of heat 
input, but also on how the heat is input. A constant-current profile, which is commonly 
used in RSW, provides an approximately constant heat input, assuming that the resistance 
during welding does not change much. However, no research has demonstrated that 
constant heat input produces higher quality than others. 

Expulsion is generally observed in the final stage of welding. In a constant-current 
profile the current magnitude is maintained constant. The pressure in a liquid nugget, as 
discussed in Chapter 7, goes up with temperature, or the amount of heat input. Therefore, 
the heat input rate at the end of welding determines expulsion. Reducing the heat input at 
the end may reduce expulsion occurrence, and therefore raise the expulsion limit and 
enlarge the operation window. The method proposed by Tawade has a step-down pattern 
of current for zinc-coated AHSSs. It uses two pulses separated by a time interval, with 
the second pulse stepped down, to reduce the heat input at the end of a welding cycle. 

The descent of electric current magnitude can be achieved in many ways. For instance, 
the current could drop linearly from the maximum to a desired minimum or zero. This, 
however, may cause a rapid decrease in the current magnitude and a large heat loss, 
which may have a negative impact on the weld quality. A gradual decrease in magnitude 
at the end of welding seems more logical in achieving sizeable welds and containing 
expulsion. Therefore, profiles resembling a sine curve were used in the study. 

Three current profiles—the constant, sinusoidal, and half-sine current profiles—were 
studied. Their effects on delaying expulsion limits or enlarging windows of operation 
were investigated. In order to use a minimum number of welding cycles to reduce cycle 
time, only single-impulse welding current profiles were considered. 

2.6.1.1 Constant Current 

Constant current refers to the conventional constant-magnitude electric current pattern. 
An example is shown in Figure 2.19. The root mean square (RMS) values, instead of the 
actual current values, are shown in the figure. 

2.6.1.2 Half-Sine Current Profile 

A possible declining heat input can be assumed following a half-sinusoidal curve. The 
current magnitude follows the sine function from π/2 (90°) to π  
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FIGURE 2.19 
The constant-current profile. 

 

FIGURE 2.20 
The half-sine and the equivalent 
pulsed-step current profiles. 

(180°), as shown by the dashed line in Figure 2.20. In practice, it is difficult to implement 
a true sinusoidal profile using commonly used welder controllers. Therefore, an 
equivalent profile of step function can be used. The figure also illustrates the 
approximation using three constant pulses. The magnitudes of the steps can be 
determined by equating the heat generated under these two current profiles. For 
simplicity, a constant resistance value is assumed during welding for calculation. 

For comparison, the half-sine and sinusoidal profiles are calculated so they generate 
the same amount of total heat as a constant-current profile. Because the resistance is 
assumed constant, it can be omitted from the calculation. The heat generated in a time 
period dt is 

q=I2 dt 
(2.27) 
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The current can be expressed as  

 
(2.28) 

If a three-step current profile is used to approximate the half-sine profile, then the 
(constant) current value at each step can be determined by the heat consideration. The 
heat equivalence between t=0 and t=τ can be written as 

 
(2.29) 

Then the (constant) current level at each step is determined by equating the heat it 
generates to that by the sinusoidal curve in the same time interval: 

I1=0.956 I0 
I2=0.707 I0 
I3=0.295 I0 

(2.30) 

The maximum current I0 and Ic of a constant-current profile can be related by considering 
the equivalence of heat generated under these two current profiles. 

 (2.31) 

From Equation 2.30, the above equation results in I0=2 Ic=1.414 Ic. The comparison is 
shown in Figure 2.21.  

 

FIGURE 2.21 
Equivalence of half-sine profile to a 
constant-current profile. 
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2.6.1.3 Sinusoidal Current Profile 

If a sinusoidal profile is applied, there will be an upslope heating at the beginning, in 
addition to the downslope heating at the end. This allows the temperature to rise 
gradually to a maximum, to have a similar effect as preheating, and a postheating to 
reduce expulsion. 

Similar to the case of a half-sine current profile, a step function consisting of three 
constant pulses of current is used instead of a continuous sinusoidal function. 
Calculations of the magnitudes of the step function are to achieve the same amount of 
heat input in a time interval from the two functions. 

The current can be expressed as 

 (2.32) 

The heat equivalence between t=0 and t=τ can be written as 

 
(2.33) 

Then the (constant) current level at each step is determined by equating the heat it 
generates to that by the sinusoidal curve in the same time interval: 

I1=0.707 I0 
I2=0.913 I0 
I3=0.707 I0 

(2.34) 

The sinusoidal current profile and the step function for its approximation are shown in 
Figure 2.22. The maximum current I0 can be related to Ic, the magnitude of a constant-
current profile, by considering the equivalence of heat generated under the profiles: 

 (2.35) 

From Equation 2.34, the above equation results in I0=1.279 Ic. The comparison is shown 
in Figure 2.23. 

2.6.1.4 Effects of the Current Profiles 

Their effects were compared on the operation windows produced using these profiles. A 
1-mm galvanized steel was used in the experiments. The factors  
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FIGURE 2.22 
The sine profile and the equivalent 
pulsed-step current profile. 

 

FIGURE 2.23 
Equivalence of the sine profile to a 
constant-current profile. 

were electric current profile and electrode force, as they have proven to have a significant 
effect on the expulsion limits, as demonstrated in Chapter 7. 

A current profile with constant Ic and τ=12 cycles was used as the baseline. A three-
pulse approximated half-sine current profile, with I1=13.52 kA, I2 =10.0 kA, and I3=4.17 
kA, was derived from Equation 2.30 if Ic=10 kA. An equal time period of four cycles was 
used for the pulses. Similarly, the current values for a sinusoidal profile were determined 
as I1=I3=9.04 kA and I2=11.68 kA if Ic=10 kA. The electrode force had two levels: 2.8 
and 3.2 kN. Truncated, π-inch face diameter electrodes were used in welding. 

The specimens were peel-tested and checked for size and expulsion. The response was 
the current for minimum-size welds and the expulsion current, or the operation window, 

Resistance Welding     54



which is the difference between the expulsion current and the minimum current. The 
value 4√t was used as the minimum weld size. At least five specimens were made and 
tested when determining the minimum and expulsion currents, and two windows were 
obtained for each profile. The results are tabulated in Table 2.6.  

TABLE 2.6 
Testing Results for the Effects of Current Profiles 
and Electrode Force 

Testing 
Order 

Current 
Profile 

Ic,min 
(A) 

Ic,max 
(A) 

Window of Operation 
(A) 

Electrode Force 
(kN) 

1 HS 8600 11,200 2600 2.8 
2 CN 8500 10,100 1600 2.8 
3 SS 9100 11,700 2600 2.8 
4 CN 10,000 11,800 1800 3.2 
5 HS 10,600 12,800 2200 3.2 
6 SS 10,300 13,600 3300 3.2 
7 CN 9000 10,700 1700 2.8 
8 SS 9400 12,400 3000 2.8 
9 HS 9000 11,300 2300 2.8 
10 HS 10200 12,500 2300 3.2 
11 CN 9600 11,400 1800 3.2 
12 SS 9700 13,100 3400 3.2 
Note: CN=constant-current profile; HS=half-sine profile; SS=sinusoidal profile. 

The results are also illustrated in Figure 2.24. The modified current profiles have clear 
effects on the minimum current, the expulsion current, and the width of operation 
window. The minimum and maximum currents are not different when different current 
profiles are used, but the effects are different when different electrode forces are used. 
The expulsion current increases with electrode force using the same electric current 
profiles. The change of minimum current when using the half-sine profile is not 
consistent with others; however, a higher electrode force produces a lower minimum 
current.  
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FIGURE 2.24 
Effects of current profiles and 
electrode force. 

No reasonable explanation has been obtained. The width of operation windows 
consistently increases with electrode force, and half-sine and sinusoidal profiles are 
superior to the constant-current profile. A 30% increase in the window of operation when 
using the half-sine profile and a 70% increase when using the sinusoidal profile have 
been observed, compared to a constant-current profile. 

The effects of process variables, such as electrode wear and sheet fit-up conditions on 
lobe diagrams are studied in Chapter 5. 
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3  
Weld Discontinuities 

 

Improper welding practices in choosing welding schedules, electrodes and welder, etc., 
may create discontinuities in a weldment in various forms. Some of them have merely a 
cosmetic effect, while others may be detrimental to the structural integrity of welds or 
welded structures. This chapter discusses the commonly observed discontinuities, their 
formation mechanisms, and possible means to suppress their occurrence. 

3.1 Classification of Discontinuities 

The discontinuities in resistance spot weldments are either directly visible to bare eyes or 
have to be revealed through specialized devices or by sectioning the weld, so they are 
classified as external and internal discontinuities. However, these two types of 
discontinuities are often related. For instance, an excessive sheet separation (an external 
discontinuity) may indicate expulsion and large voids (an internal discontinuity) in the 
nugget. The effects of discontinuities on weld quality can be either cosmetic or structural, 
or both. Although acceptance criteria of weld discontinuities vary drastically in different 
industries or companies, there are many common features of discontinuities recognized 
by the practitioners. The American Welding Society has published a number of standards 
and recommended practices in this regard.1,2 

3.1.1 External Discontinuities 

Visual inspection of welding quality is the dominant quality check conducted in the 
production environment. It is practiced by experienced personnel mainly on the 
appearance of weldments, using simple tools such as calipers and magnifying glasses. In 
addition to apparent improper welding, a number of other design and manufacturing 
issues can also be revealed by such inspection.  



 

FIGURE 3.1 
An edge weld. 

Most external discontinuities can be found in AWS D8.7: Recommended Practices for 
Automotive Weld Quality: Resistance Spot Welding.1 Figure 3.1 shows a weld that was 
made too close to the edge of the sheets. Part of the electrode face, when making this 
weld, was hanging outside of the sheets. Because the sheets are not contained at the 
edges, the metal was squeezed out of the sheets. This situation is usually created by 
insufficient flange width, either by design (to save material) or by stamping. Because the 
occurrence of such a situation is fairly random, no definite measures can be taken in 
adjusting the welding schedules to compensate for the reduced contact area when it 
occurs. Therefore, the designated schedule may provide excessive current or current 
density to the actual, smaller-than-designed contact area, which creates an overheating to 
the sheets. The figure shows a clear sign of melting of the metal hanging out of the sheet 
edges. Other possible conditions that may produce edge welds are misalignment of 
electrodes and incorrect positioning of welding gun/sheets. 

Welds are often made at places different from their designated locations, as shown in 
Figure 3.2. This is not a problem if the difference is within the tolerance specified by 
design. However, if large deviations result in edge welds or overlapped welds, as shown 
in Figure 3.3, measures should be taken to change the practices. As for most problems in 
assembly, the robotic programming, dimensions of stamped parts, and welding gun 
should be checked to search for the root causes of the problem. If welds are made too 
close to each other, either overlapped (Figure 3.3) or with insufficient space between 
them (Figure 3.4), welding current for the second weld may not be enough to make a 
quality weld due to the shunting effect. As shown in the figure, the second weld appears 
to have a smaller indentation than the left one in Figure 3.4, or the right one in Figure 3.3, 
due to a low heat input, although the same welding schedule was used to make the 
consecutive welds. The integrity of the welded structures may be compromised as a 
result.  
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FIGURE 3.2 
A mislocated weld. 

 

FIGURE 3.3 
Overlapped welds. 
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FIGURE 3.4 
Potential insufficiently spaced welds. 

Indentation is the indent created on the sheet surfaces by electrodes under electrode 
force during welding. It is a direct indicator of the existence of a weld, and sometimes 
that of the amount of penetration of a weld. Because it is very difficult to eliminate unless 
special electrodes and procedures are used, certain indentation is allowed in most 
practices. AWS D8.7 specifies that an indentation up to 30% of the metal stack-up is 
acceptable. Excessive indentation is not allowed considering its implication in surface 
finish of the assembled structure, and the load-bearing capacity of the weld. If the surface 
is exposed to customers of the final products, a deep indentation may create an 
unfavorable impression. Too much indentation may also create a weak link between a 
weld and its parent metal sheets because of a reduced thickness in the sheet near the wall 
of indentation, as seen in Figure 3.5. This is especially true when multiple sheet stack-
ups, such as three-sheet stack-ups, are welded, with the outermost sheet as a thin one. The 
indentation depth is often more than the thickness of the outer sheet, resulting in little 
joining strength for the sheet attached to the inner ones. In practice, metallographic 
sectioning is not necessary for measuring indentation, and the weld was sectioned in this 
figure to make the indentation easier to observe. Some simple mechanical measurement 
devices, such as dial-gauge meters, will be sufficient for measuring indentation on a 
weld’s surface. Excessive indentation often results from excessive heating, i.e., improper 
welding schedules, and it is usually related to other types of discontinuities. For instance, 
expulsion and surface melting (resulting in surface cracking and holes) are often 
associated with large indentation. Excessive indentation may also induce excessive 
separation, as shown in Figure 3.6. By correctly choosing welding parameters and welder 
setup, indentation can be controlled to achieve sufficient penetration and strength.  
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FIGURE 3.5 
Excessive indentation. 

 

FIGURE 3.6 
Excessive separation. 

Another discontinuity is expulsion, a common phenomenon in resistance spot welding. 
Although it is a process rather than a product, it is directly responsible for creating many 
deficiencies in welding or welds. Its influence on strength of a weld and mechanisms of 
expulsion are discussed in detail in Chapter 7. In general, expulsion can happen either 
from the contact interface between electrodes and sheets, as shown in Figure 3.7, or from 
the sheet faying interface, as shown in Figure 3.8 and Figure 3.9. Expulsion is often 
associated with other discontinuities, such as excessive internal porosity (Figure 3.17) 
due to loss of liquid metal. Figure 3.10 also shows a burned hole near the indentation 
edge. Most welds with expulsion can be identified by visual inspection of the weldment, 
through the characteristic traces of ejected liquid metal either at the electrode-sheet 
interface or at the sheet-sheet interface, which requires a peeling action in order to reveal 
the expulsion trace. Steel welds tend to have a sharp, whisker-like thin layer of ejected 
and rapidly solidified metal (Figure 3.8). Soft and fan-shaped thin aluminum foils are 
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characteristic of aluminum expulsion (Figure 3.9). For some welds with expulsion, there 
is no trace of expulsion, such as the ejected  

 

FIGURE 3.7 
Expulsion trace on surface (AA5754). 

 

FIGURE 3.8 
Expulsion trace at faying interface 
(low-carbon steel). 
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FIGURE 3.9 
Expulsion at faying interface 
(AA5754). 

and solidified metal around a weld. It is difficult to identify expulsion from such welds 
without tedious metallographic examination. However, employing commonly used 
sensing devices, such as displacement measurement between electrodes, the occurrence 
and even magnitude of an expulsion can be accurately recorded, as discussed in Chapter 
7. 

The hole on the weld’s surface in Figure 3.10 is often called a burn-through hole, 
although not all such holes penetrate the welds. Associated with this discontinuity are 
fine whiskers near the hole in the figure. The formation of such holes requires an 
excessive and maybe localized heating, and surface melting is necessary. Such welds can 
be expected to have low strength, and remediation is often needed. The electrodes used in 
making such welds tend to deteriorate rapidly.  
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FIGURE 3.10 
Holes and whiskers on a weld surface. 

Surface cracking is observed in both steel and aluminum welding. Many of such cracks 
initiate from the melting of surfaces and propagate under stressing due to shrinkage. The 
crack in a low-carbon steel, shown in Figure 3.11, has a clear sign of surface melting. The 
crack is large with branches, and it extends into the heat-affected zone (HAZ) from the 
center. In Figure 3.12, a peeled aluminum weld button shows a crack at the center. This 
type of cracking is analyzed in Section 3.3 on its initiation and growth. The nugget of a 
weldment usually is stressed less than the HAZ under loading, and some discontinuities 
in a nugget, such as voids, may not affect the strength  

 

FIGURE 3.11 
Surface cracks in a steel weld. 
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FIGURE 3.12 
Surface cracking in an AA6111 weld. 

of a weldment significantly. However, surface cracks, depending on their location and 
size, may severely weaken the weld and result in premature failure. As shown in Figure 
3.27b of Section 3.3, a peeling action may tear off the nugget along the cracks. Cracks 
often do not appear on the surface as large as they are, or even invisible after welding. 
However, they may be revealed by a small tensile or peeling action. Some materials tend 
to be more prone to surface cracking than others, and therefore, special attention is 
warranted in inspecting surface discontinuities in such materials. 

Another type of surface cracking is due to liquid metal embrittlement (LME), as 
observed in Zn-coated steel welding. LME occurs when the molten metal (zinc in the 
case of hot-dipped galvanized steels) attacks the susceptible steels. It may happen in low-
C steels, stainless steels, or advanced high-strength steels. It is usually associated with 
improper process setup or welding schedules. The key factors contributing to LME 
cracking in coated steel welding are electrode misalignment, excessive heat input, 
excessive electrode wear, and insufficient electrode cooling. The coupling of zinc (from 
the coating) and copper (from the electrode) may promote LME cracking near the surface 
of a weld.3 Figure 3.13 shows a schematic of such a crack. In LME cracking, the induced 
cracks initiate in the solid phase mainly at grain boundaries that are attacked, in such as 
the heat affected zone, which is in direct contact with the electrodes and has sufficiently 
high temperature for Zn to melt during welding. Metallographic examination has shown 
high concentrations of Zn and Cu on the LEM fracture surfaces under microscope. The 
thermal stresses during solidification are essential to break the embrittled structure. The 
appearance and location of LME cracks are similar to those of solidification cracks, and 
they often appear at the bottom of an indentation wall that experiences a large thermal 
stress during cooling because of the constraint imposed by the electrodes to lateral 
shrinkage. One test showed that LME cracks do not have a significant effect on the static  
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FIGURE 3.13 
An LME crack near the bottom of an 
indentation wall. 

performance of a spot weld. Their influence on fatigue and impact performances has not 
been evaluated yet. 

Another type of visible discontinuity is excessive sheet distortion after welding. This 
could occur with improper sheet fit-up or unaligned sheets and electrodes (Figure 3.14), 
either axially or angularly. Although difficult to quantify, such distortion is easy to detect. 
Remediation can be made by adjusting positioning of the weld gun, using correct 
electrodes or electrode shanks, replacing worn electrodes, aligning electrodes, or, if 
necessary,  
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FIGURE 3.14 
Weld distortion, (a) Sheets out of 
alignment, (b) Electrodes out of 
alignment. 

changing designs of the stamped parts. Because of the large weld distortion, the loading 
mode on the joint may be different from the intended. For instance, an applied tensile-
shear loading on a joint shown in Figure 3.14a will result in large bending and tension 
components, in addition to shear loading at the weld. Large distortion may also affect the 
dimensional stability of the welded structures. 

3.1.2 Internal Discontinuities 

Unlike surface cracks, excessive distortion, etc., there are discontinuities that can be 
revealed only through metallographic examination by cross-sectioning a weld, or by 
using certain nondestructive devices such as ultrasonic and x-ray imaging. These are 
internal discontinuities, and they can be divided into two major groups: porosity and 
cracks. Voids are quite common in weld nuggets, and their formation is discussed in 
Section 3.2. They result from gaseous bubbles and shrinkage during cooling. As shown in 
Figure 3.15, there are very few fine voids in the nugget near the fusion line of the HAZ, 
but numerous large ones near the center. This is related to the temperature distribution 
and the expansion of the nugget during welding. If there is no expulsion during welding, 
there is no loss of liquid metal from the nugget, and the volume, as well as the amount of 
voids, will be small. However, very large voids can form in welds that experience 
expulsion during welding. A large void can be seen in Figure 3.16 for a steel weld as the 
result of expulsion. Similarly, the large voids in Figure 3.17 can be attributed to 
expulsion from the right side of this aluminum weld. If the volume or area percent of 
voids is not too large, and they are located away from the periphery of a weld, the voids 
may not have a significant impact on the performance of the weld. This is derived from 
the fact that large stress concentration occurs in the HAZ, rather than in the nugget when 
a weldment is loaded.  

 

FIGURE 3.15 
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A weld nugget with voids. 

 

FIGURE 3.16 
A large void revealed in a cross section 
of a weld. 

 

FIGURE 3.17 
A mild steel weld with a large void 
after expulsion. 

The effect of internal cracks is more complicated. There are several types of cracks in 
spot welds. The most common one is due to insufficient fusion at the faying interface, as 
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shown in Figure 3.18. In addition to metallographic cross-sectioning, ultrasonic devices 
can easily detect such discontinuities, as they are perpendicular to the incident beams. 
Such large cracks are associated with small penetration and inferior adhesion at the 
welded portion. They may behave as cold welds when tested. 

Solidification cracking may form under certain conditions. As shown in Figure 3.19, a 
crack extends from the surface of a weld into its interior, with  

 

FIGURE 3.18 
Cracking in an HSLA steel. 

 

FIGURE 3.19 
Cracking in an AA6111 weld. 

some voids visible in the nugget. Such cracks may not reduce a weldment’s strength if 
they are confined to the center of the nugget. However, many of them extend to the edges 
of nuggets and adversely affect the weld quality, as discussed in Section 3.3. The 
chemistry of the sheet material and electrode geometry are the major factors in such 
cracking, and corrections may be made based on these considerations. 

A less common cracking, as shown in Figure 3.20, occurs in the heat-affected zone, 
rather than in the nugget. Such cracks originate from the HAZ, due to liquation of grain 
boundaries and large thermal stresses in the HAZ. Some of them are filled by liquid 
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metal, leaving an outline, rather than an opening/crack. The mechanism and remediation 
of such cracking are discussed in Section 3.4. 

With certain improper welding practices, some adhesion with very little penetration 
may form at the faying interface (Figure 3.21). Such weldments have very low strength, 
and they produce interfacial failure when tested with relatively smooth fracture surfaces 
at the faying interface. They are called cold welds. Ultrasonic devices can easily identify 
such welds because the joint behaves very similar to single sheets without a welded joint. 
Insufficient heating is the main reason for cold welds, which may be attributed  

 

FIGURE 3.20 
Cracking in the HAZ of an AA5754 
weld. 

 

FIGURE 3.21 
Cold welds in steel. 
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to insufficient welding current or time, worn electrodes, and shunting. The electrode 
indentation on surfaces is generally small when a cold weld is made. 

3.2 Void Formation in Weld Nuggets 

The formation of voids in a spot weld is the result of nucleation and growth processes 
during solidification of a liquid nugget after the heat source, i.e., electric current is shut 
off. Porosity is more common in Al welds than in steel, mainly due to the differences in 
their thermal and metallurgical properties. Voids in resistance spot welds have distinctive 
characteristics in shape,  

 

FIGURE 3.22 
Surface of an interfacially fractured 
weld. 

size, and distribution. An example of voids in an Al weld is shown in Figure 3.15. There 
are usually hardly any visible voids in a nugget near the HAZ, as the temperature in the 
periphery of a nugget is lower than in other parts of the nugget during welding. Toward 
the center of a nugget more voids are observed, and they become bigger in size. In the 
vicinity of a nugget’s center, fewer but larger voids are observed, driven by the tendency 
of reducing the total energy of the liquid nugget. 

There could be two types of voids in a solidified weld nugget: one is grown from 
gaseous bubbles and another results from solidification shrinkage. These two types of 
voids have distinctively different appearances in sectioned nuggets, although the two 
processes often interact with each other in forming the voids. However, they will be 
discussed separately for clarity. 
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3.2.1 Gas Bubbles 

The voids from gaseous bubbles usually have smooth surfaces due to free solidification. 
Under proper conditions the trace of solidification may be observed directly, as shown in 
the case of Figure 3.22. In the figure, part of a full interfacial fractured surface of a high-
strength low-alloy (HSLA) steel nugget shows a portion of free solidification, evidenced 
by the dendritic structure, surrounded by fractured (torn off) surfaces along grain 
boundaries. 

Gas bubbles, existing in the solid states as voids with smooth surfaces, originate from 
the gaseous pressure in a nugget at liquid state. The gaseous pressure may come from 
several sources in a liquid nugget. The volatile (mainly light) alloying elements in the 
liquid may evaporate when overheated and contribute to the pressure in the gaseous 
phase. Examples of such elements are Zn, which may come from the surface coating, 
such as in hot-dipped galvanized steels, and Mg, which is the main alloying element  

TABLE 3.1 
Chemical Composition (wt%) of an AKDQ Steel 

C Mn P S Si Cu Ni Cr Mo Sn Al Ti 
0.035 0.210 0.006 0.011 0.007 0.020 0.009 0.033 0.006 0.004 0.037 0.001
Source: Provided by National Steel Corp., Livonia, MI. 

TABLE 3.2 
Chemical Composition (wt%) of Commercial 
AA5754 

Mg Mn Cu Fe Si Ti Cr Zn 
2.6–3.6 Max. 0.5 Max. 0.1 Max. 0.4 Max. 0.4 Max. 0.15 Max. 0.3 Max. 0.2
Source: Automotive Sheet Specification.4 

TABLE 3.3 
Chemical Composition (wt%) of Commercial 
AA6111-T4 
Mg Mn Cu Fe Si Ti Cr Zn

0.5–1.0 0.15–0.45 0.5–0.9 <0.4 0.7–1.1 <0.10 <0.10 <0.15
Source: Automotive Sheet Specification.4 

in the 5xxx series of Al alloys. Table 3.1 lists the alloying elements in an AKDQ steel, 
which has a small amount of light elements. The compositions of aluminum alloys 
AA5754 and AA6111 are listed in Table 3.2 and Table 3.3. Both contain certain amounts 
of Mg and Zn. The vapor pressures of some elements are plotted in Figure 3.23.5 It shows 
that elements such as Zn and Mg in liquid nuggets may impose certain vapor pressures in 
both Al and steel welds. The pressures are highly dependent on temperature. As welding 
steels need significantly higher temperature than welding aluminum, it can be expected 
that light elements such as Zn and Mg existing in a liquid steel nugget as gases contribute 
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to void formation. However, the amount of light elements in steels is not as high as in 
aluminum alloys, and therefore, bubbles or voids are more frequently seen in Al welds 
than in steel welds. Another source of gaseous phases in a liquid nugget is the organic 
elements from surface treatments, greases, etc., on the sheet surfaces before welding. 
Such elements may be trapped at the faying interface after they are squeezed by the 
electrodes. The amount of these elements is highly variable, and their contributions to the 
gaseous pressure in the bubbles are difficult to predict, but can be expected to be small. 

The expansion of gaseous bubbles under their internal gas pressure alone is unlikely 
since any increase in volume (expansion) of a bubble in a liquid nugget dramatically 
reduces the gas pressure and increases the pressure from the surrounding liquid, as liquid 
is incompressible. However, small bubbles may merge to form larger ones to reduce the 
system energy.  

 

FIGURE 3.23 
Vapor pressures of several metals 
plotting using data from Reference 6. 

Assuming the specific surface energy between gaseous bubbles and their surrounding 
liquid metal is σ, a bubble of radius r has a surface energy (4πr2)σ. If N identical bubbles 
merge to form a bigger one, then the new bubble has a surface energy of (4πR2)σ. The 
size of the new bubble, R, can be obtained by considering the equality in volume, as the 
total volume of the bubbles can be assumed to remain the same, 

 (3.1) 

Therefore, R=N1/3r. The difference in energy between the large bubble and the cluster of 
smaller bubbles can be expressed by the ratio 
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(4πR2σ)/(4πr2σ)=R2/r2=N2/3 
(3.2) 

This shows how much the system energy is reduced as the result of merging the small 
bubbles to a big one. The reduction is not significant when the number of small bubbles 
is small, and it goes up dramatically when the number is large, as shown in Figure 3.24. 
Therefore, small bubbles tend to merge into bigger ones to reduce the surface energy of 
the bubbles, and therefore the system energy. The merge of bubbles requires migration of 
small bubbles from various locations in a liquid nugget, and an analogy with diffusion 
can be drawn to understand the process. Similar to a diffusion process, the migration of 
bubbles is a strong function of temperature and migration path. The bubbles near the 
nugget center tend to form clusters and larger bubbles at a faster rate than those near the 
heat-affected zone because temperature peaks at the center. Microvoids entrapped 
between the dendrite arms during solidification mostly grow from the edge to the center  

 

FIGURE 3.24 
Reduction in total energy (in times) 
when small bubbles are merged to 
form a big one. 

of a nugget and have lower mobility than those near the center. The density of gas 
bubbles is also lower close to the HAZ than near the center, as the temperature is lower. 
Therefore, there tend to be scarce, fine gaseous voids near the HAZ and the contact 
interfaces with electrodes. Large bubbles are usually observed near the nugget center, as 
this area has the highest temperature during welding and is usually the last part to solidify 
Gaseous phases may also migrate to the center as the nugget periphery solidifies and 
advances to the center. 

The size of a void is directly determined by the amount of gases in the bubble and 
other environment variables. Consider a spherical gas bubble in a liquid nugget. Its size 
can be estimated by considering the energy of the bubble, including the surface energy 
and the volume energy Assuming the total mass of the gaseous phases in the bubble is m 
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(moles) and the reference radius of the bubble is r0, then the free energy of the bubble can 
be written through thermodynamics considerations as 

 (3.3) 

This is derived by assuming a closed, constant-temperature system. The stable size of a 
bubble is achieved when the energy is at the minimum. From d(∆G)/dr=0, one can obtain 
the radius of the stable bubble as  

 
(3.4) 

It can be seen that the size of a bubble increases with temperature and the amount of 
gases in it, and decreases with specific surface energy. The amount of gases is determined 
by the vaporization temperature and solubility of the elements in the liquid metal, and the 
liquid temperature. Therefore, large amounts of volatile elements in the composition or 
from other sources and large overheating tend to create large voids. 

Voids do not always grow into larger ones. If the thermal stress is high enough, as 
when there is no sufficient amount of liquid metal to fill in the volume deficit produced 
by solidification or cooling, voids may grow into cracks to release such stresses, as 
shown in Figure 3.22. 

3.2.2 Effect of Volume Shrinkage 

Under certain conditions, small/micro voids may grow into voids visible under a low-
magnification microscope, or even to bare eyes. Besides the void growth driven by the 
tendency of reducing system energy, the shrinkage of a nugget, through cooling of the 
liquid phase, solidification, or cooling of the solid phase, contributes significantly to the 
growth of voids. Figure 3.25 shows the volume changes of pure Fe and an aluminum 
alloy at various temperature ranges.5 Cooling at both liquid and solid states generates a 
reduction in volume, with aluminum shrinking more in the solid state. Solidification 
induces the largest volume reduction in both materials. For Fe, it is about 3%, and it is 
about 7% volume reduction in AA5754. The liquid metal and that heated but still in the 
solid state (such as the HAZ) are easily displaced/deformed by the electrode force during 
heating. Upon cooling, the volume change is constrained by the electrodes and the cooler 
parent  
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FIGURE 3.25 
Calculated thermal expansion for 
aluminum alloy 5754 and pure iron, in 
the temperature ranges between room 
temperature and beyond melting point. 

metal surrounding the nugget area. This restrained shrinkage generates a volume deficit, 
and the gas-filled bubbles may grow larger in size to occupy the volume. The shrinkage 
may also generate tensile stresses that may tear off the just solidified structure to form 
cracks. Figure 3.22 shows solidification cracks along the primary solidification grain 
boundaries, normal to the fracture surfaces, as the result of solidification shrinkage. Some 
shrinkage pores grow into microcracks, instead of voids. 

The periphery or surface of shrinkage voids is usually sharp and roughed, unlike that 
of gaseous voids, and tends to extend along grain boundaries. Large distortion of a 
weldment tends to produce large voids as the volume deficit created by the deformation is 
large. Expulsion, which ejects some liquid metal from a nugget, tends to create nuggets 
with a large volume of voids, as can be seen in Figure 3.17 of a section of a mild steel 
weld. Because volume change is more significant in aluminum than in steels, aluminum 
welding tends to create more voids/porosity than steel welding. 

3.3 Cracking in Welding AA6111 Alloys 

An improper welding process may create shrinkage cracks in AA6111, as seen in Figure 
3.19. The weld has a clear sign of excessive heating, judged by the nugget width, 
penetration, and indentation. During welding, the thermal expansion induced by such 
heating is suppressed by a very large electrode force. The liquid nugget and its 
surrounding softened solid metal are squeezed to the periphery of the weld by the 
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electrodes at elevated temperature. When cooling starts, the hardening of the solid and 
solidification of liquid metal start from both the weld edges and the surfaces that are in 
contact with the electrodes. The volume deficit created due to shrinkage cannot be made 
up by pulling back the metal previously squeezed out, as it is constrained by the hardened 
(due to cooling) and newly solidified metal and the electrodes, as shown in Figure 3.26. 
As a result, openings in the nugget, especially around the center, as it is the last part to 
solidify, are created. On the surfaces of such openings, voids, or cracks, the free 
solidified surface morphology, as shown later in this section, is the evidence of tearing 
the liquid phase in the middle of the nugget. 

The cracks may be visible on the weld surface immediately after welding. Or they may 
appear after certain stressing. In this case, the cracks are created around the center of the 
nugget, but they do not extend to the surfaces before being stressed. Stressing then makes 
the cracks propagate to the surfaces. Although a weldment is stressed the most around the 
HAZ, not the center of a weld, the cracks are very close to the surface and a small amount 
of stressing will open up the cracks. This is shown in Figure 3.27a, in which cracks, 
invisible before the weld was peeled, appeared on the surface. With more severe 
cracking, which appears right after the weld is made, stressing  

 

FIGURE 3.26 
Lateral stress distribution during 
cooling. 
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FIGURE 3.27 
(a) Cracks appeared after peeling, (b) 
A torn-off cracked weld after peeling. 

may tear off the weld along the crack surfaces, as seen in Figure 3.27b. About one quarter 
of the original weld button was totally separated between two branches of cracks. Figure 
3.28 shows a fracture of a cracked weld by a similar mechanism as that shown in Figure 
3.27b, and it proves that the shrinkage cracking is indeed responsible. 

The picture shows the fracture morphology of a weld torn from a cracked weldment. 
Consider the portion of the fracture surface shown in Figure 3.28a. Figure 3.28c is taken 
from the edge where the crack surfaces meet in Figure 3.28b. On both sides (crack 
surfaces) of the edge freely solidified surfaces are evident, as equiaxed grains are 
observed (Figure 3.28c-1). The crack tip in Figure 3.28e clearly shows signs of 
(intergranular) fracture due to crack propagation under stressing, without the trace of free 
solidification. The top view of the crack tip from the surface (Figure 3.28d), however, 
reveals a typical  
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FIGURE 3.28 
Fractured surface morphology. 

columnar structure underneath the weld surface. Therefore, the cracks existed before the 
specimen was peeled, due to solidification shrinkage. The mechanical loading simply 
widened the cracks and made them propagate in certain directions, such as the sheet 
thickness direction. The difference in morphology of the fractured surfaces near the weld 
surface (Figure 3.28d) and near the center (Figure 3.28c) can be understood by drawing 
an analogy between solidification processes in resistance spot welding and casting. 
Different cooling was experienced by these regions after the electric current was shut off. 
The weld surface is in close contact with the electrode, which is water cooled and works 
like a heat sink. Therefore, columnar/dendritic structures result, as often occurs near the 
surface of an ingot. The central portion of the weldment, on the other hand, remains at an 
elevated temperature for a longer period and equiaxed grains are formed, similar to those 
observed in a casting. The weld shown in Figure 3.28 was clearly overheated, as 
evidenced by the expulsion trace seen at the faying interface. 

3.4 Cracking in Welding AA5754 Alloys 

One of the major problems in fusion welding of some aluminum alloys is the 
susceptibility to cracking at temperatures close to solidus lines. The cracking 
phenomenon generally associates with the existence of a wide solidus-liquidus gap, the 
presence of low-melting-point eutectics (e.g., Al-Cu, Al-Mg, and Al-Mg-Si) or 
impurities, high solidification shrinkage, large coefficient of thermal expansion, and a 
rapid drop of mechanical properties at elevated temperatures.7 Hot cracking during 
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welding at elevated, near-solidus temperatures includes failure of welds (solidification 
cracking) and cracking in the HAZ (liquation cracking). Cracking has been studied 
relatively extensively in arc welding aluminum alloys of various working ranges, and 
high susceptibility to hot cracking during solidification of the liquid pool has been 
reported. For instance, Lippold et al.8 investigated hot cracking in two lots of 5083 
aluminum alloy (4.28 and 4.78 wt% Mg, respectively) gas tungsten arc (GTA) welding 
weldments. They observed crack initiation and propagation in both the fusion zone and 
the HAZ, and found that cracking susceptibility depends on the Mg content and weld 
orientation relative to the rolling direction of the material. Jones et al.9 reported a fairly 
low hot cracking susceptibility in continuous-wave CO2 laser welding and the pulsed 
Nd:YAG laser welding 5000 Al-Mg alloy series, including AA5754. They observed that 
the tendency toward cracking increases with Mg content, reaching a peak value at 2 wt% 
Mg; high weld strength and low crack susceptibility were found when Mg content was 
above 4 wt%. The maximum cracking tendency in Al-Mg alloys was reported earlier at 
approximately 3 wt% Mg or 1 to 2 wt% Mg in two separate works. The observations are 
consistent with the hot tearing phenomenon in casting of Al alloys, in accordance with 
the established fact that the peak of hot cracking susceptibility of binary alloys is at about 
one half of the maximum solubility of the second component in the solid state. 

The well-developed theory of hot cracking in fusion welding and casting by the classic 
works of Pellini, Borland, and Prokhorov helps in understanding cracking in resistance 
spot welding (RSW).10–12 Cracking in RSW aluminum alloy sheets was reported first by 
Watanabe and Tachikawa,13 followed by Michie and Renaud14 and Thornton et al.15 in 
the 1990s. Watanabe and Tachikawa’s investigation reported solidification failure in the 
nugget or liquation cracking in the heat-affected zone (HAZ) for one of the 5000 series 
alloys containing above 5 wt% Mg. They observed cracking under a wide range of 
welding parameters and suggested that preheating or increasing welding time may 
decrease thermal stresses, and therefore decrease cracking tendency. The possibility of 
cracking was also indirectly implicated in spot welding AA5754 by Thornton et al.15 
Senkara and Zhang.16 as reported in 2000 and 2002, systematically studied the cracking 
phenomenon in the HAZ considering the thermal, mechanical, and metallurgical aspects 
of cracking, and proposed measures of containing cracking during RSW aluminum 
alloys.  

3.4.1 Liquation Cracking in Aluminum Alloys 

Cracking in the HAZ of a weldment during welding is related to liquation at the grain 
boundaries of either the secondary phase or low-melting-point impurities, at subsolidus 
and supersolidus temperatures of the primary phase. Existing theories of formation and 
solidification of grain boundary liquid films include equilibrium melting of the vicinity of 
grain boundaries, constitutional liquation of secondary phases, and the effects of 
segregation. 

A study by Zhang et al.17 focused on liquation cracking in resistance spot welding 1.6- 
and 2.0-mm AA5754–0 sheets. The base material has a typical rolled structure, as shown 
in Figure 3.29, with slightly elongated grains of Mg in an Al solid solution, and 
precipitates of Al3Mg2, (Fe, Mn)Al6, and silicides. 
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Using correctly selected welding parameters, welds were made with satisfactory 
appearance. Peel testing confirmed good quality and repeatability of the spot welding 
process, and a regularly shaped, good-size button is shown in Figure 3.30a. 

Despite the normal appearance of a typical weld button after peeling, an amplified side 
view of the button wall revealed cracks (Figure 3.30a). This was confirmed by optical 
and scanning electron microscope (SEM) examination of the sectioned specimens (Figure 
3.30b). Although a certain amount of porosity can be seen in the weld nugget on all the 
cross sections of welded samples, there are no cracks in the nugget. Optical microscopy 
inspection of several welds, however, revealed a few cracks on the sides of the nuggets in 
many specimens. Cracks were all located in the HAZ. In many cases, the opening of 
cracks was filled by the parent material, and the cracks were detectable only after etching. 
In multiple-welded Al strips, cracks were found only on the same sides of the nuggets, 
with respect to the welding sequence (Figure 3.31a). They are clearly visible from 
longitudinal cross sections (Figure  

 

FIGURE 3.29 
Microstructure of an AA5754 sheet. 
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FIGURE 3.30 
Appearance of a typical weld button 
after peel testing: (a) an amplified side 
view of the button wall and (b) cross 
section of the same button. 

3.31b), whereas there are no visible cracks, or only very narrow traces of cracks visible in 
transverse sections (Figure 3.31c). Cracking always occurred on the opening side of a 
nugget, not the side adjacent to a previously made weld. If viewed from the longitudinal 
section, the cracked side (without a previously made weld) has a wider coupon separation 
gap than the other side, and some squeezed-out material can be clearly seen inside the 
opened gap between coupons in the vicinity of a nugget (Figure 3.31b). 
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The appearance of cracks, their locations, and their orientations are fairly regular as 
revealed by an examination of a large number of specimens. The angles between the 
main axes of cracks and the tangents to the fusion line are similar and are equal to about 
70° for the specimens examined, as shown by the statistics of the orientations of nearly 
80 cracks in Figure 3.32. 

A photo of higher magnification shows the intergranular fracture characteristics 
(Figure 3.33) of the cracks. They initiate near the fusion line in the HAZ and propagate 
away from the nugget into the base metal. A typical  

 

FIGURE 3.31 
(a) Longitudinal cross section of a 
multispot-welded coupon that shows 
cracks on the right side of the nuggets, 
(b) One of the longitudinal cross 
section’s nuggets by higher 
magnification, (c) For comparison, the 
transverse cross section of a 
neighboring nugget. 
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FIGURE 3.32 
Statistics of crack angles with respect 
to the fusion line. 

cracking trace is not straight, as shown in Figure 3.33. It tends to follow the grain 
boundaries, while keeping the overall outward direction. Some of the cracks tilt slightly 
toward the faying interface as they propagate. Most of them are wide at their bases and 
become narrower as they enter the base metal. Wide cracks have tree-like structures, i.e., 
large trunks (wide opening of cracks at the bottom) formed from fine roots (grain 
boundaries). Many of  
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FIGURE 3.33 
A close look of cracks in the HAZ. 

them are fully or partially filled (Figure 3.34). The crack surface has a dendritic 
morphology (Figure 3.35). 

Cracks initiate in a zone where the alloy remains in the solidus-liquidus temperature 
range during welding at some distance from the fusion line (Figure 3.33). A web of grain 
boundaries decorated by precipitation is visible around the zone. Grain boundary failure 
can be clearly seen near the base  
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FIGURE 3.34 
An almost fully filled crack. 

 

FIGURE 3.35 
Intergranular characters of a crack and 
dendritic morphology of failure 
surface. 

of the wide-opening cracks. A typical microstructure of the region in the HAZ close to 
the nugget and at some distance from cracks is presented in Figure 3.36. Precipitates 
inside the grains and at grain boundaries (intergranular precipitates), where they form 
chains or even continuous layers, are visible. Energy Dispersive X-ray (EDX) and 
Wavelength Dispersive X-ray (WDX) analyses revealed an increased amount of Mg in 
such regions. This is most probably due to an Al3Mg2 secondary phase (the presence of 
which should be about 6% in the Al-Mg3.5 alloy, according to the Al-Mg equilibrium 
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phase diagram),18 which exists in the alloy before welding and serves as the source of 
liquid at elevated temperature. This was confirmed by an x-ray diffraction examination.  

 

FIGURE 3.36 
Precipitation zone in the HAZ. 

3.4.2 Mechanisms of Cracking 

Like other processes of resistance spot welding, the formation and propagation of cracks 
involve interactions of metallurgical, thermal, and mechanical factors. The influence of 
these factors is analyzed in the following sections. 

3.4.2.1 Metallurgical Effect 

The cracking phenomenon in the HAZ during spot welding of AA5754 is consistent with 
the observations of the susceptibility to cracking of other aluminum alloys containing 
several percent of magnesium in casting and arc welding.19 Intergranular characteristics 
of cracks in the HAZ and dendritic morphology of failure surfaces, as shown in Figure 
3.33 to Figure 3.35, are typical features of hot cracking and are evidence of cracking at 
elevated temperatures. The dendrite structure inside open cracks proves that liquid had to 
be present at the moment of crack formation, and therefore, it is liquation cracking 
according to the classification by Hemsworth et al.20 The microporosity visible in some 
inclusions of the secondary phase serves as additional evidence of the existence of liquid 
in this part of the HAZ during spot welding. 

Generally, there are two possible ways for melting to occur at grain boundaries in the 
HAZ: at supersolidus temperatures and at subsolidus temperatures. In the heating stage of 
welding, equilibrium melting of the material near grain boundaries occurs in the part of 
the HAZ heated to the temperature range between solidus and liquidus (partially melted 
zone). In addition to partial melting at temperatures above the solidus, liquation of the 
secondary phase may occur at subsolidus temperatures. During rapid heating, which is a 
characteristic of resistance spot welding, there is not sufficient time to dissolve the 
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Al3Mg2 phase in the α-solution matrix, and inclusions of this phase still exist after the 
alloy is heated over the solvus line. Al3Mg2 inclusions melt in the region (next to the 
partial melting zone) that experiences maximum temperature above the eutectic point, but 
below the solidus temperature. The existence of liquid below the solidus of AA5754 can 
also be attributed to other low-temperature melting additions/impurities present in a 
commercial alloy. The zones around the nugget are schematically shown in Figure 3.37. 
Structures/zones in the HAZ can be linked to the equilibrium phase diagram via assumed 
temperature history during RSW. The dynamic effects in the heating/cooling processes, 
such as overheating and undercooling, may also contribute to hot cracking. For instance, 
the effective solidus temperature during cooling may be lower than the equilibrium 
solidus temperature because of the high cooling rate in RSW. This effectively enlarges 
the temperature range in which the material is weak and susceptible to cracking. 

As a result of combined supersolidus and subsolidus melting/liquation, large grains in 
these parts of the HAZ are surrounded by liquid during welding. Nearly continuous films 
of liquid can be formed at the grain  

Weld Discontinuities     89	



 

FIGURE 3.37 
Schematic diagram of the links 
between the equilibrium phase diagram 
of Al-Mg and the solidified structures 
after welding through possible 
temperature history of various zones. 
Zone I, fusion zone; Zone II, partial 
melting zone; Zone III, liquation zone. 
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boundaries. Therefore, the overall material structure close to the nugget is favorable for 
crack initiation and growth during the last stage of heating in resistance spot welding Al-
Mg alloys. 

After the current is switched off, the material cools quickly because of heat transfer 
through the water-cooled electrodes. The cooling or cooling rate, in addition to several 
other factors, such as compositional segregation, affects the life of the transient liquid 
films at grain boundaries. For AA5754, the difference between equilibrium temperatures 
of liquidus (915 K), solidus (876 K), and eutectic (723 K) temperatures is significant, 
according to the Al-Mg phase diagram. Lowering of the solidus and eutectic 
solidification temperatures can be expected due to kinetic effects during cooling. The 
coexistence of solid and liquid phases at the grain boundaries is then extended in a 
relatively wide temperature range during cooling. 

High heating and cooling rates, as well as a high temperature gradient in the weldment 
due to the nature of joule heating, are the thermal characteristics of spot welding. 
Therefore, liquid films at grain boundaries may exist for an extended time at elevated 
temperatures, as shown in the work of Randakrishnan21 and Thompson.22 This results 
from the concentration gradient in the liquid due to rapid solidification, which effectively 
lowers the solidification temperatures of liquid parts with higher (than equilibrium) Mg 
concentration. 

In general, the metallurgical characteristics of spot welding of AA5754 create 
favorable conditions for tearing the structures in the HAZ if sufficiently high stresses are 
developed during welding. 

3.4.2.2 Thermomechanical Effects 

Besides the metallurgical effect, thermomechanical factors also play an important role in 
the initiation and subsequent propagation and growth of cracks. This section is devoted to 
describing the mechanisms of crack formation by qualitative thermal and mechanical 
analyses, using simplifying assumptions, because an accurate calculation/analysis is 
neither possible nor necessary, due to the complicated nature of mechanical, thermal, and 
metallurgical processes and their interactions involved in cracking.17 

As seen in Figure 3.31a, cracks appear on the leading sides of nuggets that coincide 
with the welding sequence in a multispot-welded strip. No significant traces of cracking 
have been found on the trailing sides of the nuggets. Experiments have shown that certain 
welding conditions may create cracking on both sides of a single weld, as shown in a 
longitudinal section in Figure 3.38b. The distinct cracking characteristics between the 
single- and multispot welding strongly suggest that besides the weakened structure due to 
the metallurgical process, the thermal-mechanical factors play an important role in the 
initiation and subsequent propagation of cracks.  

Bn 
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FIGURE 3.38 
(a) Longitudinal cross section of a 
multiwelded specimen, (b) 
Longitudinal cross section of a single-
welded specimen. 

 

FIGURE 3.39 
(a) Loading and constraining 
conditions in half of the weldment of a 
multiwelded specimen. (b) Loading 
and constraining conditions of a 
single-welded specimen. Blocks A and 
B in (a) are chosen for stress analysis. 

The initiation and propagation of cracks can be estimated based on the possible thermal 
history and loading and constraining conditions imposed on a weldment. A thermal-
mechanical analysis can start with multispot-welded nuggets because of the characteristic 
appearance of cracking only on the same sides of the nuggets. From Figure 3.38a it can 
be seen that there is a solid material flow on the cracking side, which forms a notch and 
generates a large sheet separation. On the contrary, no solid deformation and separation 
can be observed on the left side. This uneven deformation or unsymmetric geometry is 
the consequence of uneven thermal-mechanical loading on the two sides during welding. 

The loading on the top sheet of a weld can be simplified as a pressure due to the 
electrode force, a pressure from the liquid nugget, interaction with the other sheet, and 
constraining from the other sheet and the previous weld. Figure 3.39 shows the outlines 
of two cracked welds: one is from Figure 3.38a, cut from a multiwelded strip, and the 
other from a single weld (Figure 3.38b). The figures also show the material flow, as well 
as the large sheet separation on the free end side. 
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The open side (right side) and the constrained side (left side) experienced different 
stress history during heating and cooling, and this is the dominant factor in different 
cracking behavior on the two sides. The stresses developed on the sides, represented by 
blocks A and B as taken from Figure 3.39a near the fusion zone in the HAZ, can explain 
why the weld shown in Figure 3.38a has cracks on the right side, not on the left. It also 
helps to understand that cracks may appear on both sides of a single weld without 
constraining from either side during welding. The possible stress states during heating 
and cooling are shown in Figure 3.40. 

3.4.2.3 Thermal Stress during Heating 

The solid phase in Figure 3.39a between the electrode and the liquid nugget tends to 
expand during heating. Because of the difference in constraining between the left and 
right sides, the stress developed during heating is different on the two sides. Because of 
temperature gradient, as shown in Figure 3.41, in the HAZ, material near the fusion line 
tends to expand more  

 

FIGURE 3.40 
Possible stress development during 
heating, cooling, and combined final 
stress state in the material blocks A 
and B taken from Figure 3.39a. 
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FIGURE 3.41 
Temperature distribution by a finite 
element analysis at the moment when 
heating is stopped. The temperature is 
the highest in the liquid nugget that is 
beyond the melting point. 

than that away from it. In block A, large compressive stress is developed in the direction 
parallel to the isotherms during heating or expansion, due to constraints from the solid 
phase of the sheets on side L. In block B on side R, however, there is very little 
compressive stress buildup near the nugget, because the solid phase can expand more 
freely and the sheets are free to separate, which effectively releases the stress in B. The 
stresses are schematically shown in Figure 3.40 (heating). 

3.4.2.4 Thermal Stress during Cooling 

When the electrical current is shut off, heating is terminated and rapid cooling starts. In 
fact, cooling is provided by the electrodes and workpiece during the entire period of 
welding, but its rate is much higher after the electric current is shut off. Because of the 
high cooling rate, which is similar to one in a quenching process, tensile stresses of 
similar magnitude develop in blocks A and B within a short period (Figure 3.40, cooling). 
For B, the solid material displaced during heating can hardly be sucked back due to the 
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lower temperature (or higher yield strength) and the constraint from the solid phase in the 
HAZ, especially in the region previously squeezed out. 

The final stress states at A and B can be obtained by superimposing the stresses 
developed in heating and cooling, respectively. As seen from Figure 3.40, the resultant 
stress in B is tensile, and that in A is very small, whether tensile or compressive. The net 
tensile stress in B during cooling is directly responsible for crack initiation in the region. 
In the case of a single weld, the stress state on both sides of the nugget is similar to that in 
block B of a multispot weld, which has a final stress in tension. 

In resistance welding, under simultaneous heating and cooling, high-temperature 
gradients are developed and produce thermal stressing in the HAZ. Using a finite element 
model (Zhang et al.23), a temperature distribution at the end of heating is generated, as 
shown in Figure 3.41. Because of cooling through the electrodes and workpieces, 
isotherms in the HAZ appear dense around the nugget, which is similar to the results in 
the work of many others, such as that by Gupta and De.24 The figure also shows that the 
cooling temperature gradient turns toward the radial direction from the fusion line. 

The magnitude of thermal stresses can be approximated by a simple calculation. Right 
after electrical current is shut off, strain parallel to the fusion line in Figure 3.41 can be 
estimated by considering the elastic and thermal strain components: 

 (3.5) 

where ε is the total strain; σ, the stress, E, Young’s modulus, α, the coefficient of thermal 
expansion, and ∆T, the temperature drop during cooling. During welding, the 
deformation of any location in the HAZ is affected by its temperature history and the 
constraints imposed by its surroundings. Considering two extreme cases, the stresses may 
be 

Lower bound (free to shrink):  
σ=0 and ε=α∆T 

(3.6) 

Upper bound (fully constrained): 
σ=Eα(−∆T) and ε=0 

(3.7) 

The actual value of stresses in the HAZ is in the range (0, Eα(−∆T)), depending on the 
degree of constraint. Assuming E=70 GPa and α=33×10−6 K−1 for aluminum, the stress 
range is plotted in Figure 1.10 as the shaded area. For a temperature drop ∆T=−50 K, the 
stress range in the HAZ at a temperature just below the solidus temperature is 0~115 
MPa in tension. In this range, the thermal stress developed near the solidus during 
cooling in the solid phase may possibly be high enough to initiate cracks, considering the 
strength (ultimate tensile strength, UTS) shown in Figure 1.10. The rapid drop of ductility 
near the melting point may also contribute to crack initiation. 

The tensile stress developed during cooling is approximately along the tangent of the 
isotherm near the nugget. Therefore, the orientation of a crack, which is normal to the 
direction of maximum tension, is approximately normal to the tangent, i.e., along the 
temperature gradient. The orientations of the cracks with respect to the fusion line, in 

Weld Discontinuities     95	



Figure 3.32, are close to the normal direction of the fusion line. The slight deviation of 
the measured orientation from the normal direction (70° rather than 90°) can be attributed 
to other effects, such as liquid pressure and the applied vertical load by electrodes. The 
change of the crack orientations when they propagate away from the fusion line can be 
explained by the changes in the isotherms, or the temperature gradients, as shown in 
Figure 3.41. 

From above analyses of thermal-mechanical factors, one can conclude that 
constraining on the weldment creates compressive stress during heating, which 
compensates (reduces) the tensile stress generated during cooling. Thus, the side of a 
nugget to the welded end in multispot welding has less chance of cracking. In contrast, 
the unconstrained side of the nugget cannot stay compressive during and after heating 
and will develop tensile stress during cooling, which may result in cracking. 

The existence of a tensile stress around a crack root is evidenced by the observed 
partially filled crack openings, as shown in Figure 3.34. If a crack is present during 
heating, it may be easily filled because of the high pressure inside the liquid nugget, 
which is discussed in Chapter 7, and then the structure is healed. As shown in Figure 
3.42, under tension, the material near the nugget may open up and form cracks. Between 
the roots of the cracks and the liquid nugget there is a zone of low-strength solid, or even 
a mixture of solid grains and liquid-grain boundary films. Because of the high liquid 
pressure in the nugget, which can be over 100 MPa, as shown in Chapter 7, the liquid in 
the nugget may be pushed at a high speed through the mushy zone into the opening and 
may follow the extension of cracks. Another source of filling material is the liquid 
eutectic existing at the grain boundaries near the fusion line. But eutectics alone are not 
sufficient to fill the crack openings because of their limited amount (about 6% estimated 
for AA5754 according to the equilibrium phase diagram). The filling/healing process is  

 

FIGURE 3.42 
Schematic illustration of crack filling 
mechanisms. Arrows indicate possible 
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paths for liquid being ejected into the 
crack. 

not always possible because it depends on the resistance of the mushy zone to liquid 
metal flow/penetration. If a crack is formed during heating, or close to the nugget, it has a 
higher chance of being filled. A crack that forms when cooling starts, or that starts far 
from the fusion line, has less chance to be filled, or it can be only partially filled. This is 
supported by a WDX analysis that revealed slightly higher Mg content inside the filled 
area, but no significant difference between the chemical composition of the material 
filling the gaps and that of the base metal. 

3.4.2.5 Influence of Other Factors 

Along with stresses developed due to thermal expansion and shrinkage, mechanical 
loading and constraining caused by other processes also contribute to crack initiation and 
propagation. The most influential one is probably the effect of liquid pressure generated 
during melting and volume expansion in the nugget onto its surrounding solid. As shown 
in Figure 3.39, liquid metal imposes a high pressure onto the solid in the direction normal 
to the fusion line. The resultant force from the liquid pressure is also partially responsible 
for workpiece separation when mechanical constraint is insufficient. It was observed that 
when expulsion happens, the ejection of liquid metal pushes or bends the solid at a high 
speed. Obviously, this induces a straining at a high rate in the solid surrounding the liquid 
nugget, and the region under the greatest strain is that near the edge of the nugget, either 
in the state between solidus and liquidus or where liquid films exist at grain boundaries, 
with brittle structures of low strength. According to the theory proposed by Prokhorov,12 
hot cracking may occur when the structure is in the brittle temperature range.  

From the above observation and analysis it can be seen that constraining, either from 
the prewelded end or from the surrounding solid and the electrode, is beneficial for 
suppressing cracking in spot welding aluminum alloys. Based on the cracking 
mechanisms discussed, methods are proposed to minimize or eliminate cracking, as 
described in the following section. The conclusions drawn here can be used in practice to 
prevent cracking, and therefore to make aluminum alloys more suitable for structural use. 

3.4.3 Cracking Suppression 

A series of experiments were designed and conducted under various constraining 
conditions, including combinations of various specimen sizes, electrode geometries, and 
welding sequences. A domed electrode (type A) with a face diameter of 10 mm and a 
radius of 50 mm for the domed face, which is often used in resistance spot welding 
aluminum alloys, was used in the experiments. Two additional electrode geometries with 
drastically different faces were also used. They are type B electrode (with a domed face, 
called domed electrode hereafter) and type C electrode (with a flat face, called flat 
electrode hereafter); see Figure 3.43. With very different contacting characteristics, these 
two types of electrodes represent two extreme cases. The cracking results are examined 
and represented using the average number and total length of cracks on each weld, 
obtained over at least three specimens (replicates). 
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3.4.3.1 Effect of Specimen Width and Electrode Geometry 

Three coupon widths (25, 40, and 90 mm,) with the use of both flat and domed 
electrodes, and the resulting cracking tendency are given in Figure 3.44. The increase in 
coupon width can significantly reduce cracking tendency for both domed and flat 
electrodes. Because specimen width provides a natural constraining on bending or 
separation of sheets, there would be less sheet distortion in wider specimens. In addition, 
wider specimens provide larger mass and lower the peak temperature, and therefore the 
thermal stress. Thus, wider specimens have a lower tendency of cracking.  

 

FIGURE 3.43 
Three types of electrodes (A, B, and 
C). 

 

FIGURE 3.44 
Influence of specimen size and 
electrode type on cracking in single-
spot welding. 
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As for the effect of electrode geometry, specimens welded using domed electrodes show 
a significantly larger number of cracks and crack lengths than the ones using flat 
electrodes, for all coupon widths. Metallographic examination indicates that with small-
radius domed electrodes, significant material flow occurred and large separation was 
produced at the edge of the nugget. Compared with flat electrodes, domed electrodes 
provide a smaller contact area between the electrode/workpiece and the sheets. This can 
yield two effects: (1) the localized electrode contact produces a higher and nonuniform 
contact stress on the interface, with less constraining to the specimen distortion, and (2) 
domed electrodes provide a higher current density and heating rate (or temperature 
gradient). As a result, larger distortion and cracking tendency are expected. In addition, a 
domed electrode tends to cause expulsion, which also contributes to cracking. 

3.4.3.2 Effect of Welding Sequence 

In multispot welding two welding sequences, sequence A (1, 2, 3) and sequence B (1, 3, 
2), were compared, where the numbers are the labels of the weld spots along a 
longitudinal strip, which also indicate the run order of welding. The difference of 
sequence B from sequence A is that the third weld was made after two welds were made 
on the two ends of a strip, rather than in consecutive order. Figure 3.45 shows the 
cracking tendency (by the total number of cracks) for two welding sequences with 
various coupon widths. The total number of cracks is reduced to zero when welds are 
made with constraining from neighboring welds (sequence B), compared with the case of 
having welds only on one side (sequence A). It was also found that in the both-end 
constrained case, the cross-sectional area of the nugget was slightly smaller. Apparently 
the constraint in sequence B reduces the sheet distortion, and possibly provides an 
additional electric current shunting path and reduced current density.  

 

FIGURE 3.45 
Effect of constraint imposed by 
neighboring welds. Welds were made 
using domed electrodes. The number 
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of cracks was counted on the third 
weld. 

3.4.3.3 Effect of Washer Clamping 

To further prove the cracking mechanisms and provide a means of cracking suppression, 
additional constraint was applied, prior to welding, to the electrodes using two steel 
washers. Two aluminum coupons were put together with the washers, one on each side. 
The whole stack-up was held by two C-clamps, as illustrated in Figure 3.46. The 
electrodes, aligned with the washers, were then put through the openings of the washers 
onto the sheets, and a weld was made between the sheets inside the clamped area. The 
comparison of cracking tendency between specimens welded with and without washers, 
as well as between medium and narrow coupons, is shown in Figure 3.47. When washers 
were used, the number of cracks and the total crack length were significantly reduced for 
both medium-size and narrow coupons, but the reduction was more significant with 
medium-size coupons. A metallographic examination shows that with washer restraining 
the distortion is significantly reduced: only localized sheet separation is observed, within 
a ring-shaped opening area surrounding the nugget, and it diminishes at the places where 
sheets are clamped by the washers. Virtually no material flow at the faying interface near 
the nugget was observed. No significant difference was found when different-size 
washers were used. 

3.4.3.4 Effect of Current Shunting 

In order to understand the influence of current shunting due to washer clamping, a 
comparison was made between welding with and without a thin layer of insulator inserted 
between the two sheets to be welded. As  
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FIGURE 3.46 
A schematic diagram for using 
constraining washers during welding. 
Thin arrows indicate the clamping 
forces on the washers. The electrode 
forces are shown as thick arrows. 

shown in Figure 3.48, the effect of insulator on cracking is slightly different when 
different electrodes are used. When domed electrodes were used, the use of insulators 
reduced the cracking tendency for all specimen widths tested, and the same trend can be 
seen for flat electrodes with wide specimens, but no effect was detected in flat electrodes 
with narrow specimens. It appears that the shunting effect does exist in most cases, 
except for the flat electrode narrow specimen case. The local deformation also shows that 
it is different with or without insulators. When domed electrodes were used, welds with 
insulators show significantly less distortion at the periphery of the nugget than the ones 
without insulators. However, metallographic examination shows that there is no 
significant difference in nugget size and penetration. The insulator inserted between the 
specimen sheets changes the contact resistance and affects heat generation, yet the exact 
effect of insulators is not very clear at this time. 

The major findings described above are summarized in Table 3.4. The interactions of 
variables are not listed in the table. In general, this investigation proves that constraining 
of the sheet deformation around a nugget is an effective means to control cracking in 
welding aluminum alloys.  
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FIGURE 3.47 
The effect of constraining with 
washers on cracking tendency. Domed 
electrodes were used. 
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FIGURE 3.48 
Influence of insulating between 
washers and workpieces on cracking, 
(a) and (b) are for welding using flat 
electrodes, and (c) and (d) are for 
welding using domed electrodes. 
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TABLE 3.4 
Dependence of Cracking Tendency on Welding 
Conditions 
Variable Influence on Cracking 

Electrode type Domed (+), flat (−) 
Increase in specimen width H 
Constraining by washer (−) 
Constraining by neighboring welds (−) 
Using insulator with washers (0) 
Note: (+)=increasing cracking tendency; (−)=decreasing cracking tendency; (0)=no clear influence 
on cracking. 
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4  
Mechanical Testing 

 

4.1 Introduction 

Mechanical testing is an important aspect of weldability study. Such testing is either for 
revealing important weld characteristics, such as weld button size, or for obtaining 
quantitative measures of a weld’s strength. As a weld’s strength generally refers to its 
capability of standing both static and dynamic loads, mechanical testing of a weldment 
can be static or dynamic, and it can be either instrumented or not instrumented. Although 
the dynamic strength of spot welds is recognized as an important quality index because of 
its implication on the performance of welded structures, static tests have been almost 
exclusively conducted for weldability. This is mainly because of the complexity, 
relatively low reliability and repeatability, and high cost associated with dynamic testing. 
Only fatigue testing has been conducted in limited scale. 

As the objective of a mechanical test is to either obtain a quantitative measure or get a 
qualitative sense of weld quality, the following information is usually collected during a 
test: 

• Peak load: The maximum force measured during testing, as illustrated in Figure 4.1 for 
a tensile-shear test.1 

• Failure mode: This is a qualitative measure of weld quality. As in the case of the chisel 
test, an operator examines whether the fracture (opening) is brittle or ductile. The 
morphology of fracture is also examined in tests, such as static tensile-shear tests, to 
see if there is a weld button pull-out or if the interfacial fracture has a smooth or rough 
surface.2 

• Ductility: This usually refers to a quantitative measure of weld quality, using quantities 
such as maximum displacement or energy, as defined in Figure 4.1.1 

• Fatigue strength: This is usually reported in terms of number of cycles to failure under 
a certain repeated loading pattern, in the form of L-N curves.3,4  



 

FIGURE 4.1 
A typical load vs. displacement curve 
in quasi-static tensile-shear testing, and 
definitions of variables that can be 
monitored. 

• Impact energy: This is the total energy absorbed by a weldment under an impact 
loading. It has a significant implication on the crashwor-thiness of a welded structure. 

• Weld nugget width or weld diameter: As the most commonly monitored quality index, 
weld size has been, in many cases, the sole measure of weld quality. 

Testing welded specimens is different from testing uniform materials mainly because of 
the geometric characteristics of spot weldments. A weldment is usually considered as a 
unit, and therefore, its strength is often expressed in terms of load instead of stress, and in 
displacement instead of strain. Especially for fatigue testing, the conventional expression 
of fatigue strength using S-N curves, or stress range-number of cycles curves, is 
irrelevant. A more meaningful expression is using L-N curves, or load range-number of 
cycles (at a specified load level before failure) curves, as the total load applied to a spot 
weldment is more useful in understanding a weld’s performance and for design of welded 
structures. Because a weldment is comprised of both the weld and its surroundings, i.e., 
base metal, the measured strength is not solely determined by the weld. Recognizing the 
contribution of the base metal helps correctly interpret testing results. It is necessary to 
include the information on base metal (size, strength, etc.) when describing a weldment’s 
performance. 

An important aspect of mechanical testing is testing procedures and specimen 
preparation. While most tests are conducted using standard equipment, many tests, 
especially impact tests, are generally performed using  
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FIGURE 4.2 
Selected testing sample specifications. 

customized devices. Many difficulties of testing spot welds are related to the inherited 
configuration of spot-welded specimens. Because a spot weld connects two workpieces 
(or coupons) with a limited-sized joint that is relatively less stiff than the workpieces, it is 
the place where most bending/rotation occurs during testing. The stress concentration 
caused by the notch-like welded joint determines the deformation and fracture mode 
when a specimen is loaded. Therefore, testing results are often affected by the restriction 
imposed by a weld’s surroundings, including the dimensions of the specimen, in addition 
to the weld’s strength. The contribution of specimen sizes, however, has not drawn 
sufficient attention. 

The dimensions of testing specimens have not been unified, which may cause 
confusion in testing and interpreting results. For instance, a survey of standards and 
specifications reveals significant differences in testing specimen sizes for tensile-shear 
tests, as in almost every category of testing welded joints. As illustrated in Figure 4.2, 
both width and length of tensile-shear testing specimens vary dramatically in practice 
among professional organizations. Plotted in this figure are specimen size 
recommendations of the American National Standards Institute (ANSI) and the American 
Welding Society (AWS),5 the military,6 and the International Organization for 
Standardization (ISO).7 A significant difference exists in both overlap and width, with not 
such a drastic variance in specimen length. The width required by ISO is 45 mm, which is 
more than twice that by ANSI/ AWS (19 mm) for 0.8-mm-gauge steel sheets. Similar 
differences can be seen in specimen sizes of aluminum alloys. In general, there is not as 
much information available for testing and specimen sizes for aluminum alloys as there is 
for steel, primarily because of a smaller-scale application of aluminum in the automotive 
industry. It is found that with few exceptions the overlap of the specimens is the same as 
the width. 
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In this chapter, specimen preparation and testing procedures, measurement, and data 
analysis will be discussed. Details will be given for commonly performed tests. 

4.2 Shop Floor Practices 

A large portion of quality/weldability testing is performed at assembly lines for welding 
schedule setup and quality monitoring/inspection. Because of the limitation of testing 
facilities, as well as time restraints, weld quality testing in the production environment is 
usually limited to measuring the weld button size and monitoring failure modes. 

The most commonly conducted tests are chisel and roller tests (Figure 4.3).8 Although 
there are no sophisticated equipment or procedures involved, the experience of an 
operator is extremely important for correct and consistent measurement and 
interpretation. 

4.2.1 Chisel Test 

It is used to measure the ductility of spot welds on welded structures. The objective is to 
detect brittle (cold) welds, including no-weld. Weld button size is occasionally estimated 
after the joint is opened up. As the chisel wedge is hammered in between welds, an 
operator can feel and hear whether a weld is brittle. Because the testing and result 
interpretation depend heavily on experience/skill, a dedicated person is usually needed to 
conduct such tests. Repeatability in chisel testing is relatively low. An automated chisel 
test is used when testing heavy-gauge sheet welding. 

4.2.2 Peel (Roller) Test 

The peel test is a simple shop test that can be made with a hand tool, as shown in Figure 
4.3. It is applicable to sheets of a large range of gauges. In the test, the sheets are first 
separated on one end of a lap joint, and one sheet is rolled up by the roller while the other 
is gripped (usually by a vice). As the roller rolls over the weld, one workpiece is torn off 
at the weld and a weld button is left if the weld is ductile, or the sheets can be separated 
without much effort if the weld is brittle. In the case of multiple-welded specimens, as in 
the study of weld spacing or shunting, a specimen can be cut into pieces with single 
welds and then tested, although the welds may be peeled in sequence using customized 
devices. Caution should be taken when measuring weld buttons of irregular shape, and 
especially when tails  
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FIGURE 4.3 
(a) Chisel test, (b) Peel (roller) test. 

of base metal are left on the button. For details of measurement, refer to various standards 
such as the Recommended Practice for Automotive Resistance Welding.8 

Unlike the chisel test, the peel/roller test is conducted on coupons, not on structures. 
Similar to the chisel test, the roller test is also experience dependent. In general, the 
testing procedure directly influences the geometry of the peeled button, and therefore the 
measurement. The test, however, is not always possible even on coupons, as the strength 
of the base metal may be too high for the specimen to be rolled, such as in the case of 
advanced high-strength steel sheets, which have too high a yield stress to be plastically 
deformed or rolled around a roller.  

Mechanical Testing     111	



4.2.3 Bend Test 

A bend test is a relatively simple shop floor test to obtain a quick check of spot weld 
soundness in production, particularly the existence of cracks.9 Unnotched transverse-weld 
guided bend tests are frequently used to estimate the ductility of weldments and to qualify 
welders and welding operators and producers. Bend tests are aimed at detecting weld 
flaws oriented in the way that can be revealed by the longitudinal sectioning. To obtain a 
complete picture of the welds, transverse sectioning and loading may also be needed. In 
general, a bend test is intended as an aid to process control rather than a requirement. It 
can be performed with equipment readily available in most shops and requires only visual 
examination. 

The test consists of bending a test specimen from a routine macrosection containing 
three welds. The procedures of specimen preparation and testing are illustrated in Figure 
4.4. The bend test specimen is bent along its length to the angles shown in the figure to 
produce a concentration of bending stresses successively in each of the three welds. 
Before bending, the edges of the specimen should be rounded and smoothed to remove 
the burrs. After bending, the specimen is examined for the presence of cracks or any 
other surface defects. 

The test reveals the presence of defects that are not usually detected in other tests. 
However, the state of stress in a standard bend specimen varies with the plate thickness 
because the depth-to-width ratio of the specimen is not held constant. The test is 
susceptible to nonuniform bending owing to an overmatching strength in the weld. In a 
longitudinal weld bend specimen,  

 

FIGURE 4.4 
Bend test. 

all the zones of a weld joint (weld, heat-affected zone, and the base metal) are strained 
equally and simultaneously. 
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4.3 Instrumented Tests 

Chisel and peel tests are commonly conducted in both the production and laboratory 
environment due to the fact that they are simple to perform and can provide instant 
results. However, a detailed and quantitative description of a weld’s strength cannot be 
obtained by such tests. Although weld button diameter is routinely measured in the peel 
test, the measurement is subject to the influence of many random and human factors. The 
use of weld button size for weld quality is based on experimentally developed, nonlinear 
relations between peak load and button size observed in many tests. It is more of a 
qualitative measure of weld strength, as the trend, not the magnitude of the dependence, 
is of more interest. However, accurate information of weld strength is often needed for 
joint design and welded structure evaluation. For this reason, instrumented tests are 
conducted to measure a weld’s or welded structure’s strength in terms of its load-bearing 
capacity and ductility. 

Both load and displacement can be recorded in a static test. Because such tests are 
usually conducted at a very low speed to minimize the influence of loading rate, they are 
sometimes called quasi-static tests. Load and displacement are also frequently recorded in 
dynamic tests. Strain gauge-based and piezoelectric load cells are commonly used sensors 
for load measurement. The displacement, which is needed to calculate deformation and 
speed/acceleration in the case of dynamic testing, can be measured using a large variety 
of sensors, such as linear variable differential transducers (LVDTs) and fiber-optic 
sensors. Besides the range of measurement, response time is also a major concern in 
selecting sensors for dynamic tests. 

Commonly conducted instrumented tests are reviewed in the following sections. 

4.3.1 Static Tests 

There are two basic loading modes: tension and shear. Depending on the engineering 
requirements, a welded joint can be tested in tension, shear, or a mixed mode of tension 
and shear. Due to the asymmetric nature of spot-welded joints, a loading often causes 
significant deformation/rotation of the base metal in the vicinity of a weld button. As a 
result, the originally attempted loading mode is rarely kept throughout a test. Obtaining a 
pure loading mode is neither practical nor economical. Therefore, the terminology used 
for mechanical testing of a spot-welded joint generally describes the main or attempted 
loading mode. This section focuses on tension tests and the commonly conducted 
tension-shear or tensile-shear tests. 

4.3.1.1 Tension Test 

Tension tests are regularly conducted to obtain the basic data on the strength and ductility 
of materials. In tension tests of uniform materials, a smooth specimen is subjected to an 
increasing uniaxial load, and the load and elongation of the specimen are monitored. The 
test results are used to make the stress-strain curves, in which the nominal stress and 
nominal strain are calculated from the original area and original gauge length of the 
specimen, respectively. Such curves are useful for determining the material’s properties, 
such as Young’s modulus, yield stress, and ductility. 
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In spot-welded specimens, however, the term stress is not meaningful for describing a 
weld’s strength for the reasons explained in the introduction. The entirety of a spot weld 
should be considered when it is measured for quality. Therefore, load and displacement, 
instead of stress and strain, are usually used to describe a weld’s quality. 

Besides the peak load and ductility (measured by maximum displacement or energy), 
the diameter of a weld and the mode of final failure should also be recorded. Two types 
of tension tests, cross-tension test and U-tension test, provide similar loading onto the 
welds. 

4.3.1.1.1 Cross-Tension Test 

This test is designed to load a weld in a direction normal to the weld interface.10 Special 
holding jigs are constructed to apply normal tension to the specimen. Various methods of 
holding the jigs in a testing machine, such as pin connections, wedge grips, or threaded-
end testing fixtures, may be used. Precautions should be taken to prevent the specimen 
from slipping in the holding fixture. The intended pure tension load may not be 
achievable if the weld is not centered. Sometimes cross-tension specimens with flanges 
are used, with a set of four holes on each beam bolted to rigid fixtures, to restrain sheet 
distortion during testing, as shown in Figure 4.6. 

4.3.1.1.2 U-Tension Test 

A tension test may also be made on a U-shaped specimen, as shown in Figure 4.7.9 The 
U-sections are welded and pulled to destruction in a standard testing machine. Support or 
spacer blocks must be used for confining the specimen, so that loading takes place at the 
weld. The U-tension tests are limited to those thicknesses and materials that can be 
readily bent to the required radius. 

The major drawback of tension tests is the unavoidable bending of base metal before 
the welded joint is fully loaded, and the complication in preparing testing specimens, 
which involves bending the coupons, drilling holes, and bolting. Like cross-tension tests, 
U-tension tests are also very  
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FIGURE 4.5 
Cross-tension test specimen. 

 

FIGURE 4.6 
Flanged cross-tension testing 
specimens (unit, millimeters). 
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FIGURE 4.7 
U-tension test specimen. 

sensitive to specimen preparation. If the radii or face size do not match the holders 
perfectly, which is almost impossible to achieve when high-strength steel sheets are used, 
a significant amount of deformation of the base metal may precede loading the weld. As 
the specimens are bent first during loading, corona bonding due to solid-state diffusion 
between the workpieces in the HAZ outside of the nugget breaks before the nugget is 
loaded. Although such bonding does not add much load-bearing capacity to the welded 
joint, it influences the strength measurement, and tension tests tend to be more sensitive 
to such influences than other tests. In general, tension tests are not commonly conducted 
in weldability tests because of the difficulties in specimen preparation and fixturing, and 
large inconsistency in tested results. Accordingly, not much research has been conducted 
in this area. 

4.3.1.2 Tension-Shear Test 

Among static tests, tension-shear or tensile-shear testing is most commonly used in 
determining weld strength because of its simplicity in specimen fabrication and 
testing.11,12 In this section, a detailed description of tensile-shear tests, from specimen 
preparation to testing procedure, and result analysis will be discussed. 

This test consists of pulling in tension to destruction, on a standard testing machine, a 
test specimen obtained by lapping two strips of metal and joining them by a single weld. 
Occasionally two or more welds are made on a specimen for tensile-shear testing. The 
testing specimens are shown in Figure 4.8. The ultimate strength of the test specimen and 
the nature of fracture, whether by shear of the weld material or by tear of the parent 
material, and whether a ductile or brittle fracture is obtained, should be recorded. 
Measurement of the diameter of a weld in a tension-shear specimen is desirable after a 
test. Accurate measurement may be difficult to obtain because the specimen is distorted 
in the test and a large piece of base metal is often left around the weld after it is pulled 
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out. When a weld is under a tensile-shear loading, the weldment tends to rotate to align 
the gripped ends with the welded joint, as shown in Figure 4.8. As the specimen is 
loaded, sheet separation increases. It is easy to see that the HAZ is the most severely 
loaded part. The sheet separation/rotation also depends on the specimen width. As shown 
in Figure 4.9, narrow specimens (with small overlap) tend to rotate more than wide ones 
(with large overlap) because of different degrees of constraining on deformation of the 
material around a nugget by different sizes of specimen width. 

The rotation of a weld as exhibited in the figures may significantly affect the testing 
results, in addition to changing the loading mode from pure shear to a mixture of tension 
and shear. Various attempts have been made to alleviate the rotation effects, by using 
shims and restraining devices, or simply using wide specimens. Shimming helps reduce 
the initial rotation at the beginning of loading, but it does not prevent further rotation, as 
the specimen is asymmetric with respect to the weld. To ensure that tensile-shear  

 

FIGURE 4.8 
(Half) tensile-shear test specimen and 
change of specimen configuration 
during testing.13 
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tests are consistent and comparable (among researchers/practitioners), certain procedures 
in testing, specimen preparation, and analysis must be followed. Standard tensile testing 
machines calibrated according to the American Society for Testing and Materials 
(ASTM) procedures can be used for such tests. The testing speed should not exceed 15 
mm/min to avoid the influence of a dynamic or strain rate sensitivity effect. 

The most commonly monitored variable in tensile-shear testing is the peak load. 
However, the displacement at the peak load (maximum displacement) and the 
corresponding energy should also be monitored, in addition to the peak load. These 
quantities were defined in Figure 4.1. The maximum displacement indicates the ductility, 
and the energy is related to the energy-absorbing capacity of a weldment. The 
displacement and energy should be calculated only to the peak load because the failure of 
specimens is largely determined at such a moment. After the load reaches its peak value, 
the displacement and energy are generally not unique because of the uncertainty in 
subsequently tearing the specimens.  

 

FIGURE 4.9 
Sheet separation during tensile-shear 
test. The width of a specimen is the 
same as its overlap. Only half of the 
specimen is shown. 

Five types of failure (failure modes), as exhibited in the ISO standards,2,7 can usually be 
observed during tensile-shear testing. Typical failure modes, together with corresponding 
characteristic load vs. displacement curves generated in experiments, are shown in Figure 
4.10. After a large number of tests, it was found that mode A is not desirable, because it 
only tests the base metal,1 as shown in Figure 4.10a, in which the load vs. displacement 
curve is very close to a typical uniaxial tensile testing curve of a uniform specimen. Mode 
B is not desirable either. The specimen fails partially through the periphery of the weld 
and partially through the base metal. Experimental results show that two similar welds on 
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specimens with different widths result in different strength measurements when the 
specimens fail in mode B. The reason is that the load-bearing capacity of the specimen is 
influenced by the width of the base metal on the sides of the weld. In general, failure 
modes A and B are observed when the testing specimens are too narrow. These two 
modes are not preferred in weld quality testing because a quantitative measurement of the 
weld’s strength cannot be obtained. Failure modes C, D, and E correspond to weld button 
pull-out, tearing of base metal, and interfacial failure, respectively. In any of these three, 
the quality of the welds, rather than the base metal, is tested. Therefore, failure modes 
serve as a rough indicator of whether a specimen size is adequate. For convenience, 
failure modes can be grouped as undesirable failure modes (modes A and B) and 
desirable failure modes (modes C, D, and E). This classification takes into consideration 
the influence on the measurement of a weld’s quality by its strength and the constraint 
imposed by its surroundings.  

 

FIGURE 4.10 
Typical load vs. displacement curves 
with their corresponding failure modes 
in tensile-shear testing. 
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Experiments show clearly that the failure modes are a strong function of weld sizes. Such 
dependence has not been explicitly mentioned in specifications mainly due to the 
implicated relationship between weld size (d) and specimen thickness (t), such as d=a√t 
(a is a constant). Specimens with small welds tend to fail in mode E, i.e., interfacial 
failure, and specimens with large welds tend to produce A and B types of failure. It has 
been concluded by several researchers that the length of a specimen is far less important 
than the width of the specimen in affecting testing results.1,14 For simplicity, a uniform 
length, such as 150 mm as determined by Zhou et al.,1 and an overlap equal to the width 
can be used.  

Through a logistic regression analysis, as detailed in Chapter 10, the probability of 
getting desirable failure modes can be predicted for a 0.8-mm mild steel by the following 
equation: 

 (4.1) 

where P is the probability of getting desirable failure modes; d, the linear effect of weld 
diameter; w1, the linear effect of specimen width; and w2, the quadratic effect of specimen 
width. The ai values are coefficients determined from experimental data; they are 
a0=8.673026, a1=−1.321001, a2=9.638809, a3=−5.555071, a4=2.800171, and 
a5=−1.642712 for the sheets studied in Reference 1. 

For fixed weld diameters (4 and 8 mm), the probabilities of getting desirable failure 
modes are plotted as a function of specimen width in Figure 4.11. Marks 1 and 2 indicate 
the critical widths for avoiding undesirable failure modes (modes A and B). The 
difference between the critical values is about 5 mm. The critical values determined in 
such a way are not necessarily sufficient for testing weld quality. Even if a desirable 
failure mode is achieved, the specimen may not be wide enough to avoid excessive 
bending, as the severe distortion may not be confined to the vicinity of a weld. 

Although experiments may provide important information and a methodology on 
determining critical specimen sizes, the general minimum widths cannot be obtained 
through experiments alone. The main reason for this is the random effects in experiments. 
For example, the peak load does not always stay in a plateau after the initial transition 
stage, as shown in Figure 4.12, and the variation of measurement is not constant at 
different  
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FIGURE 4.11 
Probability of getting desirable failure 
modes. 

 

FIGURE 4.12 
Peak load vs. specimen width for a 
0.8-mm DS steel. 
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widths. Variances in specimen dimension, welding, and testing may also influence the 
consistency of testing results to some extent. A finite element analysis can be performed 
to overcome such deficiencies of experiments. 

Although failure modes provide important information on the adequacy of specimen 
size in order to measure weld quality, not that of the base metal, they are more qualitative 
than quantitative. A more effective, quantitative way of determining critical specimen 
sizes is to analyze the influence of dimensional variables on strength measurements (peak 
load, maximum displacement, and energy). Experimental results show that the thickness 
of specimens and weld diameter influence the peak load the most. The peak load also 
depends on the overlap of the specimens to some extent. 

A work by Zhou et al.1 systematically studied the effect of specimen size on tensile-
shear testing results and derived critical widths for sheets of different properties and 
thickness. In their study, specimen width, as the most critical dimension, was determined 
by plotting the strength measurements vs. the width. The width at which a strength 
measurement shifts from a rapid change (with large slope) to a smooth change (with 
small slope) was used as the critical width, as shown in Figure 4.13. 

Finite element simulation was used for critical specimen size determination to avoid 
the uncertainty of experiments and reduce cost. The work by Zhou et al. used different 
material properties for the nugget, the HAZ, and the base metal in their finite element 
analysis. A finite element model (FEM) was built to simulate the behavior of spot-welded 
specimens with the consideration of material and dimensional differences in the nugget, 
the HAZ, and the base metal. The material properties of various zones in a weldment can 
be estimated based on relationships between hardness and yield/ultimate tensile stress, as 
established in Chapter 6. A numerical experiment was conducted by the researchers using 
a statistical design of experiment for  

 

FIGURE 4.13 
Dependence of weld strength on 
specimen width. 
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computer simulation (as demonstrated in Chapter 10). The procedures and main 
conclusions are listed here. 

4.3.1.2.1 Finite Element Modeling 

The finite element model used a fixed length of 150 mm (as determined by experiments) 
for testing specimens, and the width was taken as a variable. The overlap was the same as 
the width, and two sheets had the same thickness. In the simulation, various zones were 
distinguished from each other by their mechanical properties. The model was created in a 
way that the sizes of these zones can be easily changed. The hardness and strength values 
of various zones can be related to those of the base metal through Equation 6.6 of 
Chapter 6, which describes the relations between the hardness and mechanical properties. 

4.3.1.2.2 Numerical Experiments 

To obtain results of a relatively large range of application, both geometric and material 
properties need to vary in certain ranges. Geometric factors include the thickness (t) and 
HAZ size (h). The nugget diameter was taken as to overcome possible variations in 
size and location of the weld in physical experiments. The material properties are 
Young’s modulus (E), yield strength (σy), ultimate tensile strength (σuts), elongation (e), 
and the hardness ratio between the nugget and the base metal (k). 

The critical specimen width (Wcritical) can be expressed as a function of these variables. 
Through a treatment similar to that in Chapter 6, the number of variables can be reduced 
and the critical width written as  

WCritical=f(t, h; E, σy, σ0, e; k) 
(4.2) 

TABLE 4.1 
Ranges Selected for Computer Simulation 

t (mm) h (mm) E (GPa)σy (MPa) σ0 (MPa) e (%) k 
0.5~2.0 0.1~1.5 190~200 205~1725 50~200 2~65 1.0~3.0

The ranges of the variables are shown in Table 4.1. They were chosen to cover a large 
range of steels of different thickness and material properties. Because of the large number 
of variables in the function, the concept of design of experiment, which requires a 
significantly smaller number of runs than conventional experiments, was employed to 
obtain this relation. The design, simulation, and analysis followed the procedures outlined 
in Chapter 10 for statistical analysis of computer experiments. Every run consists of 
obtaining a critical width (through several calculations) for a set of fixed geometric and 
property variables. A total of 640 runs were conducted in the study. 

The statistical model for the critical width contains main effects of the variables, 
including t, h, E, σy, σ0, e, and k, and quadratic and interaction terms of the factors (h2, 
e·σ0, σy·σ0, h·σy E·σ0, t·σy, t·σ0, and k·σ0). The significant effects were chosen through a 
model selection procedure. As shown in Figure 4.13, the thickness is extremely 
influential on the specimen width, and its influence is about three times larger than that of 
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yield strength (σy). The HAZ size (h) was also found to be very important in determining 
the critical width. Other effects, such as the interactions, elongation, Young’s modulus, 
ultimate  

 

FIGURE 4.14 
Effects of various parameters and their 
interactions on the critical specimen 
width. Parameters shown here are 
normalized. 

strength, etc., have much less influence on the critical width. It is interesting to note that 
the hardness difference between the nugget and the base metal plays an insignificant role. 

4.3.1.2.3 Results and Analysis 

The statistical analysis yielded a few formulas for critical widths. As the thickness has the 
largest effect on critical widths, a function that contains only the thickness as a variable 
was developed in the following form: 

Wcritical,1=13.4044613+18.5987839 t 
(4.3) 

The statistical analysis revealed that 53% of the total variation of critical width can be 
explained by this equation. If the second and third largest effects are also included, the 
formula becomes 

Wcritical,2=−6.0291481+18.5839362 t+0.0146654 σy+6.6251147 
h (4.4) 
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The R2 value increases to 92.7%. If all of the first six largest effects of Figure 4.14 are 
included, the critical width is 

 

(4.5) 

A total of 98.6% of the total variation can be explained using this equation. In the 
equations the variables are expressed in natural scale, as shown in Table 4.1, and the 
critical widths (Wcritical,1, Wcritical,2, Wcritical,3) are in millimeters. 

The critical specimen widths calculated by this study lie between those specified by 
ANSI/AWS and ISO shown in Figure 4.2. For the convenience of practical use, a step 
function was proposed (shown as dashed lines in Figure 4.15). It is also worthwhile to 
note that although the dimensions proposed by this study are the minimum widths, they 
should work fairly well in most cases because they were determined using conservative 

values, e.g., a nugget size of was used, which is rarely exceeded in practice. 
In general, the following conclusions can be drawn for tensile-shear testing: 

• Using wide specimens in tensile-shear tests is an effective and economical way to 
restrain specimen rotation and reduce uncertainty in testing results, compared with 
using other means, such as restraining plates, etc. 

• Failure modes observed in tensile-shear tests provide a direct indication on the 
adequacy of specimen sizes. Although getting desirable  

 

FIGURE 4.15 
A comparison of specimen widths 
calculated by Zhou et al.1 and specified 
in the standards. The dashed line is the 
proposed specimen width. 
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failure modes is not equivalent to the suitability of specimen sizes, getting 
undesirable failure modes may mean that the testing specimens are not wide 
enough. 

• The specimen width is the most important factor in influencing testing measurements. 
An overlap the same as the width was found to be adequate, and 150 mm for length 
was determined to be sufficient for thin sheets. 

4.3.2 Dynamic Tests 

Although weld quality testing includes both static and dynamic aspects, it is often 
measured only by static testing, such as tensile-shear tests. Because of the dynamic nature 
of many sheet metal assemblies such as automobiles, dynamic strength of spot welds 
should be of primary importance in weld quality requirements. It plays a key role in 
safety, reliability, and integrity of welded structures. Dynamic testing generally refers to 
fatigue and impact tests. Fatigue testing has been conducted in some cases for dynamic 
strength measurement of spot welds, while impact tests have been largely limited to 
testing welded structures. Unlike static strength (mostly tensile-shear strength), there are 
rarely requirements by industries or professional organizations on fatigue strength, and 
virtually none on impact strength of welds.  

4.3.2.1 Fatigue Test 

Vibration is observed in all structures, especially in automobiles. In addition to noises 
and other discomforts induced to the occupants, vibration imposes repetitive loading to 
the welded joints of a vehicle. An example of force profile collected during a field test of 
a passenger car is shown in Figure 4.15. Such loading, if imposed on a structure for a 
considerable period, may deteriorate the strength or integrity of the structure. This 
process is called fatigue, and it often results in a fracture at which a component 
completely loses its load-bearing capability. Compared with static test or impact test, 
failure in a fatigue test has several unique characteristics: 

• Failure occurs only after a large number of loading cycles if the load is low. 
• The failure loads are significantly lower than those normally permitted in structure 

designs, or static loading limits. 
• Fracture surface usually appears brittle; even a static testing of the same weld renders a 

ductile appearance. 

The failure load of fatigue is considerably lower than the static ultimate strength, and it 
may compromise the safety of welded structures if it is not fully accounted for. The 
unique geometric characteristic of spot-welded joints, i.e., their notch-like shape, makes 
them stress risers, which are undesirable for fatigue strength. 

Because fatigue strength under a specific loading cannot be readily derived from the 
results of other types of tests, considerable efforts have been devoted to experimentally 
testing a structure or a welded joint to assess its life of being capable to perform designed 
tasks under simulated and accelerated service conditions. Although the cyclic loading 
under actual service conditions varies in magnitude, and often with very rough 
periodicity, as seen in Figure 4.16, laboratory tests are usually conducted under constant 

Resistance Welding     126



load ranges for simplicity. More severe loading conditions are often adopted to simulate 
extreme working conditions because it is difficult to predict the stress ranges, or the 
number of loading cycles in service. Appropriate safety factors are needed to suppress the 
effects of random factors.15 In general, it is difficult to make precise calculations of 
fatigue resistance for structures because of the limited information on actual service 
conditions and the uncertainties in service of a structure. Laboratory experiments are 
therefore designed to provide guidance for selecting/designing a joint that is not likely to 
fail in fatigue under expected conditions of loading. 

In a spot weld, the natural notch at the point where the two sheets are joined acts as a 
sharp crack and is the primary site of stress concentration and fatigue crack initiation. 
Fatigue testing of a spot-welded joint is discussed in the following sections by 
considering the influential factors on the fatigue strength of a spot-welded joint.  

 

FIGURE 4.16 
Force vs. time curve monitored on an 
automobile component during proving. 

4.3.2.1.1 Stress Concentration 

The notch-like shape makes a spot weldment a natural site of stress concentration around 
the edge of the nugget. Another important, yet often ignored factor is stress concentration 
induced by abrupt changes in material properties. Because such material property 
mismatch mainly occurs in a narrow range from the nugget (or fusion line) to the base 
metal through the heat-affected zone, a large stress gradient often exists in the 
submillimeter range when the joint is loaded. Internal discontinuities or flaws may also 
serve as a source of stress risers. Although they may have little effect upon the static 
strength of a weldment, their effect on fatigue resistance remains unclear. 
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4.3.2.1.2 Loading Conditions 

The fatigue life (N, number of cycles that can be applied at a specified loading range 
before failure occurs) of a joint is determined by a number of factors of loading. 
Definitions of the terms can be found in ISO/FDIS 14324.4 

• Amplitude and range of applied load: Although these depend on service conditions with 
great uncertainties, extreme loading can usually be determined for laboratory 
experiments. 

• Nature of loading: The loading mode, such as tension/compression, torsion, or shearing, 
imposes different stress states to the spot weld joint. Fatigue life tested under one 
loading mode provides very few clues to the behavior of the same joint under another 
mode of loading. 

• Rate of loading: This is more profound for materials with high-strain-rate sensitivity. 
However, this may also be important for a material with low-strain-rate sensitivity if a 
low-frequency loading is accompanied with other environmental conditions, such as 
corrosion. 

• Number of cycles or repetitions: This directly links to the service life of a welded 
component, and obtaining this quantity is an important objective of fatigue testing. 
The total number of repetitions should be realistically estimated based not on the 
particular component considered, but the service life of the entire structure. 

4.3.2.1.3 Residual Stresses 

The residual stresses appearing in a spot weldment mainly stem from the thermal-
mechanical processes it experiences during heating and cooling. The following 
information is usually needed to assess the influence of residual stress on a weld’s fatigue 
strength: 

• Nature of stress: Whether it is compressive or tensile directly affects the fatigue life 
because it determines, when combined with externally applied loading, the overall 
stress state. 

• Magnitude of stress: Because residual stresses are the result of thermal-mechanical 
interactions, they can be fairly large. The magnitude is often linked to the degree of 
distortion and indentation. 

• Location: The location of residual stresses is as important as their magnitude. The 
primary locations of residual stresses are linked to the geometric irregularities in a spot 
weldment, such as the area near the nugget. These locations are also those of stress 
concentration under externally applied loading. 

An accurate prediction of residual stresses in a spot weldment may not be possible due to 
the difficulties in numerical simulation, as discussed in Chapter 9. The restraining of base 
metal on a weld when welding sheets of a poor fit-up, as often seen in practice, may 
impose a significant amount of stress on the joint. 
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4.3.2.1.4 Material Properties 

Fatigue strength of both the base metal and the HAZ and nugget should be considered. 
For obvious reasons, the HAZ and the nugget, which experience metallurgical changes 
during welding, should be taken into account because of stress concentration and material 
strength mismatch. In addition, fatigue failure can also be observed in the base metal due 
to stress concentration in the base metal produced by the welded joint. 

Based on experiments of fatigue testing dual-phase and cold-rolled SAE 1006 AK 
steels, Wilson and Fine16 concluded that at long fatigue lives, steels of all strength levels 
behave similarly, while at shorter fatigue lives, the higher-strength steels exhibit superior 
fatigue performance. This implies that in the case of spot weldment, high hardness in the 
HAZ, which is often achievable in steels of high hardenability and in heat-treatable 
aluminum alloys, may actually provide high fatigue strength. But this effect may be 
compromised by the stress concentration induced by material property gradient in the 
HAZ. 

4.3.2.1.5 Environmental Effects 

During service, a spot-welded joint may be subjected to changing temperature and other 
conditions, such as corrosive environment. These factors interact with each other in 
influencing the fatigue resistance of a spot-welded component. Although these factors are 
not easy to simulate in controlled experiments and not all factors can be accounted for, 
efforts should be made to identify and include the dominant ones in the prediction of 
fatigue life of welded structures. 

Fatigue fractures have a unique characteristic appearance, which distinguishes them 
from other types of fractures. The initiation of cracking usually starts within a very small 
range from irregularities, either geometric or material in nature, such as internal voids or 
inclusions where stress concentration may occur. The location of initiation can usually be 
identified by the characteristic clamshell markings that develop during the various stages 
of crack growth appearing as concentric circles radiating from the point of initiation of 
failure. Most of the fracture surface appears brittle, with highly localized plastic 
deformation appearance in the area where final breakup occurs. One should note that 
many fatigue cracking characteristics, such as clamshell markings, may not be observed 
on thin sheets or plates, such as in the case of spot-welded sheet specimens. 

Although fatigue failures usually have brittle appearance, they are quite different from 
low-temperature brittle fracture. Unlike a low-temperature fracture, fatigue resistance 
increases, rather than decreases, with a decrease in temperature. 

There are many theories attempting to explain a fatigue process. They are generally 
based on the material behavior, either in microscale, such as plastic deformation, or in 
microscale, such as the motion of dislocations and atomic debonding. As it is difficult to 
prove the individual theories experimentally, actual structural problems are too complex 
to be analyzed using these theories. Therefore, most applications of fatigue data to actual 
structural problems are based on empirical relationships obtained from laboratory tests. In 
the last decade or so, computer simulation has been successfully utilized to generate 
fatigue data economically and efficiently. 
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The ISO standard on fatigue tests4 outlined the steps of fatigue testing of spot-welded 
joints. In general, a laboratory fatigue test involves the following steps. 

4.3.2.1.6 Specimen Preparation 

A common practice is to follow the ASTM standards for fatigue testing of welded 
specimens.17 Proper size and geometry of the specimens should be chosen considering 
the constraint imposed by the base metal on the weld in a welded component/structure. 
The dimensional details should be reported when data are presented. Lap joint specimens 
are commonly used in fatigue tests. Testing other configurations, such as cross-tension 
test, is occasionally performed. However, such tests require complicated fixtures, which 
are not preferred, as they may compromise a test’s accuracy. 

4.3.2.1.7 Loading Selection 

Cyclic loading, which can be expressed analytically or numerically and implemented 
automatically, is usually used for fatigue life testing. The common types of loading are: 

• Fluctuating tensile loading. Both maximum and minimum loads are tensile. 
• Fluctuating compressive loading. Both maximum and minimum loads are compressive. 
• Fluctuating loading with maximum load tensile and minimum load compressive. 
• Completely reversed loading with maximum load (tensile) and minimum load 

(compressive) equal in magnitude and opposite in sign. 

The loading can be force, moment, or torque. 

4.3.2.1.8 Data Presentation 

For a uniform material, fatigue resistance is usually reported in terms of number of cycles 
to failure for the applied stress, in the form of an S-N diagram. Logarithmic scale is often 
used for clarity. Experimental data are used to fit the expression of 

Fn=S (N/n)k 
(4.6) 

which appears as a straight line with a slope of k in a log-scale graph. Once this line is 
determined, the maximum loading (Fn), for a known number of cycles (n), or the fatigue 
life (n) of a specimen under a known loading (Fn), with similar configuration and under 
the same loading conditions as the specimens used to obtain this curve, can be 
determined by knowing the slop k and a point (S, N) on the curve. 

For spot-welded specimens, results of fatigue tests are generally presented as the load 
range (instead of stress range) vs. the fatigue life, or the L-N curves. Statistical methods 
are sometimes employed in determining an L-N curve due to the low repeatability of 
tests. Besides the L-N curve, the load range, corresponding endurance limit, load ratio, 
cycling frequency, and criterion for termination of a test should be reported as well. 
Because each point in an L-N diagram represents the number of cycles to failure under a 
specific loading, to generate such a curve is time-consuming. As the fatigue strength 
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measured is closely associated with loading conditions, the type of loading must be stated 
for each curve. 

Fracture mechanics concepts are commonly employed for analyzing fatigue behavior 
of spot-welded joints. 

4.3.2.1.9 Analysis and Correlation of Laboratory Tests with Field 
Behavior 

Because stress concentration is the single most influential factor in fatigue failure, 
designers and welding practitioners should be aware of the common causes of stress 
concentration. Efforts should be made to eliminate or minimize stress risers by avoiding 
unfavorable geometry and reducing the amount of flaws/defects in a weldment. 
Controlling unfavorable factors of a joint can be done through proper design and 
manufacture of structures/ components. 

There are a number of efforts to predict the fatigue strength of a weld or a welded 
structure. For instance, Rui et al.18 developed an expression describing the fatigue life of 
high-strength and low-carbon steels, correlated by a stress intensity factor. In their work, 
fatigue life is a sophisticated function of joint geometry, loading condition, nugget 
diameter, and material thickness. The formula provides a means to minimize the stress 
intensity factor and to find the optimal weld location for maximum fatigue life or reduce 
the number of welds needed to meet certain requirements. In an article not directly 
related to the relationship between weld attributes and weld performance, Wang et al.3 
tried to find, among others, a correlation between the failure mode and fatigue strength 
for AA5754 welded and weld-bonded joints. 

4.3.2.2 Impact Test 

The impact performance of spot welds is of primary concern in many sheet metal 
assemblies, as it plays a key role in safety, reliability, and integrity of welded structures. 
However, the complexity, relatively low reliability and repeatability, and the high cost 
involved in impact testing inhibit its wide application in weldability testing. 

The types of impact testing can be classified by the way a welded joint is loaded 
(loading mode) and the way an impact (shock) loading is applied. The commonly used 
loading modes are tension, such as in tension impact loading tests, and shear. The impact 
can be realized by using a modified single-pendulum impact tester, or through a drop 
weight, as in the case of drop impact tests. These tests are briefly reviewed here. Details 
of the tests can be found in AWS C1.1–669 or AWS D8.9–97.12 

4.3.2.2.1 Shear Impact Test 

A shear impact test for spot welds is usually conducted on a modified pendulum-type 
impact testing machine. In this test, the specimen is held by serrated wedge grips in a 
special pendulum bob and crosshead attachments. When the machine is operated, both 
the crosshead and the bob, which are connected by the weld specimen, fall until the 
crosshead is caught by the adjustable anvils at the bottom of the pendulum swing. The 
pendulum bob is free to continue to swing, provided sufficient energy is available to 
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fracture the specimen. The residual swing of the pendulum indicates the impact load 
necessary to break the weld. However, some of the energy is absorbed by the plastic 
deformation of the sheets. Other types of modification of the single-pendulum impact 
tester for welded specimens have been made in individual laboratories. 

4.3.2.2.2 Drop Impact Test 

In this test shock loads are applied on specimens usually made of heavy-gauge materials. 
The configuration of specimens is illustrated in Figure 4.17. The results obtained with the 
drop impact tests are subject to two types of error. One source of error is due to the fact 
that it is not possible to fully restrain the lower plate against bending. The second source 
of error is the bending of the upper plate and slippage of the specimen in the clamps. 
Both errors cause absorption of energy, and thus a true measure of weld toughness is not 
obtained. This can be overcome by either providing serrated jaws for clamping to reduce 
slippage, or placing another plate directly over the lower plate through spot welding to 
increase the stiffness of the plate for reduced bending. An effective alternative is to make 
flanges on the plates to reduce bending. 

4.3.2.2.3 Shear Impact Loading Test 

This test uses specimens made by joining two U-shaped sections back-to-back by a single 
spot weld, as shown in Figure 4.18. The specimen is dynamically loaded in a pendulum-
type impact testing machine. The test fixture is designed so that the forces applied in 
fracturing the specimen are essentially in shear. The operation is similar to that of shear 
impact tests. 

4.3.2.2.4 Tension Impact Loading Test 

This test also utilizes the U-section test specimens. The test fixture is designed so that the 
forces applied in fracturing the specimen are in tension. In all other respects, this test is 
similar to the shear impact loading test. 

Except for the shear impact test, all of the other three tests are generally expensive to 
perform, and accurate measurements are difficult to make. Complicated fixtures and 
testing facilities required for these tests prohibit their frequent use in routine quality 
testing of spot welds. Unlike the other three, the shear impact test has the advantage of 
being simple to operate, easy to use, and of a relatively low cost. 

The shear impact testing device utilizes a modified specimen fixture that attaches the 
welded specimen to the moving pendulum, rather than to the foundation. There are 
several disadvantages in this design. First, it is difficult  
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FIGURE 4.17 
Testing specimen for drop impact tests. 

 

FIGURE 4.18 
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One type of testing specimens for 
shear impact testing. 

to grip specimens using such a fixturing mechanism. Also, because the specimens are 
mounted to the pendulum, it is difficult to instrument for accurate impact profile 
measurement. The biggest disadvantage is probably inaccurate readings from such a 
device, mainly due to the fact that there is  

 

FIGURE 4.19 
Tension impact test specimen. 

unavoidable bending of specimens because they are not constrained during impact. To 
minimize bending, thick backing plates are needed to hold the testing specimens. Another 
source of inaccuracy is that it is difficult to measure the remaining energy after impact in 
the part left behind with its fixture. Besides, it is difficult to change input energy because 
the impact head weight is usually fixed. These disadvantages make such a device 
impractical, and thus not commonly used for weld quality testing. The widely scattered 
ranges obtained in some early works of impact testing may be attributed to the 
aforementioned reasons. There are a few other designs modifying the pendulum-based 
testing device to accommodate the needs of testing welded specimens, but they generally 
possess some of the disadvantages. 

Because of the need for an easy way to measure the impact strength of spot welds, a 
device has been developed recently for impact testing of welded joints.19 This newly 
designed impact tester minimizes most of the shortcomings of the standard shear impact 
tester, and preliminary experiments have shown promising results for making impact 
strength measurement an accurate and routine test for welded joints. 

4.3.2.3 A New Impact Tester 
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The new impact tester is shown in Figure 4.20. It uses pendulums for input and remaining 
energy measurement, similar to the shear impact tester. However, there are two 
pendulums on this device instead of one. 

One pendulum (the one on the right side in the figure) is the active pendulum because 
it provides the impact energy; the other is the passive pendulum. They are marked 
pendulum A and pendulum B, respectively, in Figure 4.21a and b. Before testing, a Z-
shaped welded specimen (Figure 4.21c) is mounted on pendulum B at one end and 
attached to the fixed machine base at the other end. The weld, a spot weld or other type of 
joint, is placed at the center joining the two pieces of bent coupons. The clamped bends at  

 

FIGURE 4.20 
A new impact tester. 

the ends of a specimen ensure a secure gripping of the specimen during impact. 
Figure 4.21 also illustrates the impact procedure. Before testing, the active pendulum 

is raised to a specific position, e.g., the horizontal position (θ0= 90°). At this stage the 
system has a defined potential energy. Additional weights can be added on the pendulum 
to adjust input energy. When this pendulum is released, its potential energy is converted 
into kinetic energy, which reaches its maximum value at the bottom right before impact. 
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After the impact, the struck passive pendulum tends to move in the impact direction and 
pull the specimen apart. If there is enough input energy, the specimen will be torn into 
two pieces at the joint, and both pendulums will continue to swing forward because of the 
remaining energy in the system. The maximum angles (θA and θB) of movement of the 
pendulums after impact can be recorded by dial meters.  

 

FIGURE 4.21 
Schematic diagram of the new impact 
tester testing procedure and specimen 
configuration. 

The energy consumed by welded specimens can be expressed as 
MAg LAcosθA−MBg LB(1−cosθB)−Error 

(4.7) 
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where MA and MB are masses of the pendulums, LA and LB are mass centers of the 
pendulums from their respective pivotal points, g is gravitational acceleration, θA and θB 
are the maximum swing angles after impact, and Error is the energy consumed by the 
system, such as that consumed by friction or aerodynamic drag. After Error is determined, 
the maximum angles of the pendulums are the only quantities needed to calculate the 
energy consumed by the joint. 

One advantage of this impact tester is the easiness of installing sensors to monitor the 
impact process, as a detailed knowledge of force and displacement profiles is essential to 
evaluating the strength and integrity of welded structures. Once the dynamic properties of 
spot welds are known, more realistic behaviors of welded structures under impact 
loading, such as  

 

crashworthiness, can be predicted. Based on such 
information, the optimal design can then be achieved to 
fully utilize the strength of welds without compromising 
safety. 

Impact energy, impact load, and displacement fully describe a weld’s impact strength. 
All three quantities are needed for structural modeling and crash simulation. Figure 4.22a 
to c show the signals corresponding to three different failure modes of spot welds under 
impact. 

Measured and calculated results are listed in Table 4.2 for a drawing steel (DS). 
Specimens 1 and 2 had interfacial failure and weld button pull-out, respectively. Their 
force and displacement signals look very similar, as shown in Figure 4.22a and b, 
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although the displacement signal for the one with button pull-out is a little noisier than 
that with interfacial failure. But for the one that failed by tearing the base metal 
(specimen 3 in Figure 4.22c), both load and displacement curves are quite different from 
the other two. The two force plateaus between t=0.7 and 4.5 msec and between t=7.6 and 
8.2 msec in the figure correspond to tearing the base metal. In Table 4.2, energies were 
derived based on Equation 4.7 (marked as direct reading) or directly calculated (marked 
as calculated) from the signals. Very good consistency has been observed.  

 

FIGURE 4.22 
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Displacement and force profiles of 
impact for various failure modes: (a) 
failure by interfacial fracture, (b) 
failure by pulling out button, and (c) 
failure by tearing the base metal. 

In order to compare the impact and static strength of various welds, a study was 
conducted by testing welds of various sizes, shapes, and orientations, using pairs of 
electrodes machined to different sizes and shapes, as shown in Figure 4.23. There were 
three types of electrodes: round (diameter =4, 6, and 8 mm, respectively), rectangular 
(3×6 mm), and ring (outer/ inner diameter=6/3 mm). The material used was a coated DS 
steel of size 150×50×1.0 mm for static tensile-shear tests, and 170×50×1.0 mm for 
impact tests. Five replications were used for each case. Welding time was eight cycles 
(133 msec), electrode force=770 lb (3.4 kN), and current=8.1 ~15.9 kA, which was 
adjusted according to electrode face size. Welding current was chosen to make welds that 
reflect the shape of the electrode  

 

TABLE 4.2 
Measurement of Impact Tests with Various Failure 
Modes 

Specimen 
No. 

Passive 
Pendulum (°)

Active 
Pendulum (°)

Energy (J) 
(direct reading)

Energy (J) 
(calculated) 

Failure 
Mode 

1 75.5 48.5 7.1 7.7 Interfacial 
shear 

2 76.0 47.5 9.9 12.2 Pull-out 
3 48.5 36.0 107.6 111.2 Tearing 
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FIGURE 4.23 
Electrodes with various faces used in 
welding. 

faces, just below their expulsion limits. Specimens were prepared exactly the same way 
for impact and static tests. Static tests were conducted on a Systems Corp. (MTS) 
machine (MTS-810) with a testing speed of 10 mm/ min, and impact tests were 
performed using the impact tester. Test results are shown in Table 4.3 and in Figure 4.24 
and Figure 4.25. 

Metallographic examination shows that the weld nuggets generally mirror the 
electrode face shapes used in welding. The ring-shaped weld nuggets  

TABLE 4.3 
Test Results (Average Values) for Impact and 
Static Tensile-Shear Testing 

  Impact Tests Tensile-Shear Tests 
Electrode Energy 

(J) 
Failure 
Mode 

Peak 
Load 
(kN) 

Maximum 
Displacement (mm)

Energy 
(J) 

Failure 
Mode 

D=4 mm 9.39 Shear 5.12 1.06 4.25 Shear 
D=6 mm 142.06 Pull-out 6.93 3.64 22.11 Pull-out 
D=8 mm 153.85 Pull-out 7.31 4.61 29.86 Pull-out 
Hot ring 162.82 Pull-out 7.03 4.07 25.57 Shear 
Cold ring 6.14 Shear 5.15 0.48 1.58 Shear 
Rectangular-
para. 

8.14 Shear 4.48 0.74 2.57 Shear 

Rectangular, 
normal 

8.20 Shear 5.19 1.01 4.40 Shear 
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FIGURE 4.24 
Impact energy vs. weld size, shape, 
and orientation. Pulling direction is 
shown in the figure. 

have an unfused region inside. For hot rings, the current was chosen just below the 
expulsion current, which is about 13.7 kA. In the case of cold rings, the welds were made 
at 12.3 kA. The welds made by rectangular-faced electrodes were actually oval shaped. 

The impact energy was calculated according to Equation 4.7 through the readings of 
the dial meters. The strength measures of static tensile-shear tests, as defined in Figure 
4.1, were calculated through recorded load vs. displacement curves. The impact energy is 
generally higher than quasi-static tensile-shear energy.  
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FIGURE 4.25 
Impact and static energies vs. weld 
size, shape, and orientation. 

Failure modes in impact and static tests are also noteworthy. There is an almost one-to-
one correspondence between impact and static tensile-shear tests, except for the 
specimens with hot rings (as shown in Table 4.3). Therefore, the same failure modes can 
be expected in impact testing as in quasi-static tensile-shear testing for the material and 
procedure used. 

It can be seen from Figure 4.24 that impact energy increases with nugget size. For the 
case of ring-shaped welds, internal discontinuities do not contribute much to the impact 
energy for hot-ring welds, while it is important for cold rings. No distinguishable 
difference was observed between the cases of rectangular or oval-shaped welds placed in 
parallel and perpendicularly with respect to the loading direction. Good repeatability has 
been observed in impact energy, as shown by the figure, in which all five measures are 
plotted for each case with small spans. 

Impact energy and static energy are plotted together in Figure 4.25. Energies for static 
and impact tests have similar trends, although their magnitudes are drastically different. 
Such a difference can largely attribute to the effect of strain rate sensitivity of the 
material. 

4.3.2.3.1 Effect of Strain Rate 

During an impact test performed using the impact tester, the maximum strain rate 
imposed on the weld is approximately proportional to the speed of block B right after it is 
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struck by block A. This pulling on the specimen may cause the connecting part (the joint) 
between the sheets to rapidly harden, and induce subsequent deformation to occur in the 
surrounding softer metal. As a result, a significant amount of energy may be absorbed by 
the surrounding metal. In contrast, deformation is limited to the immediate surrounding 
of a weld during static tests because no significant strain rate hardening occurs. This may 
explain the phenomenon observed in Figure 4.25, which shows significantly higher 
energy measurement in impact tests than in static tests of the same specimens. Therefore, 
possible effects of strain rate on energy measurement should be considered in an impact 
test and when comparing testing results. 

4.3.3 Torsion Test 

Although they are not as common as other tests, torsion tests are occasionally conducted 
on spot-welded specimens. There are two types of torsion tests, as described in the 
following sections. 

4.3.3.1 Twisting 

A standard tension specimen may be used as a twist test specimen to determine the weld 
diameter, as well as the angle of twist of failure. One end of the specimen is clamped 
edgewise in a vice, in a horizontal position (Figure 4.26). A sleeve, having a protractor 
mounted at its end, is slipped over the protruding end of the specimen so that the 
protractor is centered on the weld. The sleeve is rotated horizontally (i.e., in a flat arc 
about the vertical centerline of the weld) until failure occurs. The angle of twist at failure 
is measured and recorded.  

 

FIGURE 4.26 
Torsion test. 

Mechanical Testing     143	



4.3.3.2 Torsional Shear Test 

The torsional shear test may be used where a measure of strength and ductility is 
required. Torsional shear is applied on the weld of a square test specimen by placing the 
material between two recessed plates, the upper of which is held rigid by means of a 
hinge, while the lower one is fastened to a rotational disk. After the specimen is placed in 
the square recess of the lower plate, the upper is closed over it and locked in position. 
Torque is attached by means of a rack and pinion attached to the disk. It is important that 
the upper and lower sheets of the specimen are engaged separately by the two plates and 
that the weld be centrally located with respect to the axis of rotation. The following are 
determined for the weld area from the test: 

1. The ultimate torque required to twist the weld to destruction (computed by multiplying 
the maximum load by the moment arm) 

2. The angle of twist at ultimate torque measured by the angle of rotation at maximum 
load 

3. The weld diameter measured after the test specimen is broken 

The weld strength can be determined by the ultimate torque, the weld diameter, and the 
ductility by the angle of twist. The values obtained by these tests can be used to indicate 
the weld quality. 

Besides mechanical property-related quality indices, there are other aspects that should 
be considered when assessing a weld’s quality. For instance the corrosion resistance of a 
weld, the influence of temperature on weld strength (such as transition temperature), and 
aging of a weld may have a significant effect on the structural integrity of a spot weld. 
Testing conducted on a weld under normal conditions may not be able to provide a 
complete picture of its behavior in service. 
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5  
Resistance Welding Process Monitoring and 

Control 

 

5.1 Introduction 

The major difficulties in resistance spot welding (RSW) quality evaluation are related to 
the complexity of the basic processes in welding and their complicated interactions. In 
addition, variations in materials such as composition and coating, and process conditions 
such as electrode wear, work-piece fit-up, water cooling rate, machine compliance, etc., 
also influence the RSW monitoring. Considerable attention has been devoted to 
monitoring the process in order to gain information about weld quality, and to control the 
process to ensure quality welds. Electric current, voltage, force, displacement, and 
dynamic resistance signals are the most used in a monitoring and control system. For 
instance, Gedeon et al.1 presented a work on monitoring these parameters and showed 
that displacement curves and dynamic resistance provided significant information for 
evaluating weld quality. However, difficulties are encountered in obtaining these signals 
due to strong magnetic interference of the process, especially when alternating current is 
used in welding. The monitoring and control of a resistance welding process are very 
closely related to the quality definition of welds, which is discussed in detail in Chapter 
6. 

The objectives of monitoring and control can be summarized as follows: 

• Weld size estimation. The size of a weld (in the form of nugget width or button 
diameter) is the most commonly used index for quality, as it is closely related to the 
strength of a joint when there is no expulsion. Due to the multivariate nature of the 
RSW process, a weld’s size is determined by many factors, and much of this 
dependence is not fully understood. An ideal monitoring system should provide an 
accurate on-line estimation of a button size based on the signals obtained from the 
process.  

• Expulsion detection and its severity evaluation. As expulsion induces many unfavorable 
features to a weld, as discussed in Chapter 7, it adversely influences weld quality. 
Therefore, a monitoring system should be able to detect if expulsion occurs and its 
severity. Remediation can then be taken if it is deemed necessary. 

• Process fault diagnosis. Nonconformable welds (such as undersized welds, stick welds, 
and welds with expulsion or discontinuities) are often results of faulty process 



conditions. The study of process faults is especially important, as it is the first step to 
link laboratory-developed monitoring and control algorithms to real-life production. 

• Process control. Effective control algorithms can be developed based on either 
information obtained from the monitoring or modeling, or both. 

The ultimate goal of monitoring and control is to develop a robust on-line monitoring and 
diagnosis system for weld quality assurance so as to improve the manufacturer’s 
confidence level and help reduce the cost of welded structures. 

A general-purpose RSW monitoring and control system consists of three parts (as 
shown in Figure 5.1): a welding system, a monitoring unit, and a control unit.2–4 The 
system begins with an input to the welder, usually in the form of a welding schedule 
specifying welding current (or voltage or heat, depending on the weld controller), time, 
and electrode force. The output of the welder is then fed into the monitoring unit, which 
comprises data acquisition and signal processing. The processed information is then 
passed on to the control unit. If an action is warranted, the automatic control unit will 
modify the input and alter the schedules for subsequent welding processes. The results of 
the monitoring system can also be used for the purposes of statistical process control of 
weld quality and process maintenance scheduling.  

 

FIGURE 5.1 
Schematic of a typical RSW 
monitoring and control system. 

In this chapter, process monitoring-related issues, such as signal collection, data 
analysis, feature extraction, etc., will be discussed first. Then some control algorithms 
will be presented. 

5.2 Data Acquisition 

Collecting process information, such as signals during welding, is the first step in most 
monitoring and real-time control systems. A data acquisition system usually measures tip 
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voltage, welding current, electrode force, and electrode displacement, as shown in a 
schematic drawing (Figure 5.2). Sensors are usually mounted on a weld gun, at locations 
as close as possible to the electrode tips to capture signals directly related to the welding 
process. The signal conditioning box provides excitations to some sensors and scales 
signals to suitable voltage levels for the analog-to-digital converter (A/D) board in the 
computer. Then computer software such as National Instrument’s Labview™ can be used 
for data acquisition. 

Physical models, based on commonly used signals (electric current, tip voltage, 
dynamic force, and electrode displacement), are often developed to gain understandings 
of the process. However, the signal collection is not a straightforward procedure, 
especially when alternating current is used in welding. Because of the high-magnitude 
alternating welding current, process signals, especially electrode force and tip voltage, are 
corrupted by strong induced voltage noise. Simple analog/digital filters are usually not 
effective in removing this type of noise, and an adaptive signal processing technique may 
be needed. 

Monitoring the electrode tip voltage is one of the earliest and simplest techniques. 
Although the voltage itself does not directly represent the heat  

 

FIGURE 5.2 
A data acquisition system for 
resistance spot welding process 
monitoring. 

generation or nugget growth, a number of adaptive control units have been developed that 
shut off the current at some predetermined voltage level (e.g., Nakata et al.,5). Welding 
current is another important variable to monitor. Some controllers sense only the welding 
current and signal a fault when the measured value does not fall within prescribed limits. 
Similar to tip voltage, the welding current itself does not represent the input heat either. 
In order to determine the heat input to a weld, both voltage and current must be 
measured. Consequently, controllers based on the so-called constant-power (heat) control 
algorithm have been developed and are now commercially available. However, due to the 
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variable energy loss of the resistance spot welding process, constant power still cannot 
guarantee consistent weld quality. 

Infrared emission, acoustic emission, and ultrasonic signals have all been attempted 
for weld quality monitoring. However, the infrared emission method can only measure 
temperature far away from an actual weld. The variability of emissivity of materials is 
another reason that this kind of system failed. Acoustic emission can be used to detect 
expulsion, but it is not presently useful for monitoring weld nugget growth (Cleveland 
and O’Brien6). The ultrasonic method has been studied. However, it is intrusive in an 
assembly process and has not been proven to be reliable as an on-line monitoring means. 

Both electrode displacement and electrode force during welding can reflect the nugget 
growth process. Electrode displacement is generally considered to be a better indication. 
It is believed that the amount of thermal expansion, melting, and expulsion can be 
correlated to the slope and magnitude of a displacement curve. Several control strategies 
have been developed based on monitoring displacement curves (Stiebel et al.7,8; Hanfer et 
al.4; Tsai et al.2), even though many consider it applicable only to pedestal welders and 
not to portable gun welders. Electrode force during welding can also be correlated to the 
amount of thermal expansion, melting, and expulsion. However, the correlation may not 
be consistent due to the variability of welding machines’ characteristics. Some 
researchers have found that the dynamic force reflected the nugget growth process, while 
others have reported that the measurement provided little useful information (Gedeon et 
al.1). 

Dynamic resistance is a measure of the electrical resistance change during welding. It 
can be calculated from the tip voltage and welding current. Dynamic resistance has been 
shown to have a good correlation to the nugget growth (Dickinson et al.9) and is currently 
receiving more attention. 

Although electrode displacement is considered the most revealing signal for nugget 
growth, on-line resistance spot welding monitoring and diagnosis systems usually consist 
of tip voltage, welding current, and electrode force only, to describe nugget growth in a 
production environment, due to the intrusive nature of electrode displacement sensors. 

A significant amount of research has been conducted on instrumentation of resistance 
spot welding processes. However, little has been done to understand the physical origins 
of the signal waveforms. Some efforts have been devoted to removing the induced noise 
from corrupted electrode force and tip voltage measurements. Yet it still remains an issue 
for signal processing of the monitoring and control systems. 

Most of the work on monitoring and control has been focused on welding under 
nominal process conditions (e.g., perfect alignment, no edge-weld conditions); very 
limited work has been done to investigate the effects of different process conditions. In 
this chapter, the effects of abnormal conditions are also discussed, which serves as a 
liaison between developed monitoring and control systems and their application in the 
actual production environment. 

5.3 Process Monitoring 

Monitoring a welding process provides useful information on the physical processes 
involved in welding, and it is a necessary step toward successful control of the process. A 
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direct measurement of weld quality, such as weld size or weld strength, can sometimes be 
used as a means of monitoring welding process. However, such monitoring ignores the 
details in welding; it considers only the end results of welding instead, and its usefulness 
is very limited. A process monitoring of real meaning contains detailed observation of the 
process through the use of various sensors, and it is correlated with weld quality. In this 
section, common signals collected during RSW are discussed, and their use for welding 
process monitoring is presented. 

5.3.1 Signals Commonly Monitored during Welding 

Intuitively, welding voltage and current should be monitored, as they are directly related 
to joule heating, or the formation of a weld nugget. In addition, the thermal process 
during welding is reflected in the expansion or shrinkage of the sheet metal stack-up, or it 
can be monitored through the changes in electrode force and electrode displacement. 
Figure 5.3 shows typical signals collected during an RSW. The voltage, current, electrode 
force, and displacement are each discussed in detail in this section. 

The process signals are heavily influenced by the electric and magnetic fields 
surrounding the welder, and therefore, it is necessary to understand the electrical aspect 
of a welder. The electrical part of a welding machine involves mainly a transformer, 
which brings the high line voltage down to a low secondary voltage and provides a high 
current to the secondary loop.10–12 The system can be represented by a two-port 
transformer model, as shown in Figure 5.4. ro1 and Lo1 are primary resistance and 
inductance, respectively. Similarly, ro2 and Lo2 are the parameters for the secondary side  
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FIGURE 5.3 
Typical signals observed during a spot 
welding.13 

Resistance Welding Process Monitoring and Control     151	



 

FIGURE 5.4 
Schematic of a two-port transformer 
model. 

of the transformer. Due to the high welding current, the single loop formed by the 
machine throat appears as an inductance element (L) in the circuit. R is the resistance of 
the weldment. V1 is the primary voltage, I2 is the secondary current, and a is the turns 
ratio. The electrode tip voltage is measured across the resistance R, whose measurement 
circuit also forms a loop in the magnetic field. The inductance of this loop is Lm. 

Based on Figure 5.4, the current and voltage across a weldment are related to other 
variables in the following form: 

 (5.1) 

 (5.2) 

The primary voltage of the transformer, V1, is controlled by a silicon controlled rectifier 
(SCR). The SCR starts to fire and let current pass when the firing command is given. It 
usually closes when the line voltage reaches zero with a resistive load. If the load is 
inductive, the SCR will stay open until the current becomes zero. Due to the phase shift 
between the current and voltage in an inductive circuit, the primary voltage of the 
transformer is seen to have the waveform shown in Figure 5.5. 

5.3.1.1 Electric Voltage 

The tip voltage can be measured with two wire leads attached to the electrode tips. As the 
voltage is kept at a fairly low level at the electrode tips, its value can be directly measured 
using standard equipment. However, the voltage signal may be corrupted by the noise 
induced by an alternating current. 

Induced voltage becomes a strong noise on electrode tip voltage signals because its 
measurement has a (unavoidable) wire loop in the magnetic field. It is well known that to 
minimize the inductive noise, one can use twist pairs  
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FIGURE 5.5 
Simulated primary voltage of a 
transformer. 

to reduce the area of the wire loop. However, the wire loop can never be fully eliminated. 
For production applications, the two wire leads have to follow the arms and encompass 
the entire throat of a welding machine. To suppress the induced noise on the tip voltage 
measurement, a compensating loop can be added. However, adjusting the compensating 
coefficient is machine dependent and can be time-consuming. 

5.3.1.2 Electric Current 

The electric current signal is more difficult to deal with than voltage, as the current value 
is very high in a secondary loop and the measurement is done indirectly. It is usually 
measured using either a sensor based on the Hall effect or a toroid sensor. Toroid sensors 
are fairly popular for electric current measurement. As they are based on the induced 
voltage by a welding current, it is difficult to separate the measurement from the process 
noise, which is also the result of induction. 

A high alternating welding current induces a strong time-varying magnetic field. Any 
wire loops in the field will pick up induced voltage, whose magnitude is given by 
Faraday’s law: 

 (5.3) 

where V is induced voltage, i is induced current, di/dt is the time change rate of the 
current, A is the area of the loop, and θ is the angle of the loop to the magnetic field. 

Faraday’s law is the basis for current measurement using a toroid sensor. It is obvious 
that variations in position or orientation of the toroid can cause variations in the effective 
area, and hence in the current measurement. However, the error is usually under 5% of 
the reading when simply hanging the toroid on the arm of a welding machine. The error 
can be further reduced by properly fixing the position of the toroid in the magnetic field. 
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There are two other methods to measure a current using either a Hall effect sensor or a 
resistive shunt. Hall effect sensors measure the voltage across a semiconductor due to the 
surrounding magnetic fields. They are small, and thus are more sensitive to temperature 
change. They are also sensitive to variations in orientation and position. The resistive 
shunt method directly measures the voltage across a known resistor in the current path. It 
is a standard means of measuring low amperage or DC currents. However, for RSW 
applications, electrodes have to be modified to use resistive shunt for measuring electric 
current. 

5.3.1.3 Dynamic Resistance 

Resistance of a resistor is usually calculated from the ratio of voltage to current. 
However, the voltage measured during a resistance welding contains two parts: 
contributions from resistance and inductance, as depicted in Equation 5.3. In the 
equation, Lm is the inductance, a (unknown) function of the loop, and it varies with many 
factors, such as the size and material properties of the workpieces. It can be clearly seen 
that the ratio V/I2 produces the resistance value R only when dI2/dt is zero. 

dI2/dt equals zero when the current reaches its peak points. Therefore, the number of 
points of a dynamic resistance measurement that can be calculated for an alternating-
current (AC) welder is twice the number of cycles. Attempts have been made to obtain a 
continuous dynamic resistance curve by first removing the induced voltage noise, and 
then taking direct division of the voltage by current. Considering that there are periodic 
zero values on welding current signals, dynamic resistance is not attainable in those 
areas. Close to those areas, the magnitude of the current is small, and thus the signal-to-
noise ratio is very low, compared to the points close to the peaks. Therefore, dynamic 
resistance can only be reliably calculated at the points around the current peaks. 

Without losing much information, the dynamic resistance curve can be obtained with 
piecewise polynomial curve fitting through the points obtained at the current peaks. 
Figure 5.6 shows a dynamic resistance curve for a 14-cycle welding made on a 0.8-mm 
galvanized steel. The dots were calculated on the current peak points, and the curve was 
fitted by a cubic smoothing spline with the smoothing parameter of 0.5. 

5.3.1.4 Electrode Displacement 

The electrode displacement generally refers to the relative motion of electrode tips, which 
directly reflects the thermal process involved in a weld-ment. To avoid the influence of 
other deformable components of a welder, the displacement sensor should be mounted as 
close as possible to the  
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FIGURE 5.6 
A typical dynamic resistance curve. 

electrodes. Commonly used displacement sensors for RSW process monitoring are 
LVDT sensors and fiber-optic sensors. 

5.3.1.4.1 LVDT Displacement Sensors 

LVDT sensors are commonly used in electrode displacement measurement. They are 
fairly reliable in catching the signals during both initial touching and welding. The 
signals collected are usually cleaner than those of current or electrode force. Although the 
displacement signals collected reveal a significant amount of information about the 
welding process, the sensor and its fixture are intrusive to the material handling and 
welding processes. However, the knowledge learned from LVDT sensors, even from a 
laboratory setting, can be used to monitor welding in the production environment. 

5.3.1.4.2 Fiber-Optic Displacement Sensors 

These sensors are of a reflective type, and they utilize bundled glass fibers to transmit and 
receive light to and from target surfaces. Various displacement sensitivities can be 
created via unique combinations of light source, fiber type, fiber bundle shape and size, 
etc. A fiber-optic displacement sensor can be considered noncontact. However, the 
distance between the probe and the reflective mirror has to be small enough to be 
effective. One advantage of fiber-optic displacement sensors, compared to LVDT 
sensors, is that they are less affected by high magnetic fields during welding. They can be 
used on most materials, irrespective of the color or conductivity. 

As shown in Figure 5.3d, the displacement signals measured using an LVDT sensor 
directly reflect the physical processes involved in a welding cycle. The initial drop in 
displacement is the result of electrode close-up. When the electrodes touch the 
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workpieces, depending on the stiffness and damping of the welder, the electrode 
displacement may have fluctuations.  

 

FIGURE 5.7 
Fiber-optic displacement compared 
with current profile. Load level, 1000 
lb; current, 11.3 kA; HDG steel 
thickness, 0.8 mm. 

The corresponding electrode force shows fluctuations of larger magnitude (Figure 5.3c). 
Another cluster of small bumps is recorded when electric current is applied. A magnified 
view of this period is usually needed, as the magnitude of electrode motion is fairly small 
during welding. 

The amplified view of the displacement curve during the application of electric 
current, measured by a fiber-optic sensor, is shown in Figure 5.7. It shows that the 
thickness of the weldment grows with current due to heating. The drop around the fourth 
cycle is probably the result of softening of the workpiece stack-up due to initial melting. 
The number of peaks and valleys in the displacement curve during welding is exactly 
twice that of the current profile. It is obvious that the half of a current cycle produces 
both heating (or a peak in the displacement curve) and cooling (corresponding to a valley 
in the displacement curve). The other half cycle also produces a peak and a valley. After 
the current is cut off (after the 12th cycle), the fiber-optic displacement sensor shows a 
region that possibly corresponds to the cooling and contraction of the nugget. 
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The displacement of electrodes during welding is the result of electrode squeezing and 
the weldment expansion/shrinkage. Therefore, it is a function of electrode force. Results 
of various load levels are shown in Figure 5.8. Before current is applied, the workpieces 
deform under the applied load, as shown by different starting points in the curves. There 
is a significant increase in indentation from 600 to 1000 lb. However, there is no 
difference in deformation between 1000 and 1200 lb. In the welding cycles, a lower  

 

FIGURE 5.8 
Fiber-optic displacement under various 
electrode forces. 

applied load results in a larger displacement in magnitude and slope. Rapid nugget 
growth starts from the third cycle for the cases of 600 and 800 lb, while it starts in the 
fifth cycle for the cases of 1000 and 1200 lb. The current is 12 cycles at 58% heat, and 
the hot-dipped galvanized (HDG) steel thickness is 0.8 mm. 

5.3.1.5 Electrode Force 

The signal of electrode force is directly related to the interaction between the electrodes 
and the workpieces, and it reflects the change in the force imposed by the weldment onto 
the electrodes. Therefore, electrode force yields useful information on the welding 
process. There are two types of sensors commonly used for electrode force measurement: 
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strain gauge-based sensors and piezoelectric sensors. During welding using alternating 
current, the induced voltage is a strong noise on electrode force measurement because the 
sensor setup has unavoidable wire loops in the magnetic field. Using twist pairs may help 
reduce the wire loop and therefore the noise. The induced noise on the strain gauge-based 
sensors may be amplified hundreds of times as the strain gauge signals are usually in the 
order of millivolts. Adding a compensating loop may alleviate the problem. However, 
adjusting the compensating coefficient is machine dependent and can be time-consuming. 
It is also not easy to add compensating loops to the strain gauge measurements. A typical 
signal of electrode force is shown in Figure 5.3c, which  

 

FIGURE 5.9 
Polar plot of a strain gauge-based 
sensor in various orientations.10 

clearly shows the initial squeezing (or touching), force fluctuation during welding, and 
hold period. 

For a strain gauge-based force sensor, the effect of the induced magnetic field is also 
reflected in the orientation sensitivity, besides the noise in the collected force signals. As 
shown in Figure 5.9 for a strain gauge-based force sensor, the induced voltage in the 
force measurement is low around orientations 0, 150, and 180°. Besides the magnitude of 
the induced voltage, variability of measurement is also usually a function of orientation. 

Compared to a strain gauge-based force sensor, a piezoelectric force sensor is less 
influenced by the induced magnetic field. Figure 5.10 shows a comparison between a 
strain gauge-based sensor and a piezoelectric sensor. These two sensors were tested 
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simultaneously with the strain gauge-based sensor mounted above the upper electrode 
and the piezoelectric sensor mounted under the lower electrode. The piezoelectric load 
cell shows a force change with each current half cycle and a significantly reduced dI/dt 
effect, as shown in Figure 5.11. However, it did not show the same force buildup during 
nugget growth as the strain gauge-based sensor. 

Before the welding current was applied, the piezoelectric load cell showed 
measurements similar to those of the strain gauge-based sensor (Figure 5.10). However, 
the electrode force measured by the piezoelectric load cell decreases in the welding 
cycles, as shown in Figure 5.11. The force increases gradually during the hold cycles. 
This phenomenon should not be considered a true reflection of the actual force, as the 
force should reach a level similar to that before welding after the current is shut off. This 
can be  

 

FIGURE 5.10 
Force signals by a strain gauge-based 
sensor (top) and a piezoelectric force 
sensor (bottom). 
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FIGURE 5.11 
Detailed piezoelectric output 
referenced by electric current during 
welding. 

explained by the fundamental physical processes involved in a piezoelectric sensor. The 
quartz crystals of a piezoelectric force sensor generate an electrostatic charge when a 
force is applied to or removed from them. The electrostatic charge then leaks 
exponentially to zero through the lowest resistance path, and the resistance and 
capacitance of the built-in electronics in the sensor normally determine the leakage rate. 
The decreasing force during the current flow seems similar to the leakage of an 
electrostatic charge. It is possible that the strong magnetic field during the current cycles 
might speed up the leakage of the electrostatic charge. 

5.3.1.6 Acoustic Emission 

Acoustic emission (AE) signals have been used in monitoring a welding process by 
several researchers (e.g., Reference 6). A typical AE monitoring system uses a waveform 
recorder or an oscilloscope to store or view the signals. A detection threshold is set to 
count the AE energy with gated window from the reference signal. The total AE energy 
counts have been found to be proportional to the nugget area of a spot weld. 

Experiments have shown that when an AE sensor is mounted on the coupons, better 
signal patterns in the heating cycles are obtained than at other locations. Figure 5.12 
shows decimated AE signals when the sensor is mounted on the coupon. High 
magnitudes at the middle of half cycles are due to higher current input in the middle of 
the half cycles. Large spikes are shown every time the current is fired or ends. Large 
signals at the middle of the first few half cycles are related to melting and expulsion of 
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the zinc coatings. Signals from the last half cycles may possibly be related to the nugget 
formation process. 

5.3.1.7 Pneumatic Pressure Fluctuation 

Although displacement and electrode force can reveal a significant amount of 
information about a welding process, they have to be placed very close to the electrodes, 
or they are intrusive. It would be preferred if some useful signals can be obtained using 
sensors far enough from the electrodes and the stack-up. The air pressure change in a 
pneumatic cylinder during welding may provide certain information on the welding 
process, such as illustrated in Chapter 8. This is expected, as the electrode force and the 
air pressure are directly related. The working mechanism of a typical air cylinder is 
shown in Figure 5.13. 

Inlet and outlet airflow rates are controlled by the regulating valves. The settings of 
these two valves affect the moving speed of the upper arm. When the squeeze cycle 
begins, the air at high pressure from the air supply passes through the regulating valve 
and flows into the upper part of the cylinder. Since the setting pressure is higher than the 
air pressure at the lower part of the cylinder, the piston will be forced to move. 
Meanwhile, the air in the lower cylinder will be squeezed out of the cylinder.  

 

FIGURE 5.12 
AE and dI/dt signals measured on 
coupons. 
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FIGURE 5.13 
A schematic drawing of a welding 
machine air cylinder system. 

When the upper electrode touches the lower electrode, the lower electrode is forced to 
deform and produce resistive force. Meanwhile, the pressure in the upper part of the 
cylinder builds up quickly to the set pressure. The pressure at the lower chamber of the 
cylinder will eventually reach the ambient pressure because the air is released to the 
environment as the electrode moves down. After the current is turned on, the heated 
metal sheets start to expand. The two electrodes are then pushed outward. The cooling-
induced shrinkage draws electrodes to move closer to each other. Since the electrode 
location and the electrode force are directly related to the position of the piston head in 
the cylinder chamber, the pressure in the chamber may have similar changes during 
welding as electrode force and displacement. The results shown in Chapter 8 prove that 
this is indeed the case. 

5.3.2 Adaptive Noise Cancellation 

Because of the strong magnetic field induced when welding using alternating current, 
sensors with wires in the magnetic field may pick up induced voltage, and the raw signals 
collected on these sensors are the sum of the true signals and the induced noise. For 
instance, the electrode tip voltage and dynamic force signal are strongly corrupted by the 
induced voltage noise. The periodic noise, as a result of periodic change of the magnetic 
field, contains all the odd-order harmonics of the base frequency (60 Hz) of the electrical 
current. The magnitude of the induced noise is proportional to di/ dt (where i is the 
secondary current). This type of noise is hard to remove using ordinary analog or digital 
notch filters, as the true signals also fluctuate with a base frequency of 60 Hz. An 
adaptive noise cancellation scheme may be used for this purpose. 
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Adaptive noise cancellation (ANC) relies on subtracting noise from a received signal 
in an adaptive manner to improve the signal-to-noise ratio. Ordinarily, it is inadvisable to 
subtract noise from a received signal, as such an operation could produce even poorer 
results because it may cause an increase in the average power of the output noise. 
However, when proper provisions are made (i.e., filtering and subtraction are controlled 
by an adaptive process), it is possible to achieve a superior system performance compared 
to direct filtering of the received signal (Haykin14). Figure 5.14 illustrates the adaptive 
noise cancellation scheme. 

In Figure 5.14 the primary sensor receives input from both the signal source and the 
noise source.3,13 Thus, the output of the primary sensor is the signal corrupted with noise. 
The reference sensor picks up input only from the noise source. It is obvious that what is 
picked up by the primary and reference sensors will not be exactly the same. Assuming 
that the reference sensor picks up the true noise, then it can be assumed that the primary 
sensor picks up a transformed version of it. The transfer function can be recursively 
estimated by an adaptive filter. Consider electrode force measurement: the primary sensor 
is a load cell used to measure the force signal, then the toroid  

 

FIGURE 5.14 
Illustration of the adaptive noise 
canceling scheme. 

sensor (for electric current measurement) can be used as a reference sensor to pick up the 
induced voltage. The adaptive filter is realized using a standard recursive least squares 
(RLS) algorithm, as shown below. 

Initialize the algorithm by setting 
P(0)=δ−1I, δ=a small positive constant 
ŵ(0)=0 

  

For each instant of time, n=1, 2,…, compute 
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The m×m matrix P(n) is referred to as the inverse correlation matrix. The m×1 vectors 
k(n), ŵ(n) and u(n) are referred to as the gain, estimated tap-weight, and tap-input vectors 
at time n, respectively. The scalar values d(n) and ξ(n) are desired output and a priori 
estimation of error at time n. The scalar value λ, is a positive constant used to define the 
forgetting factor. The asterisk denotes complex conjugation, and the superscript H 
denotes a matrix Hermitian. For the adaptive noise cancellation algorithm in resistance 
spot welding, the tap-input vector u(n) is constructed from the toroid voltage signal; the 
desired output scalar d(n) is set to be the corrupted force signal (or tip voltage signal); 
and the a priori estimated error scalar ξ(n) is the filtered signal, with the induced noise 
being cancelled.  

 

FIGURE 5.15 
Adaptive filtering for dynamic force 
signals, (a) Dynamic force before 
filtering, (b) Dynamic force after 
filtering, (c) Noise subtracted. 
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Dynamic force signals before and after the adaptive noise cancellation are shown in 
Figure 5.15. Their corresponding power spectra are shown in Figure 5.16. It can be seen 
clearly that the harmonics due to induced noise have been successfully removed, leaving 
some low-frequency components. The force sensor may also pick up some signals 
corresponding to metal expansion and contraction during welding. These signals are 
harmonics of 120 Hz and believed to be due to the effect of heating and cooling and the 
magnetic force generated by the 60-Hz welding current. 

Adaptive noise cancellation can be applied to electrode tip voltage measurement. The 
induced voltage noise can be eliminated using a compensation wire loop. However, the 
loop size has to be adjusted to suit the individual machine. Some researchers used a 
toroid sensor with a fixed loop size to measure the intensity of the magnetic field. The 
induced voltage is cancelled in an electronic circuit by adjusting the gain of the measured 
toroid voltage. Since the toroid sensor is positioned in an arbitrary position in the 
magnetic field, the underlying assumption is that the noise is linearly induced onto the tip 
voltage measurement. The gain is fixed once the system is calibrated. Therefore, it cannot 
deal with situations with time-variant loop inductance. As such, a software adaptive noise 
cancellation method has more advantages. It can work with time-variant inductance and 
eliminate the tedious calibration process. The result of the adaptive noise cancellation for 
a tip voltage is shown in Figure 5.17. 

5.3.3 Relationship between Monitored Signals and Welding Processes 

Besides a better understanding of the physical process involved in welding, the signals 
collected during a welding cycle can also be directly linked to  
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the characteristics of welding. The signals collected are usually plotted together, using the 
same (time) scale, for comparison purposes. A typical plot of signals is shown in Figure 
5.18. In this section, various signals are used to monitor a welding process, such as to 
identify abnormal welding conditions, detect expulsions, etc. 

5.3.3.1 Effects of Process Conditions 

In general, process signals reflect the effects of not only welding schedules but also 
process conditions, such as electrode alignment and position of welds on the parts. These 
conditions can be observed in the measured dynamic resistance, electrode displacement, 
and dynamic force. In this section, comparisons are made between normal and abnormal 
process conditions, using characteristics of process signals.13  
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FIGURE 5.16 
Comparison of power spectra of force 
signals, (a) Power spectrum of force 
signals before ANC. (b) Power 
spectrum of source signals after ANC. 

Process conditions are rarely ideal in production resistance spot welding. For example, an 
edge-weld condition frequently exists in automobile assembly. Therefore, studying the 
effects of abnormal conditions is of more practical significance than studying those of 
idealized welding conditions. 

Figure 5.19 shows a comparison between signals of welding under normal process 
conditions and edge-weld conditions. While the dynamic resistance curves remain 
similar, electrode displacement and force signals exhibit large differences. This is 
reflected in the response when the metal is heated. Under normal welding conditions, the 
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surrounding constraining from the solid in the lateral direction is so strong that the metal 
expansion pushes the two electrodes away in the axial direction. Under edge-weld 
conditions, since the weld is made on the edge of the parts, there is no solid constraining 
from the edge. Therefore, the melted or softened metal is easily squeezed out of the weld 
area and the electrodes move inward under the electrode force.  

 

FIGURE 5.17 
Adaptive noise cancellation for tip 
voltage, (a) Tip voltage before 
filtering, (b) Tip voltage after filtering, 
(c) Noise subtracted. 

Due to its relationship to the electrode displacement, the dynamic force is seen to follow 
similar trends as the electrode displacement. 

5.3.3.2 Fault Identification 

The signals collected during electrode touching can be used to identify certain common 
setup faults. An experiment conducted in the course of the Intelligent Resistance Welding 
(IRW) program11,15 has shown that the force signals are directly linked to axial 
misalignment and faulty fit-up conditions. Axial misalignment exists when the upper and 
lower electrodes are axially out of alignment, characterized by parameter d in Figure 
5.20. A poor fit-up condition in the study is characterized when the two sheet metal parts 
are initially separated by an insert of diameter D at a distance b from the contact center. 

Figure 5.21 to Figure 5.23 show the forces measured when no faults, axial faults, and 
fit-up faults, respectively, are present. Each figure shows the forces measured for 10 
consecutive welds with the same setup. Clearly, it is easy to distinguish between no-fault 
and fit-up fault conditions. Examination of Figure 5.21 and Figure 5.22 also shows that 
there is a clear difference between the no-fault response and the axial fault response. The 
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peak force response during this transient is between 2 and 2.5 kN for the no-fault 
condition and between 3.5 and 4 kN for the axial fault. Furthermore, the no-fault 
condition is composed of four exponentially decaying, equally spaced peaks, whereas the 
axial fault has a greater delay between the first and second peaks, and its third peak is 
significantly smaller than the second and fourth peaks. The IRW study also shows that 
the differences in force response for angular and edge faults were not as obvious. 
However, displacement measurements showed a clear difference between the no-fault 
and angular fault setups. The occurrence of multiple faults further complicates the 
detection problem. A  

 

neural network classification may be able to distinguish between all of the possible setup 
conditions. 

5.3.3.3 Expulsion Detection 
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As discussed in Chapter 7, expulsion is often considered the upper limit of welding 
current. Because it involves a sudden loss of liquid metal, the occurrence of expulsion is 
directly reflected in the process signals. 

The comparison of the signals for welds with and without expulsion is shown in 
Figure 5.24. It can be seen that there is a significant drop in the electrode displacement 
signal when expulsion occurs. No change can be easily observed on the secondary current 
(welding current) signal. The electrode force signal showed some difference during 
expulsion. However, it is hard to characterize this difference in the raw force signal 
because of the strong noise. The adaptive noise cancellation procedure significantly  

 

FIGURE 5.18 
Typical signals during welding, (a) Tip 
voltage, (b) Secondary current, (c) 
Electrode force, (d) Electrode 
displacement. 
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FIGURE 5.19 
Signal comparison between welding 
under normal and that under edge-weld 
conditions. 

improves the contrast between the force signals for welding with and without expulsion 
(Figure 5.25). With the knowledge of expulsion associated with process signals, 
expulsion can be predicted and ultimately prevented through on-line, real-time feedback 
control. Figure 5.26 shows the displacement and force signals for a double expulsion. 

5.3.3.4 Preweld Fault Condition Determination 

An experiment showed that it is possible to identify certain common setup faults from 
signals collected when the electrodes are closed upon the work-pieces. Figure 5.27 to 
Figure 5.29 show the forces measured when no faults, axial faults (misalignment), and 
fit-up faults, respectively, were present. Each figure contains the force curves measured 
for 10 consecutive welds with the same setup. Clearly, it is easy to distinguish between 
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no-fault and fit-up fault conditions. Examination of Figure 5.27 and Figure 5.28 also 
show that there  

 

FIGURE 5.20 
Structural fault conditions. 

 

FIGURE 5.21 
Force measurements with no faults. 
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is a clear difference between the no-fault response and the axial-fault response. The peak-
force response during this transient is between 2 and 2.5 kN for the no-fault condition and 
between 3.5 and 4 kN for the axial fault. Further, the no-fault condition is composed of 
four exponentially decaying, equally spaced peaks, whereas the axial fault has a greater 
delay between the first and second peaks, and its third peak is significantly smaller than 
the second and fourth peaks. The differences in force response for angular  

 

FIGURE 5.22 
Force data with axial fault. 

 

FIGURE 5.23 
Force data with fit-up fault. 

and edge faults were not as obvious. However, displacement measurements showed a 
clear difference between the no-fault and angular fault setups. The occurrence of multiple 
faults further complicates the detection problem. The force signature during touchdown, 
while very subtle, has been found to be very repeatable. This observation was possible 
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mainly due to the fact that the noise in this period is small before the magnetic field is 
induced by the large welding current.  

 

FIGURE 5.24 
A comparison of on-line signals with 
and without expulsion. 

 

FIGURE 5.25 
Force signals using the adaptive noise 
cancellation. 
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FIGURE 5.26 
A weld with double expulsion. 
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FIGURE 5.27 
Force measurements with no faults. 

 

FIGURE 5.28 
Force data with axial misalignment. 
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FIGURE 5.29 
Force data with fit-up fault. 

Figure 5.31 shows seven traces, each of which represents the mean value of three force 
signals collected under identical conditions. The figure legend key uses st to represent 
0.5-mm gauge steel, sT for 1.8-mm steel, At for 2-mm aluminum and AT for 3-mm 
aluminum. Forces of 800 lb (f) and 1000 lb (F) were used. For the final weld, the 
mechanical characteristics of the gun were changed by stiffening the lower weld arm by 
adding additional support structure. From the figure it can be seen that these changes did 
not alter the  

 

FIGURE 5.30 
No fault present and new electrodes 
were used. 
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FIGURE 5.31 
Force traces using seven perturbed 
weld parameters. 

responses between approximately the 200th sample and the 2000th sample. The thicker 
gauges did reduce the initial response. The lower arm stiffening and force affected the 
later response. Such an approach may be used in the production environment.  

5.3.4 Lobe Diagrams 

The most common practice of controlling a welding process is made using selected 
welding parameters, including force, current, and time. Such selection is usually done 
using a so-called lobe diagram, as shown in Figure 5.32. At a fixed force level, a lobe 
diagram divides the current-time domain into three regimes in terms of weld quality: 
undersized or no weld, acceptable weld, and expulsion. For a given material and welder 
setup, weld lobes are usually developed in a lab environment and then a welding schedule 
(the settings of welding parameters) is chosen for production based on the weld lobes. 
There are standard procedures for developing lobe diagrams, such as the recommended 
practice by the American Welding Society (AWS/SAE D8.9M16). 

A lobe diagram basically contains two boundaries for minimum acceptable welds and 
expulsion, and these boundaries are a strong function of the electrode force, as discussed 
by a number of researchers, e.g., Gould et al.17 The expulsion limit increases with applied 
electrode force, which means that the process window size increases with electrode force. 
Lobe diagrams and the effect of electric current profiles on operation window size are 
presented in Chapter 2. This section discusses the influences of other process variables on 
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the shape, size, and location of a lobe. In a lab environment, process conditions are 
usually well maintained to their nominal settings. However, many abnormal process 
conditions, such as electrode misalignment, electrode wear, and part poor fit-up, exist in 
production. These process abnormalities alter the relationships between the weld size and 
the input process variables and thus affect the weld lobes. 

Kaiser et al.18 showed that variations on sheet surface and electrode force could lead to 
changes in the position and shape of a weld lobe. Nagel and Lee19 listed several possible 
abnormalities that need to be addressed in developing an RSW control approach. 
Karagoulis20 reported a weld lobe shifting due to electrode misalignment.  

 

FIGURE 5.32 
A weld lobe diagram. 

In a study by Li,3 the effects of various process conditions were investigated. In the 
experiment, both normal and abnormal process conditions were considered. Based on the 
experimental data, weld size and lobes were analyzed as response variables. 

Six abnormal process conditions, listed above, were examined. A single-phase AC 
welding machine with truncated cone electrodes was used in the experiment to weld a 
0.8-mm hot-dipped galvanized drawing steel. The weld button diameter was measured 
through peel test. The current range or weld window was characterized using two 
response variables: the center of the current range (Ic) and the length of the current range 
(Ileng), as defined in the following: 

 (5.4) 

 (5.5) 

Ic represents an average current setting that is determined by the physical process 
conditions. Ileng determines the allowable range of the current for making good welds. By 
definition, Ileng is greater than zero. Ic and Ilnlen have been examined and show no 
correlation. Thus, they can be analyzed separately as two independent responses. 
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A statistical analysis shows that electrode size and time are significant factors, 
whereas force, fit-up, axial misalignment, and angular misalignment are unlikely to be 
significant. It is also seen that variables such as electrode size, weld time, and force have 
quadratic effects on the response. Their experimental results showed that the abnormal 
process conditions significantly reduce the length of the current range, while force 
increases the length of the current range. Electrode size and weld time have little effects. 

Both current and electrode size were seen to have strong influences on the button size. 
On average, the button size increased under poor fit-up and decreased under angular 
misalignment conditions. Axial misalignment was not seen to have a strong effect. 
Electrode force and weld time showed minor quadratic effects. 

Predicted lobes under various process conditions are shown in Figure 5.33. In general, 
when poor fit-up and angular misalignment exist, the weld lobe is shifted to the left and 
becomes narrower. A left shift of the weld lobe implies early nugget formation, which 
may help increase the weld size. However, a narrower weld lobe indicates that the 
welding process is less robust under these conditions. It was also found that nuggets grow 
following different paths under different conditions. While they start to form at the same 
time and eventually reach about the same size (because of the expulsion limit), the 
nuggets initially grow faster under poor fit-up and angular  

 

FIGURE 5.33 
Weld lobe predictions. 

misalignment conditions. Therefore, the nugget size variation caused by the abnormal 
process conditions could be different depending on the welding time. 

Axial misalignment did not show a strong effect on weld lobe diagrams when the 
amount of misalignment is small compared to the electrode size. Under small axial 
misalignment, the process behaves similar to that under normal conditions. 

The work by Zhang et al.21 has shown that it is more realistic to describe a boundary in 
a lobe diagram as a region, rather than a deterministic limit (a line), with occurrence 
probability, as discussed in detail in Chapter 7. As shown in Figure 7.29, an expulsion 
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boundary should be considered as a span of expulsion probability from 0 to 100% of 
chance. 

5.3.5 Constant-Power Density 

The most widely used control strategy in spot welding is constant current.12 This 
approach intends to produce a constant heat input. However, the actual average power 
across a nugget, which is given by (I2*Rd), varies as welding progresses with time, 
because the dynamic resistance (Rd) usually increases initially with time (as bulk 
temperature increases with time) and then decreases, partially due to the fact that the 
weldment gets thinner. Using this algorithm, the effects of many changing factors during 
spot welding, such as surface and bulk resistivities, and contact area are not accounted 
for. The initial increase in dynamic resistance (and the heat input) after a few cycles may 
lead to localized heating, and hence early expulsion. The constant-current algorithm may 
also produce unconformable nuggets under excessively high force levels and faulty 
conditions such as angular misalignment. 

Therefore, a constant-current control algorithm may not yield desirable output. If the 
average power across a nugget is properly regulated, the possibility of overheating and 
hence expulsion may be reduced. This is the motivation of regulating the average power 
across a nugget as a constant, or the so-called constant-power control algorithms. This 
approach is based on the assumption that a good weld will result if the average power 
density across the nugget is maintained constant. 

5.3.5.1 Hypothesis 

In the constant-current strategy, a lobe is used to define the region of weld-ability in the 
current vs. time space. This two-dimensional plot indicates good current levels for a 
given time level, which would produce an acceptable nugget given the operating 
condition. It is a known fact that the lobes corresponding to the different operating 
conditions may be completely different, without exhibiting any overlap. Therefore, a 
significant amount of hunting is essential to get a current range for each operating 
condition. 

On the other hand, if the lobes under different conditions are defined based on power 
density, they may exhibit certain overlap in the power density vs. time (in cycles) space. 
If the overlap were significant, a single power density/ time level would be sufficient to 
produce acceptable welds under different operating conditions. 

In order to achieve a constant-power control, the contact area has to be accurately 
estimated. Actually, one of the major consequences of faulty welding process conditions, 
such as electrode misalignment, is that the contact area deviates from that under normal 
conditions. Using the same heat input as that under a normal condition could overheat the 
weldment and induce undesirable features to welding, such as expulsion. In general, 
faulty configurations can be modeled as a configuration with a different effective area 
from that under normal conditions. The effective area affects the dynamic resistance and 
the heat loss. However, if the average power density (defined as the power divided by the 
effective area of contact) is regulated, the weld can be made following a heating process 
similar to that used in making a normal weld. The effectiveness of this strategy depends 
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on a good estimate of the effective area of contact. The algorithm development for 
constant average power, and power density calculations are briefly explained below. 

5.3.5.2 Algorithm 

The constant-power density algorithm is a model-based control algorithm. There are two 
facets to this algorithm: (1) calculating the effective contact area and (2) regulating the 
input power at the desired level based on the above estimate. The power density is 
defined as the ratio of the power input to the effective contact area. It can be expressed as  

 
(5.6) 

where the numerator is the power input to the nugget and the denominator defines the 
effective contact area. 

The total weld time is typically held constant in production to achieve a predictable 
production cycle. Therefore, the power across the nugget can be treated as a function of 
time with a fixed time horizon. The power can either follow a time-varying trajectory or 
be maintained at a constant level. These reference (desired) power trajectories can be 
calculated off-line using developed models, such as low-order nonlinear thermal models. 
Once designed, the electrical models can be used to design the control input (firing angle) 
to the system, as the only signals that are fed back are the electrical signals. The 
development of control strategy based on maintaining a constant power is outlined in the 
following sections. 

5.3.5.3 Algorithm Implementation 

Two issues are involved as far as the real-time implementation is concerned: the 
implementation of the effective contact area estimator and the control strategy for power 
regulation. 

A thermal model is needed for estimating the effective contact area. This estimator can 
be implemented in the early stage of welding. For a welding with 16 cycles in an 
experiment, the first three cycles were used to obtain a contact area estimate. The three 
cycles were also run at constant-power density, with a certain nominal effective contact 
value to begin with. This nominal value was for a 4.4-mm electrode and 

for a 6.4-mm electrode. These values were obtained a priori from the 
simulations using experimental data. 

The effective contact obtained after three cycles reflects the operating condition of the 
electrode-workpiece combination. Using this new effective value, the true power required 
for the operating condition is obtained by multiplying with the predefined power density 
level. This new power level served as the desired power level for the next 13 cycles in the 
16-cycle experiment. 

In real-time implementations, a nominal firing angle value can be calculated based on 
the desired power and a nominal Rd. The measured average power is calculated over a 
positive half cycle, while the control calculations are done based on this measured 
average power in the negative half cycle. Thus, a firing angle value for the subsequent 
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full cycle is made available at the start of the next positive half cycle. This methodology 
was implemented in real time under a nominal welding condition with the desired power 
of 1.8∞104 watts in a laboratory setup. Figure 5.34a shows the measured average power 
variation for this welding condition, and Figure 5.34b shows the plot for the error in 
power (which asymptotically goes to zero, or in other words, the actual power is being 
regulated to the desired power level). It also shows the variation of the firing angle input 
for every cycle as calculated by the controller.  

 

FIGURE 5.34 
(a) Measured average power 
(nominal), (b) Error in power (axis on 
the right) and firing angle input 
(nominal). 

The weld button size (diameter) measured in this test was 5.5 mm. This control strategy 
was also tested under poor fit-up welding conditions without changing the desired power 
level. The obtained nugget diameter was 6.4 mm. 

Another implementation issue is the regulation of desired power for the next 13 cycles 
(for the 16-cycle welding). Since the control input to the electrical subsystem is the firing 
angle to the bank of antiphase SCRs on the transformer primary, the objective is to design 
this control input to achieve power regulation across the nugget. In order to achieve this, 
an electrical model is needed. The input to this model is firing angle and the output is the 
desired power, with the throat resistance, inductance, and dynamic resistance being the 
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parameters in the model. The dynamic resistance is a time-varying parameter and can be 
measured during the course of welding. 

To achieve regulation, the control input is defined as a combination of feed-forward 
and feedback terms. The feed-forward term is calculated at the start of welding, assuming 
a certain nominal dynamic resistance. The feedback term can be derived using a 
technique called gain scheduling. Since the electrical model is nonlinear, different control 
gains are needed to achieve good regulation for different operating conditions.  

 

FIGURE 5.35 
Two-dimensional map of power/Rd vs. 
firing angle. 

5.3.5.4 Gain Scheduling 

This technique extends the validity of the linearization approach to a range of operating 
points.22 The different operating points are characterized by both the desired power level 
and dynamic resistance (Rd). At each power level (which is calculated by an effective 
area estimator algorithm) and Rd, which is measured, the input-output model of the 
electrical subsystem has an associated firing angle input. 

A two-dimensional inverse map (Figure 5.35) can be created with desired power and 
Rd as the input and firing angle as the output. A linearization at different operating points 
is achieved by using the difference along the power levels. This map provides the firing 
angle change against a power change of 1000 W at every operating power level and Rd. 
This map is shown in Figure 5.36. The firing angle calculated can be used to control a 
welder. 

5.3.5.5 Experimental Results 
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Experiments were conducted using the constant-power density algorithm. Constant-
power density lobes were created and compared with constant-current lobes done under 
identical conditions (nominal 4- and 6.4-mm electrodes at 550-lb electrode force). The 
lobes are plotted in Figure 5.37 and Figure 5.38. From the figures it can be seen that there 
is a significant overlap between the constant-power density lobes and none in the 
constant-current lobes. The power density level that was chosen to test this algorithm is 
280 BTU/inch2 at 16 cycles. 

Experiments were also conducted under conditions of combined faults and force 
levels. The results are shown in Figure 3.39. This figure shows a  

 

FIGURE 5.36 
Firing angle change vs. operating 
power level and Rd. 
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FIGURE 5.37 
Constant-current lobes using nominal 
4- and 6-mm electrodes (electrode 
force=550 lb). 

comparison between the constant-power density and the constant-current algorithms. The 
fault conditions are denoted in the respective plots. For example, 6FA950W refers to a 6-
mm electrode, fit-up-angular (FA) fault combination at 950 lb of force on worn (W) 
electrodes. The constant-power  
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FIGURE 5.38 
Constant-power density lobes using 4- 
and 6-mm electrodes (electrode 
force=550 lb). 

density strategy performs better than the constant-current strategy by compensating for 
varying force levels and faults. The constant-power density strategy produced expulsion 
for one condition, but otherwise produced a weld of acceptable size. The constant-power 
density algorithm also shows advantages in nugget formation. As shown in Figure 5.40, it 
promotes early nugget formation, and the nugget formation is more gradual using 
constant-power density than using constant current. 

5.3.6 Artificial Neural Network Modeling 

Artificial neural networks are mathematical representations of how mammalian brains 
function. Tack23 summarized the methodology in his research on pavement performance 
prediction. Within the brain, signal processing and response generation are performed 
through electric impulses generated and received by neurons, which are special cells that 
receive impulses through dendrites and transmit impulses through their axons. A neuron 
will generate an impulse if the sum of the impulses it receives exceeds a certain impulse 
threshold. For a neuron to receive an impulse, a generating neuron must transmit its 
charge from its axon across a synapse (space between neurons) to the receiving neuron’s 
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dendrite. The length of the synapse controls how much impulse can be transmitted. 
Therefore, every neuron will transmit its impulse to other neurons differently. The human 
brain is  

 

FIGURE 5.39 
Comparison between constant-power 
density and constant-current 
algorithms for various faulty 
combinations. 
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FIGURE 5.40 
Comparison of nugget formation 
between constant-current and constant-
power density. 

composed of approximately 1011 neurons, and each neuron is connected to approximately 
104 other neurons.24 

After they were first introduced in 1943,25 neural networks found a broad spectrum of 
applications, especially after McClelland and Rumelhart26 introduced new multilayered 
learning rules and other concepts that removed training barriers that stifled neural 
network research in the 1960s. Neural networks have quickly gained attention because of 
their ability to perform the tasks of classification, association, and reasoning. Among 
many neural network schemes, the multilayered feed-forward artificial neural network 
using supervised error back-propagation training is the most commonly used network and 
learning rule for many applications. It has been utilized to diagnose fault conditions of 
welding processes and predict weld quality. 

Feed-forward artificial neural networks (ANN) act as simplified mathematical models 
of the brain’s neural transmitting process. The ANN processes an input vector to generate 
an output vector. The input vector is used by the ANN to generate the output vector by 
passing mathematical impulses through a number of unidirectional interconnected 
perceptrons, which are organized into layers. Each layer of perceptrons between input 
and output is labeled as a hidden layer. Each hidden layer may consist of a different 
number of perceptrons. Each perceptron is connected to every other perceptron in both 
the preceding and succeeding layers. The connections work so that the impulses travel in 
one direction from input to output. Perceptrons are mathematical processors that function 
like biological neurons, which process the impulses generated from the previous layer of 
perceptrons and then generate their own impulse directed toward the next layer of 
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perceptrons. The magnitude of the impulse generated is determined by the use of the 
magnitude of the total impulse received and an activation function (Zurada27). The 
magnitude of impulse a perceptron receives depends on the impulse each perceptron 
generates in the previous layer and the strength of the interperceptron connection, or 
weights. The weight represents the ability of a neuron in the previous layer to transmit its 
generated impulse to a neuron in the current layer. A high-valued weight is indicative of 
an important connection, while a low-valued weight would reflect a fairly unimportant 
connection. 

Multilayer feed-forward artificial neural networks consist of a number of hidden layers 
in between input and output processing layers. Each hidden layer is composed of a 
number of unidirectional interconnected perceptrons. Komolgorov’s theorem states that a 
neural network can approximate any function if enough hidden layer perceptrons are 
present and a sigmoid activation function is used.27 Therefore, a number of tests must be 
performed to ensure that a sufficient number of perceptrons are present for the function 
being analyzed to be approximated accurately. Care must also be taken to not use too 
many perceptrons, because training time is directly proportional to the number of 
perceptrons present. It is also generally preferable to use only a single hidden layer, 
because training time increases exponentially with the number of hidden layers. 

5.3.6.1 A Case Study of Using ANN for RSW Quality Control 

In the work by Li et al.,3,28,29 a neural network with a multilayered feed-forward structure 
was used for diagnosing fault conditions in RSW. The number of nodes in the input layer 
for the model was determined by the number of features to be used. Seven features were 
selected through principal component analysis, and the same number of nodes was used 
in the input layer. For the output layer, one node was used for the nugget diameter. 
Between the input and output layers in the network, two hidden layers were used, for 
which different structures (numbers of nodes) had been tested. 

In order to have the same ranges for the input and output, the training data and testing 
data for the neural network should be normalized. The following normalization formula 
can be used: 

 (5.7) 

where xni is the normalized input-output data, xi is input-output data before normalization, 
and xmax and xmin are maximum and minimum of the data, respectively. It can be seen that 
the normalized data are within [−1, 1]. A back-propagation with momentum algorithm 
can be used for training the model. The quadratic cost function (J) of the error is defined 
as 

 
(5.8) 

where t is the iteration number and M is the number of training samples. The weight 
update at iteration t is given by 
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(5.9) 

where is a weight at iteration t, is the previous weight update, η is the learning 
rate, and α is the momentum. In Li’s study, η was chosen to be 0.01 and α to be 0.9. 

The neural network model was verified using process input variables and the dynamic 
resistance, through experiments conducted on a 75-kVA single-phase AC pedestal 
welding machine. The material tested was 0.8-mm AKDQ (hot-dipped galvanized steel). 
CuZr truncated cone-shaped electrodes were used. The initial face diameter of the 
electrodes was 6.4 mm.  

TABLE 5.1 
Ranges of Welding Parameters 

Variables Ranges 
Force 3.0–4.0 kN 
Current 6.9–13.4 kA
Time 3–36 cycles
Contact diameter 6.4–7.2 mm

A total of 170 welding data sets were collected. The welds were made sequentially in two 
batches. Each batch contained 85 samples. Within each batch, various welding currents, 
forces, and welding times were used. Between the two batches, a number of welds were 
intentionally made to wear down the electrodes. The average electrode contact diameters 
for these two batches were 6.5 and 7 mm, respectively. The ranges of welding settings are 
shown in Table 5.1. 

Based on the data collected from the experiments, three tests were designed, as shown 
in Table 5.2. These tests used different groups of welding data as training and testing 
samples. In test 1, samples from batch 1 were used to train the model and those from 
batch 2 were used to test. In tests 2 and 3, the training samples were randomly picked 
from both batch 1 and batch 2. Test 2 used 85 samples to train and the other 85 to test, 
while test 3 used 120 samples to train and the other 50 to test. 

The overall test results are summarized in Table 5.3. The relative error is defined as 
the fraction of the estimation error over the measured nugget size, i.e., 

 

(5.10) 

where is the ith estimated nugget size from the model, Dni is the ith measured nugget 
size, and N is the total number of samples for testing.  

TABLE 5.2 
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Design of Training and Testing Groups 
Test Training Samples Testing Samples 
1 Samples from batch 1 Samples from batch 2 
2 Randomly pick half of samples from both batches The other half of the samples 
3 Randomly pick 120 samples from both batches The other 50 samples 

As an example, the results from test 3 using a hidden layer structure 14×5 for the 
neural networks are plotted in Figure 5.40. The data have been sorted by the estimation 
results. Both training and testing data sets show a good agreement between the estimated 
and measured nugget sizes, except when the nugget size is small. The reason for the 
relatively larger errors when the nugget is small is that the resistance spot welding 
process tends to be unstable in the nugget initiation period, and welding parameters 
intended for small welds are not capable of overcoming random effects. Another reason 
is that the number of training data sets around that area was not large enough. 

From Table 5.3, it can be seen that although sum of squared error (SSE) training and a 
training for test 1 are much smaller than those of test 2 and test 3, a testing and the 
average relative error are much larger. The reason for SSE training and a training being 
smaller in test 1 is that the training data sets were collected under relatively consistent 
welding conditions. The conditions of electrode wear were similar. However, when the 
trained model is used for the testing samples, where the electrode wear condition is quite 
different from that of the training samples, the estimations show big errors. In test 2 and 
test 3, the electrode wear effect is taken into account by randomly picking the training 
samples in both batches. As shown in the table, the testing errors are greatly reduced, 
indicating an increased robustness of the model. These results have demonstrated that 
electrode wear must be considered in the process model development for resistance spot 
welding. 

Test 3 has shown that the estimation error is less than 10% under current conditions. 
The accuracy can be further improved, as more training samples become available. More 
training samples are especially called for during the nugget initiation period. 

This ANN multivariate process model was developed for on-line nugget size 
estimation in resistance spot welding. It was tested in the production environment with a 
certain degree of success. The model’s inputs consist of  

TABLE 5.3 
Test Results 

Test 
No. 

Hidden Layer 
Structure 

SSE Training 
(20,000 Epochs) 

σ Training 
(mm) 

σ Testing 
(mm) 

Average Relative 
Error (Testing) 

1 5×5 0.1251 0.1437 1.7755 49.62% 
  7×5 0.2656 0.2092 1.9516 34.15% 
  14×5 0.2638 0.2082 1.9013 38.16% 
2 5×5 0.4419 0.2719 1.0770 14.30% 
  7×5 0.5071 0.2893 0.5156 10.79% 
  14×5 0.7226 0.3462 1.4415 11.20% 
3 5×5 0.3656 0.2074 0.7001 9.98% 
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  7×5 0.9863 0.3409 0.4298 9.42% 
  14×5 1.0251 0.3470 0.3616 9.12% 

 

FIGURE 5.41 
Estimation results for both training and 
testing data sets: (a) training data set 
and (b) testing data set. 

not only features from on-line signals, but also process input variables. Due to the 
complexity of the RSW process, a multilayered, instead of single-layered, neural network 
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model was used. Principal component analysis was employed for a systematic feature 
selection. Different on-line signals, dynamic resistances, forces, and displacements have 
been proven to carry similar information. Thus, only dynamic resistance was used 
because of the easy measurements of current and tip voltage. As a process disturbance 
variable, the electrode wear effect was explicitly considered in the model training. A 
variety of welding conditions—current, force, and welding time—had been experimented 
with. The nugget size estimation model was demonstrated to be successful with an 
average relative error of the estimation of less than 10% for the conditions tested. 

Monitoring and control of an RSW process have attracted much attention in the 
research and development community. These two tasks are closely linked, and an 
accurate monitoring is the basis of an effective control. An on-line, real-time recognition 
of process characteristics using process signals may be used to monitor weld quality, and 
if necessary, remediation actions can be taken. A repair can be done either right after a 
particular weld is made or off-line if the welds are properly indexed. A more desirable 
way of control is probably taking actions before a faulty process actually takes place. 
This requires knowledge of the characteristics of the process, especially those that may 
lead to the occurrence of faults. It also requires a rapid process of signals, decision 
making, and real-time feedback control—all must happen in the order of milliseconds. 
Such an ideal control of the RSW should become a reality with the advances in 
understanding the process, and in hardware and software. Although most of the 
algorithms introduced in this chapter are in the stage of research and laboratory 
experiment, progress has been made to bring them into the production environment. 
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6  
Weld Quality and Inspection 

 

Weld quality evaluation lies at the center of all aspects of welding. A welding schedule is 
judged by whether it can produce welds of acceptable quality. A material, before it is 
used in production, needs to be qualified as weldable; namely, using standard welding 
equipment and schedules would yield welds of sufficient size and strength or quality. 
However, there are no universally accepted standards of weld quality, as reflected in an 
American national standard (Standard Welding Terms and Definitions, ANSI/AWS 
A3.0:20011), which defines an acceptable weld as “a weld that meets the applicable 
requirements.” Therefore, determining a quality weld is largely at the manufacturer’s 
discretion. This chapter will discuss the common practices for evaluating a weld’s 
quality. 

6.1 Weld Quality Attributes 

The quality of a weld is usually expressed by its measurable features, such as the physical 
attributes and the various strengths, when inspected in either a destructive or 
nondestructive manner. In this section, the commonly measured quality attributes and 
requirements are discussed first, then the relations between the required measurements 
and the weld strengths are presented. 

6.1.1 Weld Attributes 

A weld’s quality can be described in three ways: by its physical or geometric features, its 
strength or performance, or the process characteristics during welding. Depending on the 
specific needs, usually more than one quality attribute is monitored in order to evaluate a 
weld.  

6.1.1.1 Weld Attributes 

These refer to the geometric features either directly visible after a weldment is made or 
revealed through destructive tests, such as peeling or cross-sectioning, or nondestructive 
tests using, for example, ultrasonic or x-ray devices. The commonly used weld attributes 
are: 



• Nugget/button size 
• Penetration 
• Indentation 
• Cracks (surface and internal) 
• Porosity/voids 
• Sheet separation 
• Surface appearance 

Among these weld attributes, weld size, in terms of nugget width or weld button 
diameter, is the most frequently measured and most meaningful in determining a weld’s 
strength. When two sheets are joined by a weld at the nugget, its size determines the area 
of adhesion and its load-bearing capability. However, the nugget/weld size alone is often 
insufficient in describing a weld’s quality, as it does not necessarily imply the structural 
integrity of the weld. Other features of a weld, such as penetration, may complement the 
nugget size and provide useful information on the degree of adhesion. Weld and nugget 
are considered exchangeable by many, especially in oral presentations. Although closely 
related, however, they are not the same by definition or measurement. In fact, a weld is 
meant to contain all parts of a weldment, such as the heat-affected zone (HAZ), in 
addition to the nugget. Another confusion is the use of button diameter and nugget 
diameter. As a nugget and its size are usually revealed by metallographic cross-
sectioning, a nugget is exposed for measuring its width, not diameter, as shown in Figure 
6.1.2 The figure also shows other features that can be revealed by cross-sectioning a 
weldment.  

 

FIGURE 6.1 
Weld attributes revealed by 
metallographic sectioning. 

There are other less common attributes of a weld, which may require a substantial 
amount of work and interpretation to use. For instance, the hardness distribution across a 
weldment, measured diagonally on a cross-sectioned surface, often provides important 
information on the heating and cooling history of the weldment, and on the inference on 
the performance. The structures and their dimensions of the nugget and HAZ are other 
such weld attributes through which a direct link can be established between the process 
parameters and the performance. 
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There is very little research about the influence of other attributes on weld quality, 
such as the heat-affected zone, indentation, penetration, material properties of the weld 
nugget, etc. There are certain efforts to distinguish the material properties in the nugget, 
HAZ, and base metal (as shown in References 3 and 4). 

6.1.1.2 Weld Performance 

Besides occasional cosmetic considerations, spot welding quality is mostly about the 
performance. Welding performance characteristics usually refer to static strength and 
dynamic strength of a weld, and the ones mostly relevant to the sheet metal industries are 
listed here: 

• Tensile-shear strength 
• Tensile strength 
• Peel strength 
• Fatigue strength 
• Impact strength 
• Corrosion resistance 

The most commonly measured is tensile-shear strength, because it is relatively easy to 
measure, and many structures are designed to bear tensile-shear loading. The details of 
testing these strengths are presented in Chapter 4. 

6.1.1.3 Process Characteristics 

There are a few process-related characteristics that may serve as indicators of the welding 
process, and often implicate the weld quality. The most frequently noticed is expulsion. 
Expulsion, ejection of liquid metal during welding, is a clear indication of possible 
weakening of a weld. As a matter of fact, the trace of expulsion is usually clearly visible 
even after the weld is made. Expulsion in steels leaves a burning mark on the sheet 
surface, in addition to the metal debris, as discussed in Chapter 7. In aluminum welding, 
however, no sign of burning can be seen, either during expulsion or after welding. 
Expulsion, when it occurs, can be detected using sensors. Signals such as acoustic 
emission and electrode displacement can easily show the occurrence of expulsion. An 
operator can easily hear or feel an expulsion without much experience or training. 

Another process characteristic, which should be constantly monitored in a production 
environment, is welding consistency. This is more meaningful for large-volume 
production than the quality of a particular weld, as it directly implies the consistency of 
production quality. It is actually a collective of all quality measures. 

6.1.2 Weld Quality Requirements 

For practical use, easily measurable requirements of weld quality are quantified, mostly 
in the form of tables. Many of the standards and recommendations are developed by 
individual companies, such as Ford Motor Company and General Motors. Professional 
organizations such as the American Welding Society (AWS) and International 
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Organization for Standardization (ISO) also contribute to a significant portion of the 
standards. 

Because of the drastic differences in design, understanding and perception of weld 
quality, and production and testing environment, automobile manufacturers and others 
tend to have very different requirements on weld quality. As shown in Figure 6.2, the 
requirements on weld nugget sizes are significantly different. For the same thickness, the 
largest weld size required can be more than that of the smallest one. But in general, they 

are enveloped between and (t is the thickness of the sheets5). Most of the 

requirements are located between and and many nominal weld sizes are set in 
this range when determining operation widows. The requirements on weld sizes are 
probably the most commonly used criteria regarding weld quality. A possible confusion 
in applying such requirements is the use of weld size. Both weld button diameter and 
nugget width are used as weld size in practice, depending largely on convenience. 
However, totally different values can be expected in some cases for the weld button and 
nugget. A nugget can be smaller than, similar to, or bigger than a weld button for the 
same weldment. A weld button diameter is more variable than a weld nugget width, as 
the testing method, the geometry of the tested specimen, the fracture mode, and the 
measurement can make a significant difference in measured weld button diameter. 
Therefore, a measurement using nugget width is more consistent and comparable. 
However, the sectioning in order to measure nugget width prohibits its use in daily 
production. Some of the available nondestructive evaluation methods presented later in 
this chapter can be used to make simple, yet accurate measurement of nugget width. The 
common measure in production is still the weld button diameter, as it can be produced 
using a chisel and a caliper, and the criteria for weld size usually refer to weld button 
diameter. 

Another quality-revealing feature of a weld is penetration. It describes the amount of 
material that melts during welding in the thickness direction. A small penetration may 
mean insufficient heating and indicate a cold weld.  

Weld Quality and Inspection     199	



 

FIGURE 6.2 
A comparison of nugget size 
requirements. 

In general, large penetration is preferred. However, penetration is directly linked to the 
amount of heating of the sheets between the electrodes, and therefore, large penetration 
means softening of the sheet metal and large indentation. The requirements on 
penetration are usually very loose; as seen in Figure 6.3, it goes from 20 to 90% or more. 
One of the manufacturers compared in the figure did not specify the upper limit, yet this 
does not mean 100% penetration. In general, a large penetration is acceptable if it does 
not create a large indentation. The requirements on penetration are often applied together 
with those on weld size. 

Besides the physical attributes, such as weld size and penetration, requirements on the 
performance characteristics, such as tensile-shear strength, have been specified in 
standards. Again, there is a vast difference among manufacturers and professional 
organizations. The values, as shown in Figure 6.4, are closely related to the strength of 
the base metals. Unlike the requirements on weld size, in which materials are not 
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specified, different materials have different requirements on strength. Aluminum and 
magnesium alloys usually have lower (base metal) strength than steels, and the  

 

FIGURE 6.3 
A comparison of nugget penetration 
requirements. 

welds made in these alloys have lower expected strength values for sheets of similar 
gauges (Figure 6.5). 

Sometimes the nugget or button size is used as a sole parameter to describe the weld 
quality. This is because intuitively nugget/button size has the largest influence on weld 
strength. Another reason is that it is convenient to measure. But more often in practice, 
mixed weld attributes are used to reflect the concerns of a manufacturer. Spinella6 
defined good welds as those with the large nugget and high tensile strength, and without 
expulsion or partial interfacial failure. In Newton et al.7 a good weld was defined as one 
with a full-size nugget and larger than the minimum strength, and without cracks, flash 
(expulsion), or porosity. They also tried to define a bad weld as one with an undersized 
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nugget, cracks, excessive porosity, excessive expulsion, and damaged adhesive in the 
case of weld bonding. 

6.1.3 Relations between Weld Attributes and Strength 

As most weld quality inspection obtains only measurable geometric quantities, such as 
weld button size, it is desirable to learn from such measurements the strength level of a 
spot-welded joint. A very common way to  

 

FIGURE 6.4 
A comparison of shear strength 
requirements in steel welding. 

quantify weld quality is to build the relationship between weld attributes and spot weld 
strength. Because weld size is the most common measurement and tensile-shear testing is 
mostly conducted in practice, the majority of the work is therefore on the relationship 
between weld size and tensile-shear strength. Some of these relationships are given in this 
section. 
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First, the strength attributes of a quasi-static tensile-shear test should be defined. The 
peak load in such a test is the most popular measurement. It describes the maximum 
amount of loading a weld can take, so it provides useful information to designers and 
other users. However, no information can be obtained from such measurements on the 
ductility, nor the performance of such a weld under dynamic instead of static loading.8 A 
quantity that is related to the toughness of a weld should be defined in order to fully 
describe the strength of a weldment under either static or dynamic loading, especially 
impact loading. From Figure 6.6 it can be seen that a typical load vs. displacement curve 
during tensile-shear testing has an increase in load at the beginning of testing; then after 
reaching a peak value (peak load), the load decreases with additional displacement. A 
weld can be strong (tough) with large displacement, or a cold weld may have a high peak 
load but little displacement to final fracture. Therefore, displacement can be used to  

 

FIGURE 6.5 
A comparison of strength requirements 
for Al and Mg alloys. 
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FIGURE 6.6 
Definition of peak load, energy, and 
maximum displacement in a quasi-
static tensile-shear test. 

describe the ductility of a weld. The total displacement when the specimen finally fails is 
not quite relevant to a weld’s strength—it reflects more on the influence of the specimen 
than the weld. With identical welds, a specimen with a large (long and wide) overlap may 
experience a high total displacement when torn off, than a specimen with a narrow or 
short overlap. Therefore, the total displacement does not accurately indicate a weld’s 
strength. From Figure 6.6 it can be seen that the displacement when the load reaches the 
peak is independent of the fracture of the base metal, and therefore can be used for the 
weld’s strength. It is termed maximum displacement. A related quantity is the energy 
absorbed by the specimen up to the peak load. It can be calculated by the area under the 
load-displacement curve, and therefore, like the maximum displacement, it may also 
serve as an indicator of the toughness. The peak load, together with the maximum 
displacement or the energy, should fully describe a weld’s strength.8 

When tensile-shear loaded, the heat-affected zone in a welded specimen usually 
experiences the highest stresses. As a result, the specimen bends around the HAZ and 
cracks often initiate in this area, as seen in the one-quarter model of a lap-joined 
specimen in Figure 6.7, obtained from a finite element simulation.9 In fact, the properties 
of the HAZ are significantly more influential than those of the nugget in determining the 
performance of a weldment. Figure 6.8 compares the effects of material property changes 
in the nugget and the HAZ, on a lap joint under tensile-shear loading. With all other 
dimensions and properties fixed, an increase in the nugget size results in increases in the 
peak load, maximum displacement, and energy,  
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FIGURE 6.7 
Failure at the HAZ. 

 

FIGURE 6.8 
Influence of dimension and mechanical 
properties of nugget and HAZ. 

as defined in Figure 6.6. Therefore, the finite element simulation results are consistent 
with experimental observations on the effect of nugget size. However, increasing the 
ductility of the nugget has no effects on the strength, and changes in ultimate tensile 
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strength and yield strength of the nugget have negligible influence. As the only influential 
factor, the nugget size determines the size of the connection/joint between the sheets, 
which intuitively affects the strength of the weldment. The interior of a nugget, however, 
is not stressed when a specimen is loaded in tensile-shear mode. Therefore, changes 
inside a nugget have no effects on the overall performance of the specimen. 

The heat-affected zone, on the contrary, is very sensitive to all changes in mechanical 
properties. In Figure 6.8, increases in the HAZ size, ductility, and ultimate and yield 
stresses result in higher peak load, maximum displacement, and energy. Unlike the 
nugget, which is stressed around its periphery when the specimen is loaded, the HAZ, 
because it is located at the edge of the nugget, is under constant loading. High ductility 
and UTS/yield stresses make the HAZ strong, and therefore the weldment strong. 
Because the HAZ serves as a transition zone between the base metal and the nugget, 
which are distinguished by their different material properties, a large HAZ produces a 
smooth transition, and less stress concentration due to strength mismatch between the 
nugget and base metal. In practice, however, the HAZ size is difficult to control, and 
when the size varies, its properties usually will not stay constant. This study shows the 
idealized cases to illustrate the individual effects. 

There are a number of efforts of relating the tensile-shear strength of a weld to the 
weld button diameter. In the 1940s, a very simple expression of strength vs. weld 
diameter was found by Keller and Smith10 and McMaster and Lindrall11: 

P=120d2 
(6.1) 

where P is shear load in Newton and d is weld diameter in millimeters. Heuschkel12 gave 
the following linear empirical relationship for tensile-shear strength: 

S=t·S0·d·[α−β(C+0.05Mn)] 
(6.2) 

where S is tensile-shear strength, S0 is base metal strength, d is weld diameter, t is sheet 
thickness, C and Mn are weight percents of the alloying elements, to reflect the 
contribution of base metal chemistry, and α and β are functions of thickness t. Following 
Heuschkel’s work, Sawhill and Baker13 proposed another similar formula for 
rephosphorized and stress-relieved steels:  

S=F·t· S0·d 
(6.3) 

where F is a material-dependent coefficient, F=2.5~3.1. By considering fracture mode, an 
expression was proposed for aluminum alloys by Thornton et al.14: 

P=(0.12t−a)d 
(6.4) 

Here P is in units of kilo-Newton, t and d are in millimeters, and a is the coefficient of 
fracture mode. These equations provide valuable empirical relationships between weld 
diameter and tensile-shear strength. However, they are suitable only for specific weld 
joint geometry rather than an arbitrary weld joint geometry. In some cases, the results are 
only for particular materials. Ewing et al.15 tried to develop a relationship between spot 
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weld failure load, base metal strength, testing speed, joint configuration, and welding 
schedule. Various tests such as tensile-shear, cross-tension, and coach-peel testing with 
various materials used in automotive bodies were conducted to establish the relationship. 
But they finally concluded that “the spot weld failure process is such a complex process 
that it is very difficult to isolate variables.” 

In the study by Zhou et al.,8 through numerical simulation, attempts were made to link 
the weld strength to the geometry of a specimen, HAZ, and nugget, and the material 
properties of the weldment. They proposed to express the strength of a weldment in terms 
of the peak load, and corresponding energy and displacement at the peak load. Intuitively 
they can be expressed by 

P=fP(geometry; material properties of base metal, HAZ, and 
nugget) (6.5a) 

U=fU(geometry; material properties of base metal, HAZ, and 
nugget) (6.5b) 

W=fW(geometry; material properties of base metal, HAZ, and 
nugget) (6.5c) 

where P is peak load and U and W are corresponding displacement and energy. In 
general, these relationships are complicated, and it is impossible to derive them 
analytically. To establish the relations, a new approach was adopted using numerical 
simulation aided by the concept of design of experiments (DOE or DOX) (Koehler and 
Owen16). 

In Reference 8, two sets of variables were studied. One is for geometrical variables, 
including sheet thickness, specimen width, HAZ size, and indentation. The other group of 
variables includes material properties, which are Young’s modulus, Poisson’s ratio, yield 
strength, ultimate tensile strength, and elongation. Since the material structures in nugget, 
HAZ, and base metal are different, different material properties should be used for each 
part of the weldment. However, the material properties of other parts can be linked to 
those of the base metal by hardness with the following relations: 

σuts=σ0+k1*Hv 
(6.6a) 

σy=k1*Hυ, 
(6.6b) 

e=k2/Hυ 
(6.6c) 

Hυ=k*HvBASE 
(6.6d) 

The number of material parameters was significantly reduced by using these equations. 
For simplicity, only steel was considered with the Young’s modulus and Poisson’s ratio 
fixed at E=210 GPa and v=0.3. So in the design, only the base metal properties (yield 
strength σy, ultimate tensile strength σuts, and elongation e) and the hardness ratio (k) of 
nugget and base metal were left as material variables. Geometric attributes were sheet 
thickness t, sheet width W, HAZ size h, and indentation ti. 

Therefore, the expressions of Equation 6.5 can be simplified as 

Weld Quality and Inspection     207	



Pmax=fP(t, W, h, ti; σy, σuts, e, k) 
(6.7a) 

Umax=fU(t, W, h, ti; σy, σuts, e, k) 
(6.7b) 

Wmax=fW(t, W, h, ti; σy, σuts, e, k) 
(6.7c) 

Table 6.1 lists the ranges of each design variable needed in the statistical design. 
An optimal Latin hypercube design (Koehler and Owen16; Ye17) for eight variables 

was chosen based on the maximum distance criterion. The design points are distributed 
fairly uniformly in the design space to eliminate the randomness and ensure that all the 
points are neither too far from nor too close to each other.  

TABLE 6.1 
Values of Design Variables 

t (mm) h (mm) W (mm) ti σy (MPa) σ0 (MPa) e (%) k 
0.5~2.0 0.1~1.5 30~50 0~20% 205~1725 50~200 2~65 1.0~3.0 

Note: σuts was replaced by σ0, the difference between the ultimate tensile strength σuts and yield 
strength σy. This is to ensure that ultimate tensile strength is always greater than the yield strength. 
Otherwise, σuts might be smaller than σy. 

 

FIGURE 6.9 
A generic finite element model for 
tensile-shear testing. 
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In order to effectively conduct the experiment, a generic finite element model (Figure 
6.9) is developed so that it is easy to implement parameter changes of geometrical 
variables (width, thickness, nugget size, HAZ size, indentation) and material variables 
(elastic and plastic properties in base metal, nugget, zones in the HAZ). A stress 
distribution using the model is shown in Figure 6.10, which shows that the largest 
stresses locate in the HAZ. 

Using computer modeling, the significance of each effect was determined and ranked, 
to decide which effects should be included in the regression model. 

Figure 6.11 shows the influences of variables on the maximum load Pmax. It indicates 
that the yield strength and sheet thickness are more influential on Pmax than other 
variables. The size of HAZ also plays an important role on Pmax. Therefore, Pmax can be 
expressed in terms of sheet thickness t, yield strength σy, and size of HAZ h only without 
much error: 

Pmax=−6.42+3.02t+0.01576sy−10.06h+15.34t*h (kN) 
(6.8) 

It has a high coefficient of determination (94.5%). 
Following similar procedures, the expressions for Wmax and Umax are obtained, based 

on the significance of each effect on these two outputs as shown in Figure 6.12 and 
Figure 6.13. They are shown in Equations 6.9 and 6.10 and have coefficients of 
determination of R=97.6% and 97.0%, respectively.  

 

FIGURE 6.10 
Mises stresses distribution at the 
weldment. 
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FIGURE 6.11 
Variable effects on maximum load 
Pmax. 

 

FIGURE 6.12 
Variable effects on maximum energy 
Wmax. 
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FIGURE 6.13 
Variable effects on maximum 
displacement Umax. 

Wmax=126966−414160t+325520h−106.718σY+ 
70.452σUTS+3288k−689808t*h+22.50t*σY+ 
26.916h*σY+164950t2−204840h2 

(6.9) 

Umax=3.4129−12.485t+10.255h−0.012032w− 
1.0705ti−0.0525σY+0.048391σUTS+.34688e+ 
0.064421k+5.0534t2−6.1509h2+0.0000022609σy

2− 
0.00018391 (σUTS−σy)2 

(6.10) 

Figure 6.12 shows that sheet thickness t, HAZ size h, and yield strength sy have large 
effects on energy. For maximum displacement, however, the most important variables are 
the quadratic terms of h and t, and the linear term of h, and therefore, the most important 
variable is the size of HAZ (Figure 6.13). In both cases, some other terms, including 
quadratic and interactive terms, cannot be neglected. 

Based on the analysis, it is observed that the sheet thickness (and therefore the weld 
size, as it is linked to the thickness), HAZ size, and material yield strength are the most 
important attributes in determining spot weld quality. 

In general, a weld’s quality has been described using a set of selective attributes of 
weld performance and physical characteristics, and welding process. It is unlikely that a 
single parameter will be sufficient to define a weld’s quality, yet efforts are still needed to 
create a unified measurement for weld quality, based on proven relations between weld 
attributes and performance characteristics. 
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6.2 Destructive Evaluation 

Weld quality is usually monitored through destructive testing, such as peel and chisel 
tests. The shape, size, and other features of a weld button are used to judge if the weld 
meets the requirements. Instrumented destructive testing is common in the laboratory 
environment, and it provides quantitative strength information, in addition to the 
measurable features, as can be revealed by uninstrumented tests. Such a test requires 
certain experience in specimen preparation, equipment setup, testing, and data analysis. 
Commonly conducted instrumented tests are discussed separately in Chapter 4. 

Peel and chisel tests are frequently conducted in both laboratory and production 
environments. These tests provide rapid and valuable information on weld quality and 
serve as the primary tool for setting up welding schedules.  

6.2.1 Peel Test 

The peel test (Figure 4.3) consists of peeling apart, to destruction, a weld sample to 
determine the weld button size and weld fracture mode. A spot weld is considered 
acceptable if the peel test reveals a weld button size greater than or equal to values from 
specific requirements. 

6.2.2 Chisel Test 

A chisel test consists of forcing a tapered chisel into the lap on each side of the weld 
being tested until the weld or the joint separates, resulting in a pulled button or interfacial 
failure. The edges of the chisel must not touch the weld being tested (see Figure 4.3). 
This type of test should be used when a peel test is not practical. The weld acceptance is 
based on the same criteria as those for the peel test. A chisel test can be conducted either 
manually or automatically, i.e., driven by hydraulic or other types of power. 

In a peel test a tensile load is exerted on one side of a weld, and a chisel test imposes 
tension from both sides of a weld. In practice, a chisel test tends to produce more 
interfacial fracture, especially when the constraint on the weld from the sides is high, than 
a peel test. Depending on the material and type of loading, a button may not always result 
from peel or chisel testing, even if it is an acceptable weld. In the case of an interfacial 
fracture, if a visual examination cannot decide the size of fusion at the faying interface, a 
macrosectioning of the fusion zone must be done to determine a weld’s acceptability. 

6.2.3 Metallographic Test 

A metallographic test is used to determine the weld nugget width, penetration, 
indentation, and heat-affected zone width (as shown in Figure 6.1). It can also be used to 
detect cracks, porosity, and nonmetallic inclusions. In this test, weld sections are cut from 
product samples, polished to the weld centerline, chemically etched to reveal the 
microstructure, and then optically examined. An acceptable weld has a fusion zone equal 
to or greater than the required values specified. 

The appearance or features of fractured welds by peel or chisel tests are currently 
correlated with strengths measured by instrumented tests, and the correlation serves as 
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the basis for acceptance criteria for materials with yield strengths below 420 MPa. Welds 
of sufficiently large size are considered acceptable, as such welds often produce 
satisfactory strength performance. Because such a correlation does not exist at the 
moment for higher-strength steels, defining or checking weld quality by uninstrumented 
destructive tests, often the only tests in production, is a major challenge in adopting 
advanced high-strength steels (AHSSs) or other high-strength steels.  

Peel or chisel testing individually made coupons can be done following standard 
procedures. On production parts the spot welds are tested for the required size, as 
explained in Section 6.1, after the completion of all spot welding on the assembly or 
subassembly. Destructive testing should be made on as small a spot-welded production 
unit as is practical. 

The difficulty lies in determining the weld quality when interfacial fracture, including 
partial interfacial failure, is observed when a weld is destructively tested. Whether an 
interfacial fracture or a button pull-out is obtained on a weldment depends mainly on the 
following factors: 

1. Weld strength, its shear and tensile resistance 
2. Loading mode, the shear and tensile loading components 
3. Stiffness of the weldment near the weld edge 
4. Loading rate 

Both tensile and shear loading components are present in all types of testing of spot-
welded specimens, including peel, tension, tensile-shear, and twisting. Stiffness of the 
weldment and loading mode together determine the magnitudes of shear and tensile 
loading components on the weld. Interfacial failure may result if the shear loading 
component is large or the weld’s shear resistance is low, or both. Tensile-shear and 
twisting impose larger shear loading to a weld, and have a higher tendency of producing 
interfacial fracture, than other types of loading, such as peel and cross-tension. When a 
weldment is tensile-shear loaded, the rotation of the jointed part is small if the specimen 
is stiff, as in the case of high-strength steels or thick aluminum sheets. As a result, the 
shear component on the weld is large and an interfacial fracture may result. The opposite 
is also true that the rotation of a less stiff weldment tends to be large, resulting in a weld 
button pull-out if the weld’s tensile resistance is low. 

A high loading rate may produce interfacial failure in a weld that might otherwise fail 
with a pulled button if quasi-statically tested. In general, interfacial or partial interfacial 
failure may be observed in both good welds and substandard welds, depending on weld 
quality, loading method, and specimen stiffness. Welds that failed with interfacial or 
partial interfacial failure mode are considered acceptable if they have a clear sign of 
fusion in the designated weld area, and their size is larger than or equal to the minimum 
size requirement. Such welds usually have reasonable strength and should not be 
considered discrepant. An evaluation procedure developed by the American Welding 
Society’s Technical Committee on Automotive Resistance Welding and the Auto-Steel 
Partnership accounts for the interfacial fracture often observed in testing advanced high-
strength steels and aluminum alloys,18 as shown in Figure 6.14.  
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FIGURE 6.14 
Weld evaluation procedure. 

6.3 Nondestructive Evaluation 

Traditionally, weld quality is monitored through destructive testing. Final assurance of 
weld quality requires that a percentage of the assembled parts be destroyed to verify the 
welding process. The disadvantages of such a procedure are obvious. It takes time, during 
which corrections to the weld controls and process are not possible. Remedial measures 
can be taken only after a number of welds are made using the set welding schedules. 
Substandard welds may be produced before necessary adjustment of welding schedules is 
made, and detecting and repair of the welds are generally costly. Many efforts to 
nondestructively evaluate welds have been made to save the cost of scrap parts that result 
as a percentage of the assembled parts destroyed in the verification process. 

Nondestructive evaluation of resistance welds can be made in a number of ways. 
Acoustic emission, eddy current, and x-ray are some of the techniques that have been 
attempted for resistance spot weld quality inspection. Many of them have limitations in 
demonstrating effective solutions in the manufacturing workplace. Most current 
nondestructive techniques are heavily dependent on the experience or skill level of an 
operator, or may require expensive integration. The ideal nondestructive solution to 
resistance spot welding quality inspection would be one that requires minimal changes in 
the workplace-required skill levels and work procedures, and provides accurate 
information on the quality of a weld. 

Using ultrasonic techniques for inspecting resistance weld quality has proven to be a 
viable means in the production environment.19–23 Therefore, they are the focus of this 
section. Ultrasonic techniques were first used in 1978 to detect defective resistance spot 
welds through a procedure that is commonly known as a ring-down technique. The ring-
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down name aptly describes the waveform observed as a series of echoes as the ultrasound 
being bounced between the surfaces of the welded plates. This technique is known as A-
scan. The time intervals of the echoes are used to measure the various thicknesses in a 
weldment. Incomplete welds produce echoes that have roughly half the interval, while 
less overt weld defects exhibit both a series of echoes having the half interval and a series 
of echoes having the longer intervals. The difficulty lies in relating the amplitude of the 
half-interval and longer-interval echoes to the physical parameters of the weld, 
specifically to the quality of the weld. To reduce the difficulties in interpretation, the 
transducer is matched to the diameter of the weld. Ambiguities in the echo amplitude 
result from the shape and surface finish of the top and bottom of the weld, and from the 
location and type of weld defects that might be present. Low-amplitude echoes that result 
from an important and common defect, cold welding, are observed by the use of the 
natural focus of the transducer (e.g., the one by Krautkramer19), which increases the 
sensitivity of the ultrasonic transducer as an echo passes through the transducer’s natural 
focal region. When used by experienced and skilled hands, the technique reportedly 
produces satisfactory results. 

Advanced processing techniques such as artificial intelligence techniques have been 
applied to processing the ultrasonic signals; these processing techniques are sometimes 
known as advanced learning networks (Mucciardi and Gose24), neural networks 
(Murthy25), and others. These artificial intelligence techniques have been introduced to 
assist in interpreting the ultrasound waveforms. Such techniques rely on a set of actual 
defects called training sets to obtain good and bad waveform data sets needed to set up 
the instrument. A problem with such a procedure is that if the defects are verified by 
destructive testing, then the samples are no longer available for use in training or 
retesting. Similar artificial intelligence techniques were utilized in the nuclear power 
industry, and most of the equipment built on such principles has been phased out in favor 
of that using techniques based on more solid physical principles. 

Most of the ultrasonic nondestructive devices are based on the A-scan technique, as 
described in the previous paragraphs. A new technique using ultrasonic B-scan has been 
developed in recent years for nondestructive evaluation of resistance spot welds.22 Based 
on the fundamental theories of ultrasound, this technique has proven to be an accurate 
method for weld quality evaluation. 

6.3.1 Ultrasonic B-Scan 

Historically, the concept of B-scan was developed in the time of the first radar systems in 
the early 1940s and there are many versions in use today. A B-scan image is often 
thought of as a cross-sectional image of a weld similar to an image obtained from 
metallurgical cross-sectioning; it represents a series of echo responses as the transducer is 
moved across the weld. An echo response is associated with the shape of an ultrasonic 
beam, which may cover a significant portion of a weldment. It is convenient to describe a 
B-scan as being formed by rotating a series of A-scan signals into a display and 
presenting the amplitude of signals with a color code, as illustrated in Figure 6.15. The 
figure shows the A-scan signals at different locations on a spot weldment. At each 
location the transducer produces a series of echoes between the top and back of the plate, 
and they are scaled to fit the plate. Then the echo amplitudes are color coded, and the 
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times of flight are represented as a line of colored pixels in a computer image, as shown 
in the figure. The image formed by a sequence of such echo lines is called a B-scan. 
Figure 6.15 clearly shows the cross section of a weldment, including the base metal (top 
sheet), indentation, and weld nugget area. 

The important features of a B-scan are found in the accuracy of the location and size 
of the ultrasound reflections from the top and bottom surfaces of the plate, the top and 
bottom surfaces of the weldment, and the location of any anomalous reflectors within the 
weldment. A schematic of a  

 

FIGURE 6.15 
Formation of a B-scan image of a spot 
weld. 

B-scan-based spot weld inspection system manufactured by Applied Metrics22 is shown 
in Figure 6.16. It consists of a high-resolution scan encoder and has the capability of 
resolving high-resolution thickness data in real time. The scanner was developed for the 
automobile manufacturing environment and uses the same probe for measuring weld 
nuggets ranging from 4 to 12 mm in width. The couplant flow is recovered by a unique 
vacuum system, and the transducer footprint allows examination of RSW within 6 mm of 
an interfering wall. 

The probe setup is shown in Figure 6.17, where a standard immersion transducer 
(xdcr) is mounted in a tubular case. The length of the case fixes the distance off the plate 
needed to set the ultrasonic beam focus at the correct distance. A bushing that tolerates 
the weld surface irregularities is used between the tubular case and the welded plate. 

Resistance Welding     216



Additionally, the bushing has features to recover the water used as couplant. In this form, 
the transducer is easily scanned manually or attached to a robotic scanner. 

An image of a good weld generated using this system is shown in Figure 6.18. It is 
noted that the top plate surface is clearly shown on both the left and right sides of the 
weld. Below the top plate are shown five echoes that can be used to accurately measure 
the thickness of the top plate. The thickness can be used to calculate the minimum weld 
size for an acceptable weld. The reflection on the top plate is used for in situ calibration 
of the ultrasonic  

 

FIGURE 6.16 
A B-scan-based spot weld inspection 
system. 

 

FIGURE 6.17 
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Schematic diagram of probe setup. 

system. The front surface of the weld is shown in the center of the figure, where the 
image shows a deeper electrode impression on the left side. The shape of the electrode 
face is nearly flat and shows essentially no wear. Immediately under the electrode 
impression are two echoes that measure the thickness of the weld and the length of the 
fusion zone. 

6.3.2 Examining Various Welds Using the B-Scan System 

The B-scan system has been successfully employed to measure the geometric attributes 
of spot welds with various characteristics.23 Figure 6.19 shows the  

 

FIGURE 6.18 
B-scan image of a good weld. 

 

FIGURE 6.19 
A good weld (DP600 steel). 
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FIGURE 6.20 
A good weld (low-carbon steel). 

image of a good weld made on DP600 steel sheets. It has the characteristics of complete 
fusion at the contact interface, a sufficiently large nugget width, an indentation mark of 
adequate depth, and no sign of expulsion. The image of a good weld has a reflection from 
the top sheet surface and the back sheet surface only in the nugget zone. No 
reflections/echoes in the nugget zone are found in the image, which means there are no 
unfused areas, inclusions, or voids in the nugget. A good weld on a low-carbon steel has 
similar characteristics (Figure 6.20). After scanning, the specimens were sectioned to 
reveal the structures of the weldments. A direct comparison with the B-scanning results is 
shown in Table 6.2.  

TABLE 6.2 
Comparison between B-Scan Measurements and 
Direct Metallographic Measurements 

  Good Weld Cold Weld Weld with 
Void 

Undersized 
Weld 

Weld with 
Distortion 

  B-
Scan 

Measured B-
Scan

Measured B-
Scan

Measured B-
Scan

Measured B-
Scan

Measured 

Sheet 
thickness 
(mm) 

0.7 0.7 0.75 0.75 0.7 

Nugget 
width (mm) 

4.25 3.526 2.80 2.116 4.98 4.794 2.83 2.290 4.78 3.410 

Indentation 
width (mm) 

4.51 4.048 3.16 2.621 4.76 4.612 2.56 2.285 5.92 4.586 

Indentation 
depth (mm) 

0.19 0.093 0.03 0.026 0.08 0.074 0.11 0.079 0.79 0.634 

Void size 
(mm) 

N/A N/A N/A N/A 0.95 0.794 N/A N/A N/A N/A 

 

FIGURE 6.21 
A cold weld (DP600 steel). 
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FIGURE 6.22 
A void/crack at the center of a weld 
(low-carbon steel). 

A cold weld is characterized by partial or incomplete fusion of the sheet metal at the 
interface. The fused area is too small and too shallow to be considered a weld nugget. 
Sheets joined by a cold weld can be pulled apart easily, sometimes leaving small bumps 
on the sheets at the interface. A B-scan image of a cold weld usually has, as observed 
from Figure 6.21, extremely shallow depth of electrode indentation, a clear reflection 
from the bottom surface of the top sheet in the area under the electrode during welding, 
and no reflection from the bottom surface of the second sheet. Unlike other types of 
welds, cold welds may have very different amounts of fusion, and therefore different B-
scanning signals. They are discussed more later in this section. 

The B-scanning technique is capable of detecting the projection of a discontinuity in 
the direction of the ultrasonic beam. Figure 6.22 shows the image of a weld with a crack 
(unfused interface area) created by using hollow electrodes. A weld with a void/crack 
inside may have a pulled button on peeling. The presence of a void/crack can usually be 
easily detected by B-scanning through the reflections from the top of the void/crack. 
There are usually no echoes from the portion under the first reflection of the void/ crack 
in a B-scan image. 

An undersized weld is one that is formed by complete fusion of the sheets in contact at 
the interface, but has a very small nugget (smaller than the minimum nugget diameter 
recommended for the particular sheet thickness).  

 

FIGURE 6.23 
An undersized weld (low-carbon steel). 
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FIGURE 6.24 
A weld with sheet separation, deep 
indentation, and interface expulsion 
(DP600 steel). 

As the B-scan provides a direct dimensional measurement of the nugget width, 
undersized welds can be easily detected. One such example is shown in Figure 6.23. An 
ultrasonic image of an undersized weld has a shallow depth of electrode indentation and a 
narrow width of indentation. 

The B-scanner can also detect other geometric characteristics of a weld. For instance, 
indentation and separation of the sheets and excessive distortion can be quantitatively 
described. Figure 6.24 shows a weld with excessive expulsion, resulting in large-sheet 
separation and electrode indentation, as observed from the image. 

The fairly good agreement, shown in Table 6.2, between direct metallo-graphic 
measurements and B-scan images shows that the B-scan technique can be applied to 
nondestructive evaluation of resistance spot weld quality. 

6.3.3 Identification of Cold Welds 

As a special class of substandard welds, cold welds pose a challenge to ultrasonic 
evaluation of weld quality. Cold welds generally have poor fusion between the sheets, 
with a thin nugget or no nugget at all. The difficulty in ultrasonic scanning lies in the fact 
that these welds have different degrees of coldness, depending on the amount of fusion. 
This section links the features of B-scan images to the degrees of coldness of cold welds, 
and it should help interpret ultrasonic B-scan images in practice.  

 

FIGURE 6.25 
B-scan and faying surface of a cold 
weld (current=5000 A). 
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FIGURE 6.26 
B-scan and faying surface of a cold 
weld (current=5500 A). 

A set of welds of different coldness was created using 1-mm galvanized mild steel sheets. 
The welding time was fixed at 10 cycles (167 msec), hold time was 50 cycles (836 msec), 
and electrode force was 600 lb (2.67 kN). The only variable was electric current. By 
controlling the amount of heat input, different amounts of fusion are generated between 
the sheets, resulting in welds of different coldness. 

The intensity of ultrasonic signals is indicated by various colors in a B-scan image, 
and it provides a visual identification of the adhesion between the sheets. The minimum 
welding current used was 5000 A. The separated interface and the B-scan image are 
shown in Figure 6.25. The center part squeezed between electrodes during welding shows 
very little difference from the base metal, indicating no or very little fusion in this area. 
The peeled specimen confirms this, showing melting of the zinc coating only. 

When welding current is increased by 500 A, very little difference results in the B-
scan image, as shown in Figure 6.26. The fractured surface, however, shows that in 
addition to the zinc melting, some of the base metal has melted near the center of the 
contact area, although it is very limited. 

When the current is raised to 6500 A, the B-scan image starts to show a difference 
between the base metal and the supposed weld area, although it is still a cold weld. The 
color lines in the B-scan image in Figure 6.27 are no  

 

FIGURE 6.27 
B-scan and faying surface of a cold 
weld (current=6500 A). 
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FIGURE 6.28 
B-scan and faying surface of a peeled 
weld (current=8000 A). 

longer continuous, indicating a fused area at the contact interface. The fractured surface 
shows a larger melting area, and it is rougher than in Figure 6.26. 

When the current is increased to 8000 A, a weld is actually created. This is clearly 
shown in Figure 6.28, which shows a (approximately) double-sheet thickness at the area 
squeezed by electrodes during welding. The indentation is more obvious than previous 
welds. An unfused area appears at the center of the weld, surrounded by a ring of fused 
metal. This is confirmed by the fractured interface in the figure, which shows a large 
smooth area at the center. Because of the insufficient fusion and the presence of a large 
crack in the weld, an interfacial fracture was produced when peel tested. 

A further increase in current to 9000 A produced a small weld nugget, as shown in 
Figure 6.29. The B-scan image has the characteristics of a regular weld, but it is clear that 
the size of the fused area, or nugget width, is very limited. A rough or grainy surface was 
created when peel tested, indicating certain fusion of the base metal. When 500 A more 
current was added, a regular weld was created (Figure 6.30). A weld button was pulled 
out when peel tested, and the coldness no longer existed. From the aforementioned 
analysis, it can be seen that the B-scan signals/images can be effectively used to indicate 
the degree of adhesion, or coldness, of a joint.  

 

FIGURE 6.29 
B-scan and faying surface of a peeled 
weld (current=9000 A). 

Weld Quality and Inspection     223	



 

FIGURE 6.30 
B-scan and a peeled weld 
(current=9500 A). 

By comparing the B-scan images of various welds created with different welding 
currents, the following observations are made on identifying the features of welds from a 
B-scan image: 

1. It is important to differentiate the color lines of reflections from different interfaces. 
This includes both the color (intensity) and thickness of the lines. Consider the color 
lines in a typical B-scan image of a spot weld, such as that in Figure 6.30. Because the 
indentation is small, it is convenient to use the reflection lines in the base metal as a 
reference to describe the structure in the weld area. The first line is the sheet 
(indentation) surface. The line is bright and thick, due to the repeated reflections from 
the surface. It slightly curves at the edge of an indentation mark. Comparing Figure 
6.25 and Figure 6.30, a cold weld (Figure 6.25) tends to have a fairly straight first line. 
A curved line indicates fusion in the weld area. The second line is a reflection of the 
ultrasound from the lower surface of the top sheet. It continues, with or without 
changing color/thickness, into the weld area when the weld is cold (such as in Figure 
6.25), indicating little or no fusion at the faying interface. As the amount of heating 
increases, the portion of the line in the weld area turns darker and blurrier.  

2. Judging only from the second line for fusion is not sufficient. The line can be bright 
even when there is sufficient fusion at the weld area, due to a structural difference of 
this portion of the weld, resulting from the original faying interface and solidification 
process. However, when there is fusion, the fused (original) faying interface does not 
reflect the ultrasonic waves the same way as an unfused or slightly fused faying 
interface does, as seen in the fourth line. Comparing Figure 6.27 and Figure 6.30, the 
second lines in these figures are both clearly visible, but the fourth lines are drastically 
different. For the cold weld (Figure 6.27), the fourth line is bright, with increased 
thickness due to reflection from the deformed sheets and some fusion in the weld area. 
A good weld (Figure 6.30), on the other hand, has a very thin or even no fourth line. 
Therefore, the fourth line serves as a good indicator, together with the second line, for 
the degree of fusion at the faying interface. 

3. The attenuation rate in the B-scan echo pattern reflects the coarseness of the 
microstructure and the smoothness of the interfaces. By studying the attenuation of the 
sound waves from B-scan images, it is possible to gain a rough idea about the 
structural characteristics of the adhesion. 
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6.3.4 Relationship between Weld Attributes and Weld Strength 

When weld attributes, such as weld button size and indentation, are measured for weld 
quality, it is implied that these geometric features of a weld-ment correspond to the 
performance or strength of a weld. Therefore, a relationship between weld attributes and 
weld strength is needed in order to make a valid judgment of weld quality based on the 
geometric dimensions measured destructively or nondestructively. Ultrasonic B-scanning 
provides an opportunity to establish such a relationship by measuring the weld attributes 
before destructively testing the weldments. One such relationship was attempted through 
impact testing an advanced high-strength steel (AHSS).26,27 

The AHSS steel was welded using four different schedules to create welds of various 
characteristics. The specimens were scanned, using a B-scanner made by Applied 
Metrics, for the physical attributes, such as nugget width, indentation depth, and width, 
before being tested under an impact loading. The specimens, testing device, and testing 
procedure are described in Chapter 4. The measured dimensions of the weldments were 
then correlated to the impact performance, such as the impact energy and peak load 
during impact. 

For this material, there is no clear dependence between nugget width and impact 
energy, as shown in Figure 6.31. Unlike often observed in static tensile-shear testing, 
large welds do not necessarily imply high-impact strength. However, the strength is 
closely related to the failure mode of the  

 

FIGURE 6.31 
Relation between impact energy and 
nugget width. 

tested specimens. For welds of similar sizes, a complete button separation from both 
sheets produces the highest impact energy, while an interfacial fracture is associated with 
a low-impact strength. This strongly suggests that the weld structure, in addition to the 
weld size, determines a weld’s performance. A weak dependence of impact energy on 
weld thickness is also observed (Figure 6.32). In general, a small (or thin) weld thickness 
corresponds to a large nugget penetration, which is needed for certain adhesion strength. 
Again shown in this figure, the welds with complete button separation are stronger than 
those with other fracture modes. For this material, the electrode indentation has the 
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closest link to a weld’s impact strength. Figure 6.33 and Figure 6.34 show that impact 
energy and peak load increase monotonically with indentation depth for most values of 
indentation. The impact energy peaks at an indentation of 0.7 mm, and the peak load at 
about 0.6 mm. A further increase in indentation depth actually weakens the weld-ment, 
resulting in a decreasing trend in both energy and peak load.  

 

FIGURE 6.32 
Relation between impact energy and 
weld thickness. 

 

FIGURE 6.33 
Relation between impact energy and 
indentation depth. 
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FIGURE 6.34 
Relation between peak load and 
indentation depth. 

The conclusions are material dependent; i.e., different materials have different 
correlations between weld attributes and weld performance. Such relations are essential 
in using nondestructive means for weld quality evaluation. 
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7 
Expulsion in Resistance Spot Welding 

 

A common phenomenon in resistance spot welding (RSW) is expulsion, the ejection of 
molten metal during welding. Expulsion, which can be observed frequently during spot 
welding, happens at either the faying surface or the electrode/workpiece interfaces, as 
shown in Figure 7.1 and Figure 7.2, respectively. The latter may severely affect surface 
quality and electrode life, but not the strength of the weld if it is limited to the surface. On 
the other hand, expulsion at the faying surface is highly undesirable in terms of weld 
quality, because it involves loss of liquid metal from the nugget during welding. The risk 
of expulsion is especially high in spot welding of aluminum alloys due to the very 
dynamic and unstable nature of the process, which is related to application of a high 
current in a short welding time, compared to welding steels. The causes of expulsion are 
both technical and human related. Expulsion is often used as a visual indicator of a 
correct welding process in steel welding. To achieve a weld size as large as possible to 
meet certain requirements, a prevalent practice is to use a large welding current, often 
close to or beyond expulsion limits. Expulsion limits are also  

 

FIGURE 7.1 
Expulsion traces at the faying interface 
of a steel weldment. The arrow points 



at ejected and momentarily frozen 
liquid metals. 

 

FIGURE 7.2 
Expulsion from the surface of a sheet 
(the interface between an electrode and 
a sheet) in welding an AA5754. 

often deliberately exceeded in production to reduce variations in weld quality caused by 
random factors. However, because of the loss of metal during expulsion, defects, such as 
voids and porosity that may reduce weld strength, are introduced to the nugget. In 
addition, expulsion has a negative influence on adhesive bonding, if it is used in 
conjunction with spot welding (so-called weld bonding), by damaging the adhesive layer. 

The need to eliminate nonconforming welds in the sheet metal industry makes it 
necessary to reduce expulsion in resistance spot welding. Prediction and control of 
expulsion are then of important practical interest. 

In this chapter, the theories and models of expulsion are reviewed, and examples of 
some models are presented. The fundamental understanding of the expulsion 
phenomenon and its influence on weld quality presented in this chapter may lead to more 
research on expulsion, and effective ways to control it. 
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7.1 Influence of Expulsion on Spot Weld Quality 

In general, expulsion causes undesirable features to both the appearance and performance 
of a spot weld. It is often linked to excessive surface indentation, electrode wear, and 
sheet distortion or separation, and volume defect  

 

FIGURE 7.3 
A cross section of a nugget in an 
AA5754 after heavy expulsion. 

formation. Due to heavy expulsion, a large cavity was formed after nugget solidification 
as a result of a deficit in volume, as shown in Figure 7.3. 

Regarding the influence of expulsion on the performance characteristics of a spot 
weld, there are two opposing opinions. The first is that expulsion does not decrease weld 
performance and it is acceptable in limited ranges, which is represented by the works of 
Kimchi1 and Karagoulis.2 Another opinion is that expulsion has a detrimental effect on 
weld performance and appearance, and it should be suppressed, as suggested in the works 
by Newton et al.3 and Hao et al.4 This difference in opinions basically stems from the 
difference in materials tested. The first opinion was formed based on experiments on 
steels, while the latter one was based on aluminum alloys. But generally, it is agreed that 
expulsion may induce some unfavorable features to the weldment. 

To clarify the confusion, a series of experiments was conducted by Zhang5 on the 
influence of expulsion on steel welding. In the first experiment, a fixed welding time (200 
msec or 12 cycles) and electrode force (2.8 kN) were used. The welding current was 
altered in a small range: 

Case A: 7.7 kA, with very low expulsion probability 
Case B: 7.8 kA, with moderate expulsion probability 
Case C: 7.9 kA, with high expulsion probability 
Case D: 8.0 kA, with very high expulsion probability 
These cases were chosen based on a statistical study of expulsion, which will be 

presented in detail in Sections 7.3.3 and 7.4.2 of this chapter. These cases represent the 
welding schedules from very low possibilities of expulsion to very high possibilities of 
expulsion. The small range of welding current was chosen to produce welds of similar 
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size (and other physical attributes), with some having expulsion and others not. In the 
study, AKDQ steel of 0.78-mm gauge was used. 

Figure 7.4 shows the measurement of weld attributes (average values and ranges of 
variation). Compared to the ones without expulsion, welds with expulsion have a slightly 
smaller nugget diameter, less penetration, and a smaller heat-affected zone (HAZ) and 
total thickness of weldment, but slightly  

 

FIGURE 7.4 
Physical attributes measured on 
sectioned specimens. For each 
measurement, welds with and without 
expulsion are compared, and the 
ranges of variation are shown for 
minimum, average, and maximum 
values. 

larger electrode indentation marks. The slight difference in the physical appearance might 
be due to the fact that welding parameters used to create these welds were very close to 
each other. A closer look at the microstructures of the nuggets and the HAZ reveals very 
little difference between welds with and without expulsion in untested specimens. 
Examination of the microstructures of tensile-shear tested specimens also shows no 
significant difference. Columnar structures can be clearly seen inside the nugget, and 
precipitates are visible around the grain boundaries in the HAZ. Basically, no significant 
difference has been observed on the appearance of the welds. The only visible difference 
between the expelled and normal welds is that specimens with expulsion usually have 
larger distortion and sheet separation. 

When the specimens were tensile-shear tested, the peak load showed very little 
difference between welds with and without expulsion (Figure 7.5). But  

Resistance Welding     232



 

FIGURE 7.5 
Influence of expulsion on strength 
measurements. 

generally, welds with expulsion have lower maximum displacement, especially lower 
energy (these quantities are defined in Chapter 8). These differences would be neglected 
if only peak load was measured, as in many works on expulsion, where peak load was 
taken as the sole measure of weld strength. They can be clearly attributed to expulsion. 
Indeed, displacement and energy exhibit an important aspect of weld strength, i.e., 
ductility (and fracture toughness) of the weldment. A good weld should have sufficient 
load-carrying capacity (peak load), as well as certain ductility. Using peak load as the 
sole measure of weld strength is not only an incomplete description of weld quality, but it 
may also be misleading, such as in the case of brittle welds. Another observation from 
Figure 7.5 is that the ranges of variation are larger when testing welds with expulsion, 
which is an implication of expulsion on the consistency of welding quality. An 
examination of tested specimens revealed that specimens with expulsion generally have 
fractures in the HAZ near the nugget (Figure 7.6a), while the ones without expulsion 
failed farther away from the nugget (Figure 7.6b). Therefore, the difference in geometry 
(difference in distortion) may contribute the most to the difference in strength. 

In another experiment, the effect of expulsion was investigated using schedules with 
larger ranges of electrode force, welding time, and welding current. The material used 
was 0.8-mm galvanized steel. To create various sizes of nuggets and heat-affected zones, 
two electrode face diameters (6 and 10 mm) and several welding schedules were used. 
The electrode forces used were 600 and 1667 lb (2.67 and 7.4 kN), the weld current was 
in the range of 9968 to 23,232 A, and the weld time was between 6 and 24 cycles (100 
and 400 msec). 

Figure 7.7 shows the dependence of peak load and maximum displacement on average 
button size. Both peak load and displacement increase with button size. The trend is 
interrupted when expulsion happens. Compared with the welds of similar size without 
expulsion, the ones with expulsion  
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FIGURE 7.6 
Tensile-sheared specimens (a) with 
and (b) without expulsion. 

 

FIGURE 7.7 
Dependence of peak load and 
maximum displacement on average 
button size. 

show a significant drop in peak load (about 10%) and maximum displacement (about 
30%). A similar trend can be observed in energy measurement (Figure 7.8). In this set of 
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experiments, under the same welding conditions, welds with expulsion show slightly 
larger nugget and button sizes, but lower strength than their counterpart without 
expulsion.  

 

FIGURE 7.8 
Dependence of energy on average 
button size. 

From the analysis of the experimental results, the following conclusions can be drawn: 

• Welds with expulsion may have lower strength than the ones of similar sizes but 
without expulsion. 

• Button diameters correlate well with tensile-shear strength when there is no expulsion. 

7.2 Expulsion Process and Detection 

To understand the expulsion phenomenon and to predict expulsion limits, several theories 
or hypotheses on the mechanisms of expulsion have been proposed. It was believed that 
the electrode force causes expulsion, as stated by Davies.6 The molten metal of a weld 
nugget is squeezed out by the electrodes, and expulsion happens. However, this is 
contrary to observations of many researchers. It is worthwhile to mention the works by 
Dickinson et al.7 and Wu.8 Expulsion takes place, as stated in Dickinson et al.,7 when 
total useful energy applied to the weld exceeds a certain value defined as “critical 
expulsion energy,” which is a function of physical properties or characteristics of the 
given material. This critical expulsion energy, as well as the total useful energy, is 
difficult to calculate in practice. Expulsion was linked by Wu8 to excessive current 
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densities, either by gross peak welding current or by highly localized/microscopic contact 
areas of faying surfaces with increased resistance by oxidation or contamination, at the 
early stage of spot welding. Although these studies provided certain insights to the 
understanding of the expulsion mechanism, quantitative analysis and application of these 
theories in practice are difficult. The latest theory of expulsion is that it happens when the 
force from the nugget due to the internal pressure in a liquid nugget caused by melting, 
liquid expansion, and other factors exceeds the force from the electrodes (Senkara et al.9). 

As shown in the last section, expulsion may decrease the strength of a spot weld; 
therefore, it should be avoided. As a frequently observed phenomenon in resistance 
welding, it involves interactions of mechanical, thermal, and metallurgical processes. For 
instance, the electric current determines the heat input rate, which in turn influences the 
formation of the nugget, the temperature distribution in the weldment, and ultimately 
expulsion. Besides welding parameters, other factors, such as surface conditions, material 
strength (especially yield strength), loading, and thermal conditions, also influence 
expulsion. Because of its complex nature, it is difficult to predict or control expulsion. A 
few attempts have been made to detect expulsion by various techniques. According to 
published works, expulsion can be detected by measuring dynamic resistance (Dickinson 
et al.7), acoustic emission (Vahaviolos et al.10), electrode displacement (Kilian and 
Hutchenrenther11; Hao et al.,12), and electric signals (Hao et al.4). Most of these 
measurements are difficult to make and often too expensive for use in production. The 
measurement proposed by Hao et al.4 seemed promising. It described a robust method of 
monitoring expulsion in aluminum spot welding in high-volume production, based on 
electric signals for both alternating-current (AC) and medium-frequency direct-current 
(DC) welding machines. All of these efforts are generally for expulsion detection only 
Thus, corrections of welding parameters, if possible, can only be made on subsequent 
welds to avoid expulsion after making the weld. Therefore, the effectiveness of these 
methods in eliminating/reducing expulsion is limited. 

A resistance spot welding process can be divided into the following principal stages: 
initiation of nugget, rapid nugget growth, steadily decreasing growth, and expulsion 
(Dickinson et al.7; Gould13). These stages can be reflected in a typical lobe diagram 
(Figure 7.9). Such diagrams, which are widely used in practice to determine welding 
schedules, only explore the expulsion phenomenon and suggest reasons for expulsion in 
terms of welding time and welding current. No fundamental understanding can be drawn 
from them. It is important not only to detect but also to predict expulsion, either on-line 
or off-line.  
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FIGURE 7.9 
Welding stages for a particular current, 
superimposed on a lobe diagram for an 
HSLA steel taken from Han et al.14 

7.3 Expulsion Prediction and Prevention 

The techniques used to detect expulsion during spot welding provide important clues for 
understanding the expulsion phenomenon. For instance, the displacement between 
electrodes indicates how a weld nugget grows through thermal expansion of the 
weldment, and how electrodes collapse on the workpieces when expulsion happens. The 
displacement profile measured with a fiber-optic sensor on a 0.8-mm hot-dip galvanized 
(HDG) steel during welding is shown in Figure 7.10. To effectively minimize the 
occurrence of expulsion, a fundamental understanding of the process is needed to develop 
models for expulsion prediction. 

There have been a number of efforts in modeling the expulsion process, as reviewed 
by Senkara et al.9 Among them, three models appear promising: 

• Geometry comparison model 
• Force balance model 
• Statistical model 

The following sections summarize the models and present examples on how these models 
are applied in practice.  

Expulsion in Resistance Spot Welding     237	



 

FIGURE 7.10 
Displacement measured with a fiber-
optic sensor on a 0.8-mm HDG steel. 
Weld cycle was based on a 60-Hz 
alternating current. 

7.3.1 Geometry Comparison Model 

In a series of papers by researchers at Alcan Aluminum Company (Newton et al.3; 
Browne et al.15,16), a model was proposed and verified based on the comparison of weld 
nugget size with the compressive zone size. In the model, the radius of a molten weld 
nugget is calculated (using a finite element model (FEM)) as a function of welding 
parameters. Expulsion takes place when the radius of the growing nugget exceeds that of 
the compressive force from the electrodes, as illustrated in Figure 7.11. This model 
catches the characteristics of expulsion phenomenon; i.e., the liquid metal is ejected when 
there is insufficient containment (by compressive force) through part of the solid 
periphery of the nugget. Fairly good agreement was obtained by the authors when the 
model prediction was compared with experimental results (Browne et al.16). 

However, because of limitations of the numerical simulation techniques and the small 
number of cases that can be simulated, this model is difficult to be used for accurately 
predicting expulsion in practice. Welding conditions and processes have to be idealized 
because of the limitations of numerical modeling, and the prediction relies solely on the 
comparison of geometric dimensions. Expulsion is usually predicted at a later stage of 
welding using this model, as a nugget needs time to grow to a certain size. However, 
there are observations that expulsion happens often at early stages of welding, when the 
size of the molten metal is considerably smaller than that of the compressive zone 
supplied by the electrodes. Expulsion results not only from improper welding time, 
current, and insufficient electrode force, but also from poor electrode conditions, 
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electrode alignment, and workpiece conditions. In practice, there are rarely cases in 
which the electrodes are aligned and the fit-up is perfect. It has also been recognized that 
some materials tend to expel more than other materials. It is difficult to apply the 
geometry comparison model to such cases mainly because of the limitations of finite 
element modeling.  

 

FIGURE 7.11 
Mechanisms of expulsion of the 
geometry comparison model. 

7.3.2 Force Balance Model 

Based on the understanding of the physical processes during resistance spot welding, an 
expulsion model was proposed by several researchers (Senkara et al.9). An expulsion 
criterion was proposed by comparing the electrode force with the force from the liquid 
nugget, and expulsion occurs when the latter exceeds the former. An effective electrode 
force, instead of an applied/ nominal electrode force, was used in the model. A 
methodology was proposed for determining the effective electrode force by analyzing 
loading conditions and locations of the nugget and electrodes. By thermodynamics 
analysis, the internal pressure in the liquid nugget caused by melting, liquid expansion, 
and other factors can be evaluated, and the force from the liquid nugget can be calculated 
by knowing the internal pressure and the dimensions of the nugget. Details of this model 
will be presented in the following sections. 

7.3.2.1 The Principle 

Although there are many complicated reasons for expulsion, its basic process was 
described in the model by the interaction between the forces from the liquid nugget and 
its surrounding solid containment. Major forces acting on the weldment during welding 
are illustrated in Figure 7.12. They include the squeezing force provided by the electrodes 
(FE,applied), me force from the liquid nugget (FN) onto its solid containment, which is 
generated by the pressure (P)  
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FIGURE 7.12 
Forces acting on the weldment during 
resistance spot welding under idealized 
conditions with aligned electrodes and 
perfect fit-up. 

in the molten metal, and the compressive force (Fx) acting at the faying interface. There is 
a bonding provided by solid diffusion (corona bonding) at the faying surface that may 
provide some resistance to sheet separation. This force is usually much smaller than the 
others and can be neglected in the analysis, as this model considers extreme expulsion 
conditions only. 

Based on this understanding a general model of expulsion was proposed. The criterion 
of expulsion can be stated as: Expulsion occurs when the force from the liquid nugget 
(FN) onto its solid containment equals or exceeds the effective electrode force (FE), i.e., 
FN≥FE. 

These two forces and a schematic illustration of the model are shown in Figure 7.13. 
In practice, the applied electrode force is rarely aligned with the total force from the 
liquid nugget because of imperfections in electrode geometry, such as due to electrode 
wearing, electrode alignment, and part fit-up. Therefore, the applied electrode force, in 
many cases, is not the same as the one used to contain the liquid nugget from expulsion. 
The effective electrode force is introduced in this situation to accurately represent the 
force used to suppress the force from the liquid nugget. 

7.3.2.2 Evaluation of Effective Electrode Force 

An effective electrode force, which is usually a fraction of the total applied electrode 
force, is used to balance the force from the liquid nugget. It can be estimated as follows. 
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The actual forces on one workpiece can be idealized, shown by the arrows in Figure 
7.14, at the time of expulsion. FE,applied is the applied electrode force, FN is the total force 
from the liquid nugget against the solid containment, and Fx is a force imposed by the 
other workpiece.  

 

FIGURE 7.13 
Schematic diagram of the force 
balance. FN is the force from the 
nugget due to liquid pressure and FE is 
the effective electrode force. 

 

FIGURE 7.14 
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Schematic diagram of simplified forces 
and their locations on one workpiece at 
expulsion. 

In Figure 7.14, d is the distance between the total nugget force and the electrode force, r 
is the distance between FN and the edge of the nugget. It is the radius in the case of a 
round weld, x is the distance between force Fx and FE,applied. Moment equilibrium with 
respect to the acting point of Fx produces the following relationship between FE,applied and 
FN: 

FE,applied x=FN(d+x) 
(7.1) 

Before metal melts, x=0 because FN=0, and FE,applied and Fx have to be collinear. As the 
liquid nugget grows, FN gets larger (  the area of the nugget at the faying surface), so 
Fx gets smaller because Fx+FN=FE,applied, assuming FE,applied=constant. Meanwhile, x goes 
up, as can be derived from a moment equilibrium with respect to the acting point of 
FE,applied: FNd=Fxx when assuming d=constant. Because the magnitude of FN increases 
and that of Fx goes down, x has to get larger, or Fx gets farther away from the center of 
the nugget during nugget growth. It is reasonable to assume that when Fx moves across 
the right edge of the nugget (point A), the solid loses its containment of the nugget. 
Therefore, x=r−d can be regarded as a critical condition for expulsion to happen. 
Therefore, the expulsion condition is 

FE,applied (r−d)=FNr 
(7.2) 

If an equivalent force of magnitude of  

 (7.3) 

is applied in line with the force from the nugget, the workpiece is under equilibrium. 
Therefore, when there is a difference between the locations of the electrode force and the 
force from the nugget, the electrode force can be replaced by an equivalent, or effective 
electrode force in line with the force from the nugget. This effective electrode force is 
smaller than the applied electrode force; i.e., only part of the electrode force is used in 
controlling expulsion. 

The discrepancy d is usually created by asymmetric loadings, such as in the case of 
electrode misalignment (axial or angular misalignments), electrode wear, or improper 
workpiece fit-up. In Figure 7.12, the electrodes are aligned and the workpiece fit-up is 
perfect. The force provided by the electrodes is fully used against the nugget force such 
that d=0 and FE=FE,applied. However, such an aligned and symmetric system is rarely seen, 
even in a laboratory setup. Figure 7.15 shows a case with angular misaligned electrodes. 
The nugget forms around the shortest electrical current path or the path with least electric 
resistance, which is not the same as the one along which the total electrode force is 
applied because of the angular misalignment. As a result, an offset d is created between 
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the applied electrode force and the force from the nugget. If the applied electrode force is 
not sufficient, expulsion may occur on one side of the nugget, as shown in Figure 7.15.  

 

FIGURE 7.15 
An offset between the applied 
electrode force and that from the 
nugget, which is created by an angular 
misalignment of electrodes. 

The sectioned AA5754 nugget shown in Figure 7.3 has an offset of 1.3 mm, and 
therefore FE≈0.7 FE,applied; i.e., only 70% of the applied electrode force was used to 
suppress expulsion. The location of the applied electrode force is estimated from the 
surface indentation, and the nugget force is through the geometric center of the nugget. 

Electrode force can be applied through pneumatic or other mechanisms and can be 
approximated as a constant during welding for simplicity. The change of electrode force 
during welding is described in Chapter 8. The offset is not easy to determine, as it 
depends on a large number of random factors of actual welding processes. However, a 
guideline for selecting an electrode force/welding schedule can be obtained by estimating 
the conditions of extreme cases. 

Expulsion in Resistance Spot Welding     243	



The force from the liquid nugget can be calculated with the knowledge of its size and 
pressure. The following section is devoted to the calculations of pressures and forces in 
the molten metal. 

7.3.2.3 Pressures and Forces in the Liquid Nugget 

The pressure in a liquid nugget stems from the liquid volume expansion and the 
constraining imposed by its surrounding solid, and it is influenced by several factors. As 
an example, Figure 7.16 shows how the volume changes with temperature for pure iron 
and an Al-Mg alloy. The plots (Senkara et al.9) are created using specific density data (in 
solid and liquid states, from the Handbook of Chemistry and Physics (Lide17) and Metals 
Handbook18 and coefficients of linear thermal expansion (ASM Metals Reference Book19; 
Hatch20), for Al, Mg, and Fe. During welding, workpieces are heated from an initial 
temperature to the melting point and beyond. A volume expansion  

 

FIGURE 7.16 
Calculated thermal expansion for an 
aluminum alloy 5754 and pure iron, in 
the temperature ranges between room 
temperature and beyond melting point. 

occurs during heating in the solid state, solid-to-liquid phase transformation, and heating 
in the liquid state. The volume change due to melting happens at the melting point for 
pure metals and between solidus and liquidus temperatures for alloys (except eutectic 
alloys). This volume change can be significant, as in the case of aluminum (about 7% 
volume change at its melting point). Further heating of the liquid produces a larger 
volume increase than thermal expansion in the solid state. 

However, a free volume expansion of the liquid nugget during resistance spot welding 
is not possible due to its surrounding solid containment and the squeezing of electrodes. 
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As a result, pressure in the nugget may be significant because of relatively low 
compressibility of liquid. It should be noted that if there is an expansion of surrounding 
solids around the liquid nugget, pressure in the nugget drops. Because the transformation 
of solid to liquid, which is the major contribution to internal pressure in the nugget, 
occurs at a relatively narrow temperature range, no significant volume change in the 
surrounding solid due to thermal expansion is expected. Therefore, the relief of pressure 
due to simultaneous solid expansion at melting can be neglected for simplicity. The solid 
farther from the molten metal in the workpieces, which is at a lower temperature, inhibits 
the expansion of the solids in the immediate vicinity of the nugget. This confinement, 
together with the squeezing supplied by the electrodes, makes it difficult for the liquid 
nugget to expand under the pressure, from either melting or subsequent heating. 

Another source of pressure in the liquid nugget is the pressure of metal vapors. Such 
pressure exists because at above the melting temperature, a closed system tends to reach 
liquid-vapor equilibrium according to general thermodynamics principles. This effect 
should be taken into account, especially if there are volatile elements in the welded alloy, 
e.g., Mg and Zn in certain series of aluminum alloys or Zn in coated steels. The pressure 
of metal vapors may be significant even at a temperature below a metal’s boiling point. In 
addition to metal vapor pressure, pressure from gases resulting from thermal 
decomposition of surface agents should also be considered. Examples of surface agents 
are lubricants on metal sheets, pretreatment agents, adhesives (in the case of weld 
bonding), and adsorbed moisture or gases. The pressure can be evaluated by considering 
the type and amount of gaseous products, their reactivity with the liquid alloy, and 
solubility in it. 

Therefore, there are four major components of pressure in the liquid metal in 
resistance spot welding: 

• Solid-to-liquid-phase transformation (melting, Pmelt) 
• Expansion in the liquid state (Pexp.) 
• Vapors from the liquid metal (Pvapor) 
• Decomposition of surface agents (Plubr.) 

The total pressure in a liquid nugget is the summation of all these components: 
P=Pmelt+Pexp.+Pvapor+Plubr 

(7.4) 

In order to calculate the total pressure, the properties of materials above their melting 
points should be examined. Due to a lack of certain data, an assumption has to be made 
that the property of an alloy ZA−B of components A and B can be linearly interpolated, 
using the properties of its components ZA and ZB and their atomic fractions xA and xB in 
the alloy: 

ZA−B=ZAxA+ZBxB 
(7.5) 

The same assumption is also used for the remaining parts of this section. The calculation 
of the four pressure components is detailed below. 
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7.3.2.3.1 Pressure Due to Melting 

As a result of melting a certain portion of the metal surrounded by the solid phase, 
compression of the liquid takes place. The relationship between the volume V and 
pressure P in the liquid nugget at a given (absolute) temperature T can be described by 
the coefficient of compressibility κ (Prigogine and Defay21): 

 
(7.6) 

Therefore, for a small decrement of volume, the increase in pressure is 

 (7.7) 

Since the molten metal is not allowed to expand freely due to the containment of its solid 
surrounding and the electrode forces, the increase in pressure resulting from melting is 
approximately the same as that from compressing the liquid metal from the (free) liquid 
volume to its original volume before melting. This pressure can be obtained by 
integrating Equation 7.7: 

 
(7.8) 

TABLE 7.1 
Selected Properties of Aluminum, Iron, and Main 
Components in Their Alloys 

Property Unit Al Fe Cu Mg Zn 
Solid density at melting point (ρS) 103 kg m−3 2.55a 7.31a 8.32b 1.65b 6.84b 
Liquid density at melting point (ρL) 103 kg m−3 2.37b 7.07b 8.09b 1.58b 6.64b 
Liquid density change rate (−dρL/dT) 10–1 kg m−3 

deg−1 
3.11b 6.34b 9.44b 2.60b 11.3b 

Volume change due to melting ((VL−VS)/VS) % 7.06a 3.16a 4.68a 4.2a 2.9a 
Coefficient of volume expansion in liquid at 
melting point (a) 

10–4 deg−1 1.31a 0.89a 1.17a 1.65a 1.70a 

a Calculated values based on data from Handbook of Chemistry and Physics,17 Metals Handbook,18 
ASM Metals Reference Book,19 and Aluminum: Properties and Physical Metallurgy.20 
b Data from Handbook of Chemistry and Physics.17 

where VS and VL are molar volumes of solid and liquid states, respectively, at melting 
temperature. Therefore, the pressure due to melting is 

 
(7.9) 
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So a high volume change during melting results in a high-pressure contribution. Volume 
changes of several metals and alloys are shown in Figure 7.16 and Table 7.1. 

7.3.2.3.2 Pressure Due to Liquid Expansion 

A quantitative relationship between pressure and temperature under a constant volume 
can be described by a thermal pressure coefficient β, defined in the following: 

 
(7.10) 

Its value is unknown for most liquid metals. However, the partial derivative ∂P/∂T may 
be presented as the product of two partial derivatives:  

 
(7.11) 

By introducing a coefficient of volume thermal expansion, α, defined as 

 
(7.12)  

and using compressibility coefficient κ as defined in Equation 7.6, β can be expressed by 
variables whose values can be found in published metallurgical data sources: 

 (7.13) 

Hence, for a small increment of temperature, the increase in pressure is 

 (7.14) 

Integration of Equation 7.14 yields the contribution of pressure due to the expansion of 
the liquid nugget in the range from melting point Tm to a given temperature T at a 
constant volume in the following form: 

 (7.15) 

In Equation 7.15, κ is a constant and a can be evaluated by considering the volume 
change during heating. Because the liquid density depends linearly on the temperature 
above the melting point, α can be expressed as 

 
(7.16) 

where C equals −dρL/dT, and it is a constant that can be derived from the values listed in 
Table 7.1. α is listed in Table 7.1 for several metals. 
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7.3.2.3.3 Vapor Pressure 

Vapor pressures of several commonly used metals are presented in Figure 7.17. Although 
pure metals are rarely welded in industrial practice, vapor pressures of alloys can be 
derived from those of their components. 

The total vapor pressure over the liquid alloy, Pvapor, equals the sum of partial vapor 
pressures of particular components  

 

FIGURE 7.17 
Plots of vapor pressures for several 
metals using data from the Handbook 
of Chemistry and Physics.17 

 (7.17) 

According to Raoult’s law, may be written as a product of thermodynamic activity ai 
of given component i in the liquid solution and its vapor pressure in pure state  

 
(7.18) 

where ai can be written as 
ai=xiγi 

(7.19) 

xi and γi are the molar ratio of component i in the solution and its coefficient of activity, 
respectively, at a given temperature. Unfortunately, data on ai and γi and their 
temperature dependence for liquid metallic solutions are limited (Hultgren et al.22), and in 
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many cases, it is impossible to obtain ai. However, it is possible to calculate γi using 
Gibbs-Duhem’s equation of a multicomponent metallic solution: 

 (7.20) 

An especially useful solution to the above equation was developed by Krupkowski23 for 
quasi-regular metallic solutions. According to his work, γi can be expressed as the 
product of two independent functions of temperature w(T) and concentration f(xi): 

ln γi 
(7.21) 

In two-component solutions (A−B), coefficients of activity can be expressed as 

 
(7.22) 

and 

 
(7.23) 

where a, b, and m are constants that can be found in thermodynamic tables or calculated 
from existing data. Based on two-component solutions, the calculation of γi in a 
multicomponent solution is also possible by using the following equation: 

 
(7.24) 

where [lnγi]j,k is for the activity coefficient of i in a binary j−k solution. 

7.3.2.3.4 Pressure Due to Decomposition of Surface Agents 

Before spot welding, there are usually lubricants, adhesives, and other coatings at the 
faying interfaces. Additionally, thin layers of adsorbed gases and moisture also exist on 
the surfaces. During spot welding, the heat releases gases and decomposes surface agents 
at the faying interfaces. Part of the gases is trapped in the rapidly spreading liquid metal 
at the faying surface under electrode forces. Examples of such gases are H2, H2O, CO, 
CO2, and CxHy chains. The type and amount of gases may vary in individual cases. 
However, the general steps of calculating their contributions to the total nugget pressure 
are as follows:  

• Determine the types of particular gases in the area of interest and calculate their 
quantities (in terms of moles) under the standard condition (at 298 K). 
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• Subtract the amount of gases dissolved in liquid metal and those reacted with liquid 
metal. Gas-metal solubility as a function of temperature, as well as chemical affinity, 
should be considered. 

• Calculate the pressure increase at the welding temperature (above Tm) with the 
knowledge of the total pressure contributed by other factors. 

In practice, the amount of specific gases that are released from the sheet surface during 
welding may be determined by suitable chemical analysis. Thorough decomposition and 
zero gas solubility and reactivity can be assumed to obtain extreme values of pressure due 
to surface agents. 

Therefore, the calculation of pressure from surface agent decomposition depends on 
the particular gas composition, solubility, and reactivity of the system. By using the ideal 
gas equation of state for the released gases, an equation for the pressure can be derived by 
thermodynamics consideration as 

 
(7.25) 

In Equation 7.25, n=ntotal−ndiss−nreact., where ntotal is the sum of the moles of the released 
gases under standard thermodynamic conditions, and ndiss and nreact. are the moles of gases 
dissolving in and reacting with the liquid metal at the welding temperature (T), 
respectively. R is the universal gas constant, and Vnugget is the volume of the liquid nugget. 
PL is the total pressure due to melting, liquid expansion, and metal vapor pressure. 
Equation 7.25 can be solved numerically for particular systems. 

7.3.2.3.5 Calculation of Total Pressure and Force from Liquid Nugget 

The total force from the nugget can be estimated numerically (e.g., by using the finite 
element method). The liquid nugget can be considered a simply connected domain. The 
minimum temperature is at the solid-liquid boundary, which is the melting temperature 
(solidus can be used for simplicity). Finite element simulation (Tsai et al.24; Zhang et 
al.25) shows that the maximum temperature is reached at the center of the nugget, and 
isotherms in the nugget are ellipsoidal in shape. Therefore, the temperature distribution in 
the liquid nugget can be approximated as layers (or shells), with the temperature being 
constant in each layer/shell. For any shell i reaching the melting point in the liquid 
nugget, the total pressure is  

pi=pi1+pi2+pi3+pi4 
(7.26) 

where partial pressures pi1–3 are as expressed in Equations 7.9, 7.15, and 7.17, and pi4 is 
the partial pressure due to decomposition of surface agents, which is calculated from 
Equation 7.25. Total pressure in the entire nugget is 

 
(7.27) 
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where p is the total pressure of a unit volume at a temperature; Vi, the volume of shell i in 
which the temperature is assumed constant; and fi, the volume fraction of shell i. A 
detailed calculation of pressures is demonstrated in Section 7.4.1.1. Figure 7.18 shows 
examples of calculated total pressures. 

Force from the liquid nugget onto its solid surroundings can be estimated once the 
pressure and the projected area in the direction of concern are known. Force in the 
direction of interest (here it is assumed to be the z-direction) on a segment of solid-liquid 
interface dS (as shown in Figure 7.18) is 

dFz=PdScosγ=PdSxy 
(7.28) 

where γ is the angle between the z-axis and the normal n of dS, and dSxy is the projection 
of dS onto the x−y plane. The total force in the z-direction is 

 
(7.29) 

where Sxy is the projection area of the nugget on the x−y plane. Therefore, the total force 
is independent of the particular shape of a nugget. It also implies that the location of the 
total force is the geometric center of Sxy.  

 

FIGURE 7.18 
Calculated total pressure in liquid 
nuggets in a low-alloy steel and in an 
aluminum alloy (AA5754) as a 
function of overheating. Tm is the 
melting temperature. 
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This model provides a criterion for expulsion prediction and a procedure to analyze 
forces involved in resistance spot welding. In summary, this model provides 

• A criterion of expulsion based on the interaction of forces acting on a weldment during 
resistance spot welding 

• A detailed and systematic procedure to evaluate the pressure in the liquid nugget by 
thermodynamics analysis 

• A procedure of calculating the force from the liquid nugget, from the pressure and the 
size of the nugget 

• A method to evaluate the effective electrode force by knowing the offset between the 
applied electrode force and the force from the nugget 

7.3.3 Statistical Modeling 

Expulsion is influenced by many factors of electrical, mechanical, thermal, and 
metallurgical nature. The models presented in the previous sections generally deal with 
expulsion (or predict expulsion) with the knowledge of nugget size and other geometric 
factors. However, it is not always possible to obtain these quantities. Besides, random 
factors influencing expulsion, such as electrode alignment and workpiece fit-up, are not 
easy to include in the geometric comparison model and the force balance model. Welding 
current and time were not directly reflected in the models, which makes the use of these 
models inconvenient. Choosing correct welding schedules (usually electrode force, 
welding current, and welding time) is still the preferred way to control expulsion. With 
these considerations in mind, a model was proposed on expulsion prediction based on a 
statistical analysis (Zhang et al.26). 

A common practice for determining a welding schedule is finding the limit of current 
for expulsion, with fixed electrode force and welding time. This is usually done using 
lobe diagrams (an example is shown in Figure 7.19). Minimum acceptable weld sizes and 
expulsion limits, as functions of welding time and welding current, are the boundaries in 
a lobe diagram. Weld lobes provide a simplified description of the influence of complex 
interactions of mechanical, thermal, and electrical processes on expulsion limits. Most 
lobe diagrams are created using (single) fixed electrode force, which has been proven 
insufficient in providing information on expulsion. For instance, Browne et al.16,27 
showed shifts of weld lobes or expulsion limits with electrode force in resistance welding 
an aluminum alloy, and their results are similar to those observed by Kaiser et al.28 for 
welding low-carbon and high-strength low-alloy (HSLA) steels. Karagoulis2 also 
reported weld lobe shifting due to electrode misalignment. These results are consistent 
with the principles of the force-balance model. There are also attempts with  
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FIGURE 7.19 
Schematic diagram of a liquid nugget. 
S is the surface (boundary between 
solid and liquid) above the x−y plane. 
dS is a small segment of S, and dSxy is 
its projection onto the x−y plane. The 
total projected area of S is Sxy. 

variable electrode forces by several researchers. In the work by Schumacher and Soltis,29 
three-dimensional weld lobes were created to describe the interactions of electrode force, 
welding current, and time. Similar work was done by Gould et al.30 for resistance seam 
welding. But these works generally used a very limited number of electrode forces. This 
is partially because electrode force is believed to be less important than welding current 
and time, and partially due to the fact that force is more difficult and tedious to change by 
using pneumatic cylinders. However, it is difficult to understand how welding 
parameters, i.e., welding current, time, and force, and their interaction influence the 
expulsion phenomenon from such analyses based on scattered data. On the other hand, 
the size of experiment matrix will be too large to handle if electrode force is taken as a 
variable in the same fashion as welding current and time. 

In the work by Zhang et al.,26 a statistical method was proposed to outline the 
expulsion limits by statistically analyzing experimental results. Unlike previous works on 
expulsion limits, expulsion was not taken as an event happening at a single welding 
schedule; rather, its occurrence was treated as a probability that spans from no expulsion 
to 100% of welds having expulsion, considering random factors influencing expulsion. 
Predicting expulsion probability is useful in design and production where a certain 
percentage, rather than a definite number of conforming welds, is often more meaningful. 
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In this section, the outline of the statistical methodology for investigating expulsion 
limits is given. Examples using this method on welding an AKDQ steel and AA5754 and 
AA6111 alloys are presented at the end of this chapter.  

7.3.3.1 Modeling Procedure 

The model includes two main parts: experiments and statistical analysis. Because the 
principle of the model is that expulsion is a phenomenon with probability of occurrence, 
the experiments need to be planned and conducted in accordance. Welding schedules 
should be chosen around potential expulsion boundaries, and adjustment on welding 
schedules needs to be constantly made during experiments according to previous 
observations, to effectively cope with the change of expulsion limits. In the experiments, 
several electrode forces (instead of one single force) are used, and welding current and 
time are varied for fixed electrode forces. The occurrence of expulsion needs to be 
monitored and recorded. Expulsion usually can be recognized easily from abrupt changes 
in signals of dynamic resistance, electrode force, secondary voltage, and electrode 
displacement. Experienced visual judgment can be fairly accurate as well. A certain 
number of replications (not less than five) is needed for each welding schedule to obtain 
an estimate of expulsion probability. 

Once experimental data are collected, a statistical analysis can be performed to 
establish the analytical relationship between expulsion probabilities and welding 
schedules following the procedures outlined below. Statistical details can be found in 
Chapter 10. 

The first step is to choose a proper statistical model. This model must be able to: 

• Explain and predict the frequency of occurrence of expulsion 
• Identify important effects and estimate their magnitudes 
• Describe the randomness of occurrence of expulsion 

There are several statistical models that can be used to perform these tasks. A logistics 
model, which is ideal for dealing with continuous input and output variables of count 
data, is recommended. 

In a logistics model, the common link function, which is used to describe the 
relationship between px (probability of getting expulsion) and x (welding schedule), is as 
follows: 

Log(px/(1−px))=f(x) 
(7.30) 

f(x) is a real function of x, and it can be approximated by the sum of polynomial terms of 
x. Substituting x by current (I), time (τ), and force (F), f(I, τ, F) can be expressed as  

f(I, τ, F)≈α000+α100I+α010τ+α001F+α200I2+α020τ2+α002F2+α110Iτ+
α101IF+α011τF+α300I3+α030I3+α030τ3+α003F3+α210I2τ+ 
α201I2F+α021τ2F+α120Iτ2+α102F2+α012τF2+α111IτF 

(7.31) 

where αijk values are the coefficients, usually called parameters, to be estimated using 
information from the experimental data. Third-order polynomial terms are used in 
Equation 7.31 for demonstration purposes only. The terms in the polynomial expansion 
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are determined by the amount of data available and the levels of the variables. High-order 
terms are usually not preferred. For details of logistics models, refer to the book by 
McCullagh and Nelder.31 

Experimental data need to be transformed into a suitable form before performing 
statistical analysis. An orthogonal coding system can be used to translate polynomial 
vectors of x values into orthonormal vectors by the Gram-Schmidt process. Through a 
one-to-one transformation between linear combinations of polynomial terms of I, τ, and F 
values (current, time, and force in real scale, respectively) and those of Is, τs, and Fs 
values (current, time, and force in standardized scale, respectively), Equation 7.31 can be 
rewritten as follows: 

f(I, t, 
F)≈θ000+θ100Is+θ010τs+θ001Fs+θ200Is

2+θ020τs2+θ002Fs
2+θ110Isτs+ 

θ101IsFs+θ011τsFs+θ300τsFs+θ030τs3+θ030τs3+θ003Fs
3+θ210Is

2τs+ 
θ201Is

2Fs+θ021τs
2Fs+θ120Isτs

2+θ102IsFs
2+θ012τsFs

2+θ111IsτsFs 

(7.32) 

where θijk values are the coefficients with subscripts i, j, and k equal to 0, 1, 2, and 3 for 
constant, linear, quadratic, and cubic effects, respectively, in the order of the input 
variables. 

The reason for using welding parameters in standardized scale is that the estimators of 
coefficients in a model formed by polynomial terms in the orthogonal coding system are 
more efficient and statistically independent. This makes a model selection procedure 
accurate, however, at the expense of losing intuitive physical interpretation of the 
coefficients. The fitted model using the orthogonal coding system can be transformed 
back to be a function of I, τ, and F with more meaningful coefficients. Equation 7.32 is 
used to obtain a fitted model, and then it is transformed to obtain a model expulsion in the 
physical scale (Equation 7.31). 

In the experiments, settings with low current and short time, as well as those with high 
current and long time, do not need to be used, because in these regions, expulsion either 
never happens (low settings) or always happens (high settings). Such information that can 
be obtained without conducting an actual experiment is called prior knowledge in 
statistics. Although there is no need to conduct experiments, information in such regions 
is needed when building the statistical model. An easy way is using pseudo-data to 
represent the prior knowledge. A certain number of pseudo no-expulsion data on the low-
current side and expulsion data on the high-current side can be added to the experimental 
data set.  

7.3.3.2 Statistical Analysis 

After the data set is prepared, one can select an appropriate form of polynomials and their 
coefficients, or a model. 

7.3.3.2.1 Model Selection 

The polynomial terms are not equally influential; some are more important and have 
more influence on the output (probability of getting expulsion) than others. Insignificant 
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effects can be screened out by the means of model selection. Model selection also 
provides a balance between goodness of fit and generality, as described in Chapter 10. 

The Cp criterion, which includes measurement of both goodness of fit and the number 
of effects, is applied to each subset of the full model. Then an appropriate model can be 
found by comparing the values of Cp for each submodel. 

7.3.3.2.2 Identifying Influential Effects 

A model selected through previous steps usually contains many effects. Because of the 
colinearity between effects, some less important effects in the chosen model may be 
replaced by others and the new model still preserves the same goodness of fit. 

The results of model selection can be used to identify important effects. Intuitively, if 
one effect has a strong influence on the response, it should appear in most of the good 
models. Therefore, the frequency of each effect appearing in most of the best models is 
used to identify influential effects. 

7.3.3.2.3 Estimating Magnitudes of Effects 

After choosing a statistical model by the model selection procedure described above, 
coefficients θijk, magnitudes of effects of the model can be estimated. In the logistics 
model, the estimation is proceeded by an iterative weighted least square procedure to get 
the maximum likelihood estimate of θijk magnitudes (McCullagh and Nelder31). 

The selected model is then transformed back to the coding system of true scale (with 
true values of welding current, time, and force). By normalizing the welding parameters 
in f(I, τ, F), the influential effects in the true scale are identified. The fitted probability 
can be obtained by a simple transformation of f(I, τ, F) as 

px=ef(I,τ,F)/(1+ef(I,τ,F)) 
(7.33) 

After a statistical model is built, it usually needs to be judged by its closeness to the 
original data it is based upon by using diagnostic methods, such as residual analysis, to 
see if there is any significant contradiction. 

The statistical models built through the aforementioned procedure contain the 
influence of all welding parameters and random factors encountered during experiments, 
and they are important in understanding the complex phenomenon of expulsion. 
Although the established models are material/ welding system dependent, so they cannot 
be directly applied to other material systems, the methodology is generic. 

In summary, the statistical model has the following characteristics: 

• Contrary to traditional lobe diagrams, expulsion is treated as a dependent of both 
deterministic effects and random factors. Therefore, its boundary is expressed as a 
probabilistic range, rather than a line. 

• All important welding parameters, i.e., welding current, time, and electrode force, are 
included in the modeling, unlike traditional lobe diagrams usually constructed using a 
fixed electrode force. 
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• Expulsion can be directly linked to welding parameters, which is an important 
advantage over other expulsion models. 

• Logistics models can be developed in an orthogonal coding system containing linear, 
quadratic, cubic, and higher-order effects of welding current, force, and time, and their 
interactions. The models can be used in real-scale application after the coding systems 
are transformed back to natural scales. 

• Influential welding parameters on expulsion can be determined using such models, and 
it provides guidelines for suppressing expulsion in practice. 

7.3.4 Summary 

Among existing models on expulsion, the geometry comparison model, the force-balance 
model, and the statistical model have been verified and shown the greatest promise in 
effectively controlling expulsion. As with any other models, they have both pros and 
cons: 

• The geometric comparison model deals with expulsion without knowledge of the 
nugget formation and the influence of welding parameters. It captures the important 
geometric aspect of expulsion. However, it relies on finite element simulation to 
provide geometric dimensions, which seriously limits its use in practice. 

• The force-balance model provides a systematic procedure to calculate and analyze 
forces involved in resistance spot welding, and provides a criterion for expulsion. It 
reveals the physical processes involved in resistance welding, which leads to the 
understanding of the expulsion phenomenon, and it can be used to develop welding 
schedule guidelines to suppress expulsion. However, it requires input from other 
sources for weld dimensions. 

• The statistical model treats expulsion as a phenomenon with probability of occurrence, 
unlike previous works on this topic. Such a method is adequate in dealing with 
physical processes with uncertainty. Quantitative predictions or models on expulsion 
limits can be obtained by applying the generic statistical methodology on particular 
material/welding systems. The concept of expulsion probability provides a 
quantitative guideline for controlling resistance weld quality, by allowing the largest 
possible spot welds without expulsion. 

These models describe different aspects of the expulsion phenomenon. A proper use of 
these models makes it possible to not only monitor, but also control expulsion. As 
illustrated in Chapter 5, a feedback control system is possible by implementing the 
knowledge gained from the aforementioned models. Further study is needed in making 
the models applicable to various material systems and welding conditions. 

7.4 Examples 

In this section, examples of using the force-balance model and the statistical model are 
presented in detail on several material systems. 
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7.4.1 Application of the Force-Balance Model 

First, the force-balance model is applied to resistance spot welding AA5754 alloy. This 
material is being used, on a limited scale, as a structural material in the automobile 
industry. In general, aluminum alloys are more sensitive to expulsion than steels, and the 
effect of electrode force is more significant, due to aluminum’s high electrical and 
thermal conductivity, low melting temperature, and high thermal expansion (both in the 
solid and liquid state). The use of the force-balance model, including calculation of forces 
from the liquid nugget, is demonstrated. The chemical composition of AA5754 is listed 
in Table 7.2. 

7.4.1.1 Calculation of Pressures and Forces 

The force from the liquid nugget can be calculated with knowledge of the pressure inside 
the nugget and the size of the nugget. All major components  

TABLE 7.2 
Chemical Composition (wt%) of Commercial 
AA5754 

Mg Mn Cu Fe Si Ti Cr Zn 
2.6–3.6 Max. 0.5 Max. 0.1 Max. 0.4 Max. 0.4 Max. 0.15 Max. 0.3 Max. 0.2
Source: Reference 32. 

of pressure, i.e., pressures due to solid-to-liquid transformation, liquid expansion, liquid-
vapor pressure, and that due to surface agent decomposition, are dependent on 
temperature, except that due to melting. Therefore, it is important to know the 
temperature distribution in the liquid nugget. Once the temperature for a particular 
volume of liquid is known, its contribution to the pressure can be calculated by knowing 
the major pressure components and using the equations in Section 7.3.2.3. Numerical 
approximation is usually needed for calculating the total pressure and the forces. In 
general, the procedure is outlined as follows: 

• Obtain material properties and information of temperature distribution. 
• Divide the liquid nugget into segments and assume a constant temperature for each 

segment. 
• Calculate pressure components in each segment. 
• Sum up all pressure components in all segments and obtain the total pressure. 
• Calculate forces in the directions of interest. 

A temperature distribution in the liquid nugget is needed to calculate the pressure due to 
liquid expansion, vapor pressure, and pressure from surface agent decomposition. 
Temperature in the molten metal during welding is commonly perceived as nonuniform, 
as shown by Gould.13 To the contrary, Alcini33 claimed that temperature is uniform 
throughout the molten nugget. To obtain a rough approximation of possible temperature 
distributions in the nugget, results of a finite element simulation (Zhang et al.25) are 
shown in Figure 7.20. Isotherms are approximated by ellipsoidal surfaces (or ellipses for 
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two-dimensional cases). This is a nugget formed after 160 msec of welding for an 
AA5754 with a welding current (DC) of 28 kA and an electrode force of 7 kN. Fluid 
dynamics is not considered in the calculation; therefore, this temperature distribution is 
an approximate of the real case. Temperature gradients are different along the width and 
height directions. If the contribution from the liquid-vapor pressure and that from the 
surface agent decomposition are ignored, pressure components calculated according to 
the finite element simulation results are 

Pmelt=74.05 MPa, Pexp.=18.49 MPa, Pvapor=0, Plubr.=0   

and the ratio of pressures is Pmelt:Pexp:Pvapor:Plubr.=80.02:19.98:0:0 (%). 
The calculated force due to the liquid pressure in the nugget height direction is 2.62 

kN. To understand how the force from the nugget is related to temperature distribution 
and overheating (heating over the melting temperature), a comparison is made for three 
types of temperature distributions, as shown in Figure 7.21, with the same nugget size. 
The dashed line is the temperature distribution from the finite element model, with a peak  

 

FIGURE 7.20 
Temperature distribution predicted by 
an FEM model (Zhang et al., 1996). 
The elliptic rings are isotherms in the 
liquid nugget. Temperature is in 
degrees Kelvin (K). 
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FIGURE 7.21 
Temperature distributions in a nugget. 
The dashed line is taken from an FEM 
simulation (Zhang et al., 1996), and 
the solid lines are assumed temperature 
distributions. 

temperature of 1275 K. The other two are for a bell-shaped and a rectangular distribution, 
with peak temperatures of 2133 and 1029 K, respectively. The results are shown in Table 
7.3. 

From this table it is easy to see that although temperature distributions and peak 
temperatures in Figure 7.21 are quite different, the total heat, and therefore overheating in 
the nuggets, is very similar, and so are the forces  

TABLE 7.3 
A Comparison of Force, Pressure Ratio, and Heat 
for Various Temperature Distributions 

Temperature Distribution FN (kN) Pressure Ratio (Pmelt:-Pexp.:Pvapor:Plubr.) Q (joules) 
FEM output 2.62 80.02:19.98:0:0 15.99 
Bell shaped 2.65 79.05:20.95:0:0 15.99 
Uniform 2.61 80.09:19.91:0:0 16.02 

from the liquid nugget. Therefore, a detailed and accurate temperature distribution is not 
of importance for force calculation. In fact, force from the nugget is directly linked to 
overheating. As shown in the cases in Table 7.3, the major contributions to the total 
pressure come from the volume change due to melting and from the expansion of liquid 
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metal after melting. The latter is proportional to the overheating. Once the total 
overheating is obtained, average temperatures, which can be calculated by assuming a 
uniform temperature distribution, can be used for force calculation. 

Figure 7.22 shows the convergence of the nugget force with the number of calculation 
shells. Each shell is made of ellipsoidal inner and outer surfaces. From all cases shown in 
the figure, 150 shells are sufficient for both force and overheating calculation. Figure 
7.23 shows increases of force and overheating, with an average temperature in a nugget 
of 6.0 mm in diameter and 2.5 mm in height. There is approximately a 0.5-kN force 
increase for every 100 K rise in temperature. 

The dependence of force from the nugget and overheating on the nugget size is shown 
in Figure 7.24. The height of the nugget is assumed to be half of its width, and a fixed 
average temperature of 1275 K is used for all nugget  

 

FIGURE 7.22 
Force from the nugget vs. the number 
of shells used in calculation. 

Expulsion in Resistance Spot Welding     261	



 

FIGURE 7.23 
Nugget force and overheating of a 
nugget vs. average temperature in a 
nugget. A uniform temperature 
distribution is assumed. A constant 
nugget size of 6 mm in diameter and 
2.5 mm of penetration are used. 

sizes. Figure 7.24 shows an increase of force, as well as overheating, with nugget size. 
This is the force that has to be overcome by electrode forces to avoid expulsion. If the 
electrode force and the force from the nugget are not aligned, an effective electrode force, 
which is a fraction of the applied electrode force, must be large enough to balance the 
force from the nugget.  
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FIGURE 7.24 
Dependence of nugget force and 
overheating on the weld diameter. A 
uniform temperature distribution is 
assumed in the nuggets. 

7.4.1.2 Experimental Verification 

To verify the expulsion model, experiments were conducted on an aluminum alloy 5754 
(Senkara et al.9). It was chosen for verification of the model because aluminum alloys are 
generally more prone to expulsion than steels. The sheets were supplied by Alcan and 
treated by an Alcan surface treatment technique to ensure a repeatable surface condition. 
A pinch gun with a medium-frequency direct-current (MFDC) transformer was used in 
the experiments. The welding parameters were chosen to cover a wide range of 
possibilities. Electrode force was in the range of 2 to 9 kN, electrical current was between 
20 and 35 kA, and welding time was varied between 67 (4 cycles) and 167 (10 cycles) 
msec. 

During welding, the occurrence of expulsion was monitored. Welded samples were 
then cut, ground, polished, and etched following standard metal-lographic procedures. 
The nugget diameter, size of electrode indentation, and offsets between the nugget center 
and indentation center were measured by an optical microscope. Based on the results of 
the finite element model, shown in the previous section, the average temperature for each 
weld when it was in a liquid state was estimated. An assumption was made that the 
average temperature in the liquid nugget is proportional to the total heat input after 
deducting the heat necessary to melt the nugget. This approximation avoids all thermal-
electrical details during the welding process. However, the possible error caused by this 
assumption is small, as the contribution of pressure due to liquid expansion is usually less 
than 20% of the total pressure, as shown in the previous section. The force from a liquid 
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nugget can then be calculated, using the weld dimensions and the average temperature, 
through the procedures outlined in last section. Equation 7.3 was then used to calculate 
the effective electrode force. 

The results of calculated force from the nugget vs. effective electrode force are plotted 
in Figure 7.25. The diagonal line represents the equilibrium boundary between the two 
forces, and expulsion is expected when a point falls on or below this line according to the 
model. As shown in the figure, most expulsion points are below the boundary, some are 
around the vicinity of the line, and several points with expulsion are above the diagonal. 
There are a few possible reasons for this discrepancy. First, it is not always possible to 
accurately measure the size of nonsymmetrical nuggets by metallography. This might be 
the biggest contributor to the error, as the force from the liquid metal is proportional to 
the size of the nugget. The offset between the applied electrode force and the force from 
the nugget is also difficult to estimate accurately. Furthermore, resistance spot welding is 
very dynamic and many processes during welding are far from equilibrium. Random 
factors in welding are hard to predict or control. There is also no well-accepted 
qualitative or quantitative definitions of expulsion and its severity. Considering these 
factors, the model’s predictions fit well with the experiments. 

Some welds had asymmetric nugget growth and asymmetric indentation marks (the 
depth of indentation marks on the surface are uneven), which  

 

FIGURE 7.25 
Comparison of model prediction and 
experimental observation. 

are possibly the results of the characteristic closing (squeezing) of pinch guns and 
aluminum’s sensitivity to contact resistance. This observation also confirms that it is 
important to distinguish the effective electrode force from the nominal electrode force; 
i.e., they are different when there is asymmetric nugget growth. 
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7.4.1.3 Perspective Applications 

Results of this model provide guidelines for the selection of electrode force. Figure 7.26 
shows the levels of electrode force needed to suppress expulsion, with the uncertainty of 
welding conditions taken into account. An average temperature of 1275 K in the liquid 
nugget is assumed for an AA5754. If the system is perfect, i.e., the electrodes are aligned 
and the fit-up is good, the offset between the applied electrode force and the force from 
the nugget is zero. The expulsion-no-expulsion boundary is shown by the solid line and is 
the minimum electrode force needed to contain the nugget. This kind of ideal welding 
condition rarely exists, and the degree of nonconformity varies dramatically in practice. If 
an offset of a quarter of the nugget width is assumed, the applied electrode force to 
contain the same nuggets is twice their minimum values, as shown by the dashed line in 
Figure 7.26. Assuming this is the worst case, then if the electrode force is chosen in zone 
A, the probability of expulsion is low. In zone C, the risk of expulsion is high. Whether it 
happens in zone B depends on the welding condition. In experiments conducted to verify 
the model, offsets of 0.01 to 0.38 x (nugget width) have been observed. The same set of 
data was also plotted in the figure. There is no expulsion for the data points falling in 
zone A, and expulsion  

 

FIGURE 7.26 
Estimated electrode force to suppress 
expulsion in an AA5754 alloy. Solid 
dots and circles are data from the 
experiment, as shown in Figure 7.25. 

for all in zone C. All possibilities (no expulsion, light expulsion, and heavy expulsion) 
are observed in zone B. Therefore, the experimental results have basically confirmed the 
model prediction. In addition to expulsion, other factors, such as the influence of the 
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electrode force on electrode indentation and contact resistance, should also be considered 
when choosing an electrode force. 

Hence, it is possible to use this model to control expulsion, although its use requires 
knowledge of the applied electrode force, the force from the liquid nugget, and the offset. 

It is important to know the material properties, especially those at elevated 
temperatures, in the application of the model. Some of them are difficult to calculate 
accurately, but can be approximated using existing databases. 

7.4.2 Examples of the Use of the Statistical Model 

In the work by Zhang et al.,26 both steel and aluminum alloys were used to verify the 
statistical model. 

7.4.2.1 Experiments 

7.4.2.1.1 Steel 

An AKDQ bare steel of 1.2-mm gauge was used. Its chemical composition is shown in 
Table 7.4. A single-phase alternating-current (AC) pedestal welder was used for welding. 
The experiments contained a large number of combinations of welding current, time, and 
electrode force. Welding current (root mean square value, RMS) ranges from 6.5 to 13.9 
kA, welding time  

TABLE 7.4 
Chemical Composition (wt%) of the AKDQ Steel 
Tested 

C Mn P S Si Cu Ni Cr Mo Sn Al Ti 
0.035 0.210 0.006 0.011 0.007 0.020 0.009 0.033 0.006 0.004 0.037 0.001
Source: Provided by National Steel Corp., Livonia, MI. 

from 133 to 400 msec (8 to 24 cycles), and electrode force from 2.7 to 5.3 kN (600 to 
1200 lb). There was a total of 76 runs with 10 replicates each.  

7.4.2.1.2 Aluminum Alloys 

Aluminum sheets of AA5754 (2.0 mm) and AA6111 (1.0 mm) were supplied by Alcan 
Aluminum Company and treated by an Alcan surface treatment technique to ensure a 
repeatable surface condition. AA5754 is currently used for structural components, and 
AA6111 is used for enclosures in selected automobile models. The chemical 
compositions provided by the producer are listed in Table 7.2 (AA5754) and Table 7.5 
(AA6111). A pinch gun with a medium-frequency direct-current (MFDC) transformer 
was used in the experiments. The welding parameters were chosen to cover a wide range 
of possibilities. For AA5754, electrode force=2 to 9 kN (450 to 2000 lb), electrical 
current=20 to 35 kA, and welding time=67 to 167 msec (4 to 10 cycles). For AA6111, 
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electrode force=2 to 6 kN (450 to 1350 lb), electrical current= 5 to 40 kA, and welding 
time=17 to 84 msec (1 to 5 cycles). The experiments on AA5754 had 35 runs with 5 
replicates each, and those on AA6111 had 132 runs with 5 replicates each. 

Expulsion was monitored during welding. The occurrence of expulsion was calculated 
in terms of the percentage of welds with expulsion for a fixed welding schedule. The 
experimental results were then used in the statistical analysis and modeling of expulsion 
limits for these materials. 

The model selection criteria described in Section 7.3.3.2 are then used to choose the 
best statistical models for these materials. Many models can be chosen based on the Cp 
criterion with a small Cp value, but they may not be able to reflect the underlying 
physical process. Physical consideration has to be made when choosing the best model. 
For instance, both of the models for the steel shown in Figure 7.27 have small Cp values, 
but the trend shown in (a) is slightly contrary to practical experience, while the one in (b) 
is  

TABLE 7.5 
Chemical Composition (wt%) of Commercial 
AA6111-T4 
Mg Mn Cu Fe Si Ti Cr Zn

0.5–1.0 0.15–0.45 0.5–0.9 <0.4 0.7–1.1 <0.10 <0.10 <0.15
Source: Reference 32. 

 

FIGURE 7.27 
Contours of two models with similar 
small Cp values. Probabilites of 
expulsion between 0.1 and 0.9 are 
shown in the plots. 
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consistent with practical experience. Therefore, the model shown in Figure 7.27b is a 
better choice. 

Following the procedures outline in Section 7.3.3.2, the coefficients θijk, magnitudes of 
effects of the models, were estimated by an iterative weighted least square procedure to 
get the maximum likelihood estimate of θijk. After transforming from the standardized 
coding systems back to the coding systems of true scale (with true values of welding 
current, kA; time, msec; and force, kN), the probabilities of expulsion for the steel and 
aluminum alloys can be expressed explicitly as follows. 

7.4.2.1.2.1 AKDQ Steel— 
Log(px/(1−px))≈(−7.6449×102)+(1.6731824×102)I+ 
(7.12636×10−1)τ+(9.7174×101)F+ 
(−1.54168327×101)I2+(−1.49×10−5)τ2+ 
(−4.234×101)F2+(6.251982×10−1)I3+ 
(1.4202468)F3+(−1.540455×10−1)Iτ+ 
(8.088965)IF+(6.08688×10−2)τF+ 
(7.5306×10−3)I2τ+(−1.4449971)I2F+ 
(−5.12×10−5)τ2F+(2.6919807)IF2 
≡f(I, τ, F) 

(7.34) 

The influential effects in the true scale are identified as (in the order of importance) I2, I3, 
I, I2F, IF2, Iτ, I2τ, F2, and IF. 

7.4.2.1.2.2 AA5754— 
Log(px/(1−px))≈(−2.372×101)+(2.172×101)I+ 
(3.9×10−3)τ+(6.56×10−1)F+ 
(−2.79×10−2)I2+(−1.4×10−3)Iτ+ 
(−1.796×10−1)IF+(−8.0×10−4)τF+ 
(2.7×10−3)I2F+(3.0×10−4)IτF 
≡f(I, τ, F) 

(7.35) 

The influential effects are identified as I, F, IF, I2, I2F, and τF. 

7.4.2.1.2.3 AA6111— 
Log(px/(1−px))≈(−1.394×101)+(1.15×101)I+ 
(9.81×10−2)τ+(−3.15×10−1)F 
(−1.69×10−2)I2+(6.17×10−2)F2+ 
(−6.3×10−3)Iτ+(−1.37×10−1)IF+ 
(1.0×10−4)I2τ+(2.8×10−3)I2F 
≡f(I, τ, F) 

(7.36) 

The influential effects are I, IF, I2F, IT, I2, and I2τ. It is noteworthy to see that models for 
AA5754 and AA6111 have very similar influential effects, which reveals the similarity in 
welding aluminum alloys. 

Residual analysis on these models shows reasonable agreement between the observed 
and fitted values. 
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7.4.2.2 Discussion 

The statistical models shown in Equations 7.34 through 7.36 present the probability of 
expulsion as a continuous function of welding time, current, and force. There are a few 
observations that can be obtained by examining the results predicted by these statistical 
models. 

Figure 7.28 shows a comparison of influencing factors in steel and aluminum welding. 
The influence of a factor is represented by its relative value (percentage) in its own group 
of influencing factors. Factors of values less than 5% are not presented. As shown in the 
figure, welding current-related effects are most influential in both steel and aluminum 
welding, largely due to the fact that joule heating is the basis of resistance welding. 
Electrode force-related effects are the second most influential in determining expulsion. 
That is especially true in steel welding. It is also interesting to see that welding time has 
the smallest influence.  

 

FIGURE 7.28 
A comparison of influencing factors in 
the models. 

Three-dimensional surface plots of the fitted px as a function of welding current and time 
are presented in Figure 7.29 based on the models. Because the electrode force is fixed, 
they can be regarded as three-dimensional lobe diagrams of expulsion. There are two 
plateaus in the surface plots for all three models. One is on the low-setting side with 0 
probability of expulsion, and the other on the high-setting side with a probability of 1. 
Between these two there is a transition zone, in which the probability of expulsion 
changes continuously from 0 to 1. Therefore, an expulsion limit is not presented as a 
boundary or a line—as is done in most research works on this subject; rather, it is 
presented as a range. Although weld lobes have been widely used for selecting welding 
parameters, there has not been a well-accepted means to determine expulsion boundaries. 
This is partially due to the fact that there is no clear line between no expulsion and 
expulsion. Because the occurrence of expulsion appears random in the transition region, 
it is reasonable and practical to treat expulsion statistically with occurrence probability. 
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The shape of expulsion probability surfaces for the steel (Figure 7.29a) is different 
from those of aluminum alloys (Figures 7.29b and c). Expulsion limits are dependent on 
welding time for steel welding, the same as was observed experimentally by other 
researchers, such as Kaiser et al.,28 while welding time is less influential in aluminum 
welding, as shown by Browne et al.27 An obvious difference between expulsion limits of 
the steel and aluminum alloys is that expulsion boundaries (transition zones from no 
expulsion to all expulsion) of aluminum alloys are generally wider than those for the 
steel, which means that welding aluminum alloys has larger uncertainty in terms of 
expulsion in the ranges selected for the experiments. The transition appears smoother for 
AA6111 than for AA5754. These can be easier seen from the contour plots of expulsion 
probabilities of 0.05 and 0.95 in Figure 7.30 created using the same models. In Figure 
7.30, expulsion boundaries move to the right side as electrode force increases. This 
phenomenon is similar to that observed by Kaiser et al.28 and is consistent with the  

 

FIGURE 7.29 
Surface plots of expulsion probability 
at fixed forces. 
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principles of the force-balance model, in which expulsion is directly linked to the 
effective electrode force. 

The sheet and electrode surface conditions in aluminum welding directly influence 
expulsion. Contact resistance in aluminum welding is greatly influenced by the electrode 
force or pressure, and the distribution of pressure varies with surface flatness and 
electrode geometry. In the statistical study of aluminum welding experiments, the authors 
also found that expulsion behavior depends strongly on electrode conditions. Because of 
the high  
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FIGURE 7.30 
Contour plots of expulsion limits at 
various electrode forces. 

affinity of copper for aluminum, electrode surfaces can be easily contaminated by 
aluminum pickup, and the copper-aluminum alloy (or α-phase bronze) formed on the 
electrode face has lower yield strength and can be easily squeezed out or deposited onto 
the weld surface during welding. All these factors contribute to the uncertainty, or wide 
ranges, of expulsion probability in aluminum welding.  
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The effect of electrode force on expulsion limits is small for steel welding, but it is quite 
significant for Al welding. This can be attributed to the fact that bulk resistance is 
dominant in steel, while surface resistance is dominant in Al welding. Electrode force or 
pressure has little, if any, influence on bulk resistance, but has a significant effect on 
surface resistance. It is directly responsible for breaking aluminum oxide (Al2O3) layers 
on the surfaces of workpieces. Therefore, contact resistance, which provides most of the 
overall resistance in Al welding, is a strong function of electrode force. Figure 7.31  

 

FIGURE 7.31 
Dynamic resistance vs. welding time 
for AA6111. Welding time and current 

Expulsion in Resistance Spot Welding     273	



were the same, while electrode force 
was altered. 

shows how total resistance changes with electrode force in welding AA6111, using 
dynamic resistance signals recorded during welding experiments. It clearly shows that for 
the same welding time and current, larger electrode force results in lower total dynamic 
resistance in aluminum alloys by lowering surface resistance. Similar conclusions can be 
drawn from the work of Auhl and Patrick34 and Patrick and Spinella35 in their works on 
the influence of surface characteristics on aluminum welding. 

It is also interesting to see the dependence of expulsion probability on welding force 
and current (Figure 7.32), as opposed to its dependence on welding current and time 
(Figure 7.29). In general, expulsion depends on both electrode force and welding current. 
Treating electrode force as a continuous variable in the models enables a better 
understanding of its influence in welding. An increase in electrode force reduces the 
chance of expulsion. However, the influence of electrode force is a strong function of 
welding time for the steel, and a weaker function for Al alloys, as shown by the shape 
changes in surfaces in Figure 7.32. Electrode force becomes less important for the steel 
welding when welding time is long. This is primarily due to the fact that the weld nugget 
size becomes influential, in addition to the electrode force, in controlling expulsion when 
the nugget size is close to the size of the electrode face after sufficient heating. The trends 
in surfaces of expulsion probability for AA5754 and AA6111 (Figure 7.32c to f) are 
similar to those in the steel. Both electrode force and welding current affect expulsion 
probabilities with less magnitude than in the case of steel welding. Generally, the 
influence of welding time is very limited in Al welding, consistent with the observations 
from Figure 7.29. An examination of displacement signals shows that expulsion during 
Al welding often occurs at an early stage, and therefore, total preset welding time has 
little influence.  
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FIGURE 7.32 
Expulsion probability vs. welding 
current and electrode force. 
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Using the statistical model, Zhang5 attempted to explain the dependence of expulsion 
probability on electrode force, welding current, and welding time. Because the statistical 
models describe expulsion probabilities as a dependent of all three welding parameters, it 
is possible to depict expulsion boundaries graphically in a three-dimensional space. In 
Figure 7.33, surfaces of expulsion probabilities of 0.05 are plotted using Equations 7.34 
to 7.36. The figure shows distinctive characteristics of welding steel and aluminum 
alloys. For steel welding, the expulsion probability surface covers the corner of 
(I=minimum, F=maximum, τ=minimum), as shown in Figure 7.33a. Therefore, expulsion 
is contained when the welding schedule falls in the area surrounded by the surface. 
According to this model, when current and time are too large, or electrode force is too 
small, expulsion is likely to happen in the ranges studied. 

Unlike the expulsion surface of the drawing steel (DS), AA5754 shows very little 
dependence on welding time and slight dependence on electrode force (Figure 7.33b). 
The influence of electric current overshadows those of time and electrode force. Because 
expulsion usually happens at an early stage during this Al welding, total welding time 
does not matter much. The shape of the expulsion surface also implies a possible critical 
expulsion current for this aluminum alloy. The expulsion surface for welding AA6111 is 
different from that for welding AA5754. Electrode force plays an important role, and 
expulsion depends strongly on welding time when welding current is low  
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FIGURE 7.33 
Expulsion surfaces of 
probability=0.05. 
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and electrode force is small (Figure 7.33c). In general, welding current is the dominant 
factor in aluminum expulsion. 

Resistance Welding     280



The differences in the shape of expulsion surfaces reflect the important differences 
between welding steel and welding aluminum alloys. These differences stem from the 
significantly different electrical, thermal, metallurgical, and mechanical properties 
between these two materials. Although these models do not provide exact information on 
physical processes, they suggest possibilities on how physical parameters influence 
nugget formation and expulsion. As the surfaces represent low expulsion probability 
(0.05), welding schedules chosen on this surface can produce large nuggets with a low 
risk of expulsion. 

Generally, welding time has far less significance in influencing expulsion than the 
other parameters. A closer look at how expulsion boundaries depend on welding current 
and electrode force reveals some insights on the expulsion phenomenon. Figure 7.34 
shows expulsion probabilities of 0.05 and 0.95 as functions of current and electrode 
force. For a fixed welding time, electrode force needed to contain expulsion increases 
with current. But this increase is not constant. 

According to the expulsion characteristics, the influence of electrode force can be 
categorized into three parts, with respect to the current zones as marked in the figures. In 
zone I, when current is low, the influence of random factors such as asperity and 
workpiece fit-up is significant. Therefore, a small variation of current may induce 
significant changes in expulsion probability. However, the influence of random factors or 
variations can be suppressed  

 

FIGURE 7.34 
Electrode force vs. welding current for 
expulsion limits. 
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by increasing electrode force. In zone II, the dependence of expulsion on force and 
current is more predictable. A window exists in this zone for welding with a high degree 
of certainty of expulsion occurrence. In this region, the force-balance expulsion model 
proposed by Senkara et al. (2002) should dominate. When welding current further 
increases, the influence of electrode force on expulsion diminishes, as in zone III. This is 
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primarily due to the interaction between electrodes and the nugget during welding. A 
large current (for a fixed welding time) produces a large weld nugget, and the electrode 
force will not be able to contain the liquid nugget, no matter how big the force is, once 
the edge of the nugget grows beyond the containment of the electrode. This may happen 
in two situations. One is when part of the nugget is beyond the compressive region 
created by electrode force, and the other is when the nugget size is comparable to the 
compressive zone by electrode, which can be approximated by the electrode face size. 
Therefore, the fundamental concept of the geometry comparison model is consistent with 
the expulsion behavior in zone III. In general, the welding of aluminum alloys has a 
larger uncertainty of expulsion than the welding of steel, as shown in Figure 7.34. 

In spite of a large amount of research efforts, the mechanisms of expulsion and the 
influence of expulsion on weld quality have not been well understood. The statistical 
model directly links expulsion to welding schedules without a detailed, quantitative 
understanding of the physical process, and some insights of the expulsion phenomenon 
can be obtained using this model. It shows clearly that welding steel has different 
characteristics from welding aluminum alloys. Adjusting electrode force is generally an 
effective way to control expulsion, which is consistent with the basis of the force-balance 
model. When the nugget grows to a size close to that of the electrode face, increasing 
electrode force is no longer effective, and the concept of the geometry comparison model 
is more applicable. As a routinely observed phenomenon in RSW, expulsion is not 
desired because of its adverse effects on weld strength, electrode wear, weld appearance, 
weld quality, weld performance, and others, although welds with expulsion, especially 
steel welds, can often meet or exceed industrial requirements. However, this does not 
justify the practice of welding deliberately at a level over the expulsion limits. Expulsion 
should be suppressed to achieve high weld quality and optimal electrode life, which are 
especially important in aluminum welding. Based on the discussions of this chapter, it is 
possible to develop an on-line expulsion prediction and control algorithm for use in 
welding practice. 
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8  
Influence of Mechanical Characteristics of 

Welding Machines 

 

8.1 Introduction 

Very often two sets of welded specimens created using exactly the same welding 
parameters on identical specimens, but different welders, yield significantly different 
results when tested. The only logical explanation to this observation is that welders make 
the difference. A resistance welder consists of two distinctly different, yet closely related 
systems: electrical and mechanical, as illustrated in Figure 8.1. The characteristics of the 
mechanical system, such as machine stiffness, friction, and mass, play an important role 
in the functionality and performance of a welding machine, and subsequently influence 
the welding process and weld quality. 

According to published literature, research on the influences of welding machines 
began in the 1970s. Early work focused on the differences of machine types without 
attempting to understand the mechanisms. For example, Ganowski and Williams1 
investigated the influence of machine types on  

 

FIGURE 8.1 
A schematic drawing of a spot welding 
system. 



electrode life in welding zinc-coated steels. Kolder and Bosman2 studied the influence of 
equipment on the weld lobe diagrams of high-strength low-alloy (HSLA) steel using five 
different welders. Satoh and his coworkers3,4 concluded that machine type was an 
important factor in weld performance based on their experiments on four types of 
welders. Hahn et al.5 found that large displacement of electrodes resulted in variance in 
electrode contact and a decrease of weld quality. Williams et al.6 discovered that an 
increase of throat depth and electrode stroke decreased electrode life. Similarly, Howe7 
found that electrode deflection significantly influences electrode life. 

More recently, researchers have addressed the effects of individual machine 
characteristics on various aspects of the welding process (Dorn and Xu8,9; Tang et 
al.10,11). Dorn and Xu showed that the stiffness of a lower arm had an effect on the 
oscillation and mean value of electrode force at electrode touching. The papers published 
by Tang et al.10,11 emphasized the use of various sensors in monitoring the effects of 
welder mechanical characteristics. Another study by Wang et al.12 explored further the 
use of process signals to characterize and differentiate welders. Such studies are critical 
in understanding the mechanisms of machine characteristics, and are the basis of optimal 
welder design. 

In this chapter, the important mechanical characteristics of welders are discussed, 
focusing on their possible influence on weld quality. 

8.2 Mechanical Characteristics of Typical Spot Welders 

Resistance welders are often classified according to their operating mechanisms, such as 
how the welder arms move relative to the workpieces. However, mainly because most 
welders are custom-made for particular applications, there are considerable differences in 
terminology and definitions for welders. Nevertheless, drawings of four typical welders 
are shown in Figure 8.2 to illustrate the main differences among resistance welders. 

Pneumatic cylinders are the most common driving devices used in welders for 
electrode closing and releasing, although servomotor-driven electric guns are becoming 
popular. The moving part of a welder consists of the assembly from the piston head to the 
electrode. The combined effect of friction inside the cylinder and through the guideway 
may contribute to the behavior of the touching of electrodes both on the workpieces and 
during welding (follow-up). 

As the result of rapid pressure increase in a cylinder, the piston, together with the 
electrode and very often a shank, is pushed out. The magnitude of the force depends 
directly on the pressure and cylinder size. However, it is limited by the rigidity or 
stiffness of the welder arms—both the moving and stationary arms. Such limitation can 
be gauged by the maximum allowable deflection of the welder arms to avoid excessive 
electrode misalignment  
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FIGURE 8.2 
Schematics of typical welders: (a) 
rocker-type gun, (b) straight-acting 
gun, (c) equalizing gun, (d) pinch gun, 
and (e) pedestal welder. 
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due to deflection. A very common phenomenon in welder or weld gun design is that one 
arm is much stiffer than the other. Therefore, often only the less stiff one needs to be 
considered. 
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During welding, electrodes move relatively to each other due to expansion and 
contraction of the workpieces. Although such movement is extremely small (in the 
magnitude of 0.1 mm or smaller), the mass of the moving part may have a certain 
dynamic impact on the weld formation. The influence of moving mass may be bigger 
during the initial contact with the workpieces (touching). 

These three factors and other machine mechanical system-related issues will be 
discussed in the following sections. They can be better understood by examining the 
detectable signals during an entire welding cycle. They include electrode force, electrode 
displacement, electric current, and voltage. A detailed examination of the force and 
displacement signals can provide insights not possible through other means. Figure 8.3 
shows a possible outline of a data acquisition system that can be used for signal 
collection. A common number for the sampling rate is 5000 Hz. Sampling time also 
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needs to be controlled to collect signals only during the desired period, e.g., for a typical 
welding cycle, 2.5 sec is usually sufficient. 

The signals collected use a data acquisition (DAQ) system containing several sensors, 
a signal conditioning unit, and an analog-to-digital (A/D) converting unit. The DAQ 
system collects signals of four process variables: current, voltage, displacement, and 
force. The tip voltage is measured between the tips of electrodes. A toroid sensor can be 
used to pick up the induced voltage, and the current is obtained by integrating the toroid 
voltage. A strain gauge-based force sensor is installed near an electrode. Typical signals 
for electric voltage, current, electrode force, and displacement are shown in Figure 8.4. 
Depending on the purpose, either one or three linear variable differential transducer 
(LVDT) sensors are used to monitor the relative movement (displacement) of the 
electrodes in a welding cycle. The signal conditioning box provides excitations to sensors 
and scales the signals to specific voltage levels for the A/D converter for output. An 
acquisition  

 

FIGURE 8.3 
A data acquisition system for the 
resistance spot welding process. 
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FIGURE 8.4 
Typical signals collected during 
resistance spot welding. 
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software is also needed that can be custom developed using Matlab™ or other 
programming languages. 

A displacement sensor is usually used to record motion along its axial direction, to 
calculate the axial stiffness of the weld arms. However, for some welding systems, the 
lateral stiffness in a direction perpendicular to the gun tips is also a concern, as angular 
misalignment may be induced in that direction, especially under large electrode forces. In 
this case, a fixture can be designed to measure both axial and lateral stiffness, as shown in 
Figure 8.5. The fixture may hold three LVDT sensors, and the collected axial 
displacement signals are used to calculate displacements in both directions, as illustrated 
in Figure 8.6. 

 

FIGURE 8.5 
A C-gun and fixture for displacement 
sensors. 

 

FIGURE 8.6 
Dimensions used for calculating axial 
and lateral deflections. 
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FIGURE 8.7 
Stages in a typical weld cycle. 

The signals of electrode force, displacement, and electric current for an entire weld cycle 
are usually needed to characterize the overall performance of a welder. A typical welding 
cycle is comprised of squeeze, weld, cool and hold, and off stages, as sketched in Figure 
8.7. 

These stages are usually selected based on experience/guidelines and controlled 
through an electronic controller. The mechanical system interacts with the controller of a 
welder, and its true responses often deviate from the designated ones, depending on both 
the mechanical and control systems, as illustrated in Section 8.6. 

In the following sections, possible influences of the mechanical factors of a welder 
will be discussed using signals collected during welding, and weld quality will be used as 
a measure for the influence. 

8.3 Influence of Machine Stiffness 

Stiffness is usually measured on a structure for its ability to resist deflection under 
loading. In resistance welding, the interest is the amount of relative displacement of the 
electrodes under the applied electrode force. Its influence is reflected in many aspects of 
a welding process. In this section, the differences resulting from different machine 
stiffness values in electrode force, electrode displacement, and weld formation process 
are illustrated using experimental observations. A method of estimating the stiffness 
value proposed in a recent work is also included. 

8.3.1 Effect on Electrode Force 

The effect of stiffness is directly reflected in the electrode force signals collected during 
welding. The work by Tang et al.10 shows a detailed experimental work on the influence 
of stiffness. In their experiments, only the stiffness of the lower structure of a pedestal 
welder was considered, since the upper structure was much stiffer. The welder was 
modified to have two levels of stiffness by adjusting the spring stiffness between the 
lower (stationary) electrode and its support structure on the pedestal welder (Figure 8.8). 
The values of stiffness were 8.8 and 52.5 kN/mm. As shown in Figure 8.9, although the 
two cases have very similar touching behavior and reach the preset force level through 
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almost identical paths, the electrode force responds differently with different machine 
stiffness when an electric current is applied. The increment of the force under lower 
stiffness is 133 N (30 lb), while it is 334 N (75 lb) under higher stiffness. Different 
machine stiffness provides different degrees of constraint to nugget growth. The nugget 
expansion is more difficult under higher stiffness, and it causes a greater reaction force 
on the electrodes. Therefore, greater stiffness results in a greater change of electrode 
force. 

 

FIGURE 8.8 
Modification of machine stiffness on 
the lower arm of a pedestal welder. 

 

FIGURE 8.9 
Electrode forces under different 
machine stiffnesses. 
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8.3.2 Effect on Electrode Displacement 

Electrode displacement may be the best indicator of nugget initiation and growth and 
other characteristics during welding. Although the amount of electrode movement during 
welding varies according to the stiffness of the welder, similar displacement 
characteristics have been observed when welding with different machine stiffnesses using 
the same pedestal welder as mentioned above. As shown in Figure 8.10, the amount of 
expansion is similar, i.e., d1≈d2 for nuggets to grow, but with the stiffer machine, it takes 
longer for expulsion to happen. This is because a stiffer machine provides a larger 
constraint or force, which delays the expulsion according to Ref. 13. In the case of Figure 
8.10, welding time was set at 16 cycles, and expulsion occurred at the 5th cycle (0.083 
sec) in the weld stage when the machine stiffness was low, while expulsion happened at 
the 13th cycle (0.217 sec) when stiffness was high. If welding time had been set at 10 
cycles, the expulsion would not have occurred under the higher stiffness, but still could 
have occurred under the lower stiffness. 

8.3.3 Effect on Electrode Touching Behavior 

The stiffness of the welder also directly influences the impact of electrodes on 
workpieces when they touch. Such impact determines the magnitude of the instantaneous 
force and the duration of electrode force oscillation. Therefore, the electrode touching 
behavior is directly linked to the electrode life, as the mechanical impact between the 
moving electrode and the workpiece may significantly deform the electrode face. Dorn 
and Xu8,9 showed that the stiffness of the lower arm of their welder had an effect on the 
oscillation and  

 

FIGURE 8.10 
Displacement comparison under 
different machine stiffnesses. 
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FIGURE 8.11 
Force and displacement profiles during 
initial touching and welding. 

mean value of electrode force at electrode touching. Another possible influence of 
touching is related to the fact that it is desired that the welding current start as early as 
possible to save cycle time—often before the electrodes are stabilized. The consequence 
of doing so is to weld with insufficient electrode force, the primary reason for expulsion, 
as discussed in Chapter 7. If the weld current is applied when there is a gap, no matter 
how small it is, between the electrodes and workpieces due to the oscillation of welder 
arms, electric arcs may be created. Whether there is such oscillation depends on the 
machine, the workpiece material, and the fit-up conditions. The oscillation can be 
observed by the electrode displacement or force signals, as shown in Figure 8.11. The 
excessive heat generated at the electrode face because of arcing significantly reduces the 
electrode life through alloying with the workpiece or coating materials. 

8.3.4 Effect on Weld Formation 

The stiffness has a direct effect on electrode force, which in turn affects the welding 
process. Therefore, it is natural to link the stiffness of a welder to a weld formation 
process. Experiments such as those conducted by Tang et al.11 have shown clearly the 
relationship between weld formation and machine stiffness. 

8.3.4.1 Expulsion 

As shown in Figure 8.9, the actual electrode force can be significantly different during 
welding for machines with different stiffnesses. This difference may alter the welding 
process in terms of the occurrence of expulsion and  
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TABLE 8.1 
Influence of Stiffness on Expulsion Limits 

Material Limit (kA) Low 
Stiffness 

Limit (kA) High 
Stiffness 

Increase of Expulsion 
Current (kA) 

0.8-mm bare steel 7.0 8.0 1.0 
0.8-mm galvanized 
steel 

8.3 8.7 0.4 

1.7-mm bare steel 6.9 7.1 0.2 

forging effect (on nugget structure). From Figure 8.10 it can be clearly seen that 
expulsion can be delayed by increasing machine stiffness. 

It was reported that expulsion limits (in terms of welding current) increase with weld 
gun frame stiffness using a modified C-gun. This is because a high stiffness machine 
frame imposes high constraining forces on the workpieces, and therefore, expulsion is 
less likely to happen, as explained in Chapter 7. The increase was more significant for 
thin-gauge sheets. The amount of increase in expulsion limit, in terms of expulsion 
current, is shown in Table 8.1. Because higher expulsion limits allow higher welding 
current, potentially larger welds can be made without expulsion. 

8.3.5 Weld Strength 

A comparative experiment was conducted to illustrate the effect of stiffness on weld 
quality. The stiffness of a pedestal welder was altered between original stiffness and 
higher stiffness. A slight increase in tensile-shear strength with machine stiffness was 
observed (Figure 8.12). However, the improvement is not significant because only about 
a 3% difference exists and the data ranges overlap. 

8.3.5.1 Effect on Electrode Alignment 

Ideally, electrodes should be aligned during the resistance spot welding (RSW) process 
because a misalignment induces unfavorable features to the process and weld quality. 
Misalignments, either axial or angular, may cause irregularly shaped welds and reduce 
the weld size because they result in asymmetrical distribution of pressure and current. A 
welder’s frame stiffness has an obvious influence on electrode alignment, as electrodes 
on a less stiff machine tend to have large misalignment, usually both axial and angular, as 
shown in Figure 8.13. Therefore, a stiff welder frame is generally preferred. However, the 
appropriate level of stiffness should be determined because extremely high stiffness is 
neither achievable nor necessary. 

In general, high machine stiffness is preferred because it ensures good electrode 
alignment, provides large forging force, and raises expulsion limits. Therefore, high 
stiffness is recommended for the structure design of RSW machines. 
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FIGURE 8.12 
Influences of stiffness on weld 
strength. 

 

FIGURE 8.13 
Deflection of a welder’s arm under 
electrode force. 

8.3.5.2 Stiffness and Damping Ratio Estimation 

Due to the complexity of a resistance spot welder, it is not possible to obtain closed-form 
expressions for calculating the stiffness and other characteristics of a welder. However, 
attempts have been made to develop an experimental procedure for convenient yet 
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accurate measurement of machine stiffness and damping ratio. For a dynamic welding 
system, a general force equilibrium can be expressed as  

 (8.1) 

where x is the relative displacement between the electrodes, Fe is the electrode force, 
which can be measured by a force sensor, M is the mass of the moving part, ρ is the 
damping ratio, and K is the stiffness along the electrode arms. Because of the complex 
interactions between mechanical and thermal processes during welding, the coefficients 
in Equation 8.1 cannot be assumed constant. However, it is reasonable to regard them as 
constants in a squeeze stage when only a mechanical process is involved. The equation 
can be further simplified by recognizing the relatively small effect of moving mass M, 
and a very small acceleration after the electrodes touch the worksheets, as reported in the 
work by Tang et al.11 With such effects accounted for, Equation 8.1 can be reduced to 

 (8.2) 

In this equation, Fe and x can be measured using the sensors, and dx/dt can be derived 
from the displacement signal. The two unknowns, ρ and K, can then be estimated using 
sets of Fe and x values. 

The experiments were conducted using two C-guns (C-gun I and C-gun II) and a 
pedestal welder, which has different stiffnesses and damping ratios. Although the two C-
guns had similar mechanical characteristics, they had two different types of electronic 
controllers, which might produce different responses in squeeze and cool periods during a 
welding cycle. 

In practice, the raw signals collected contain certain noises. If the welding stage is not 
of concern, then simple filtration can usually produce sufficiently clean force and 
displacement signals for the calculation of ρ and K. A sample plot for the signals 
collected on C-gun I is presented in Figure 8.14. 

Although the signals are not polluted by an electromagnetic field in a squeeze stage, a 
treatment of the collected signals is usually needed for calculating the damping ratio and 
stiffness. Because the differences of displacement and their derivatives are used as the 
denominator in calculation, large errors could result from small fluctuations in data. To 
overcome this, a fitted curve, instead of the original data, was used. Such a curve fitting 
should be done for the period of interest only, and it should be done for both force and 
displacement signals. Fitted force and displacement curves are shown in Figure 8.15, 
taken from the portion of interest as indicated in Figure 8.14. Using the data treated 
following the aforementioned procedure, the stiffness and damping ratio were calculated 
on C-gun I, as presented in Table 8.2. 

The calculated values for the stiffness and damping ratio are fairly constant, which is 
expected for a squeeze stage. This shows that the model (Equation 8.2) is adequate for 
estimating ρ and K. 

Near the end of a squeeze stage, if the preset force level is reached, both the force and 
displacement will remain as constants until the electric current is applied. During this 
period of time, the electrodes are virtually stationary,  
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FIGURE 8.14 
Signals obtained for a typical welding 
cycle using the DAQ system. 

 

FIGURE 8.15 
Curve fitting for force and 
displacement signals. 
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TABLE 8.2 
Calculated Stiffness and Damping Ratio for C-Gun 
I 

Force 
(kN) 

Displacement 
(mm) 

Velocity 
(mm/sec) 

Stiffness 
(kN/mm) 

Damping Ratio (kN 
sec/mm) 

5.54091 1.8367998       
5.54092 1.8374992 0.019982     
5.54093 1.8381982 0.019970 17.33853474 1.318514441 
5.54094 1.8388968 0.019958 17.33853474 1.319913624 
5.54095 1.8395950 0.019946 17.33853474 1.321314143 
5.54096 1.8402928 0.019934 17.33754601 1.322942507 
5.54097 1.8409902 0.019922 17.33858821 1.324124114 
5.54098 1.8416872 0.019910 17.33853474 1.325523742 
5.54099 1.8423838 0.019898 17.33853474 1.326929629 
5.54100 1.8430800 0.019886 17.33853474 1.328336866 
5.54101 1.8437758 0.019874 17.33848191 1.329740551 
5.54102 1.8444712 0.019862 17.33858821 1.331160358 
5.54103 1.8451662 0.019850 17.33848191 1.332561778 
5.54104 1.8458608 0.019838 17.33858821 1.333984317 
5.54105 1.8465550 0.019826 17.33858757 1.335398277 
5.54106 1.8472488 0.019814 17.33842843 1.336842551 
5.54107 1.8479422 0.019802 17.33858821 1.338221543 
5.54108 1.8486352 0.019790 17.33853474 1.339615844 
5.54109 1.8493278 0.019778 17.33848191 1.341563246 
5.54110 1.8500200 0.019766 17.33858821 1.342421879 

and dx/dt can be considered zero. As a result, Equation 8.2 can be further simplified as 
Fe=Kx 

(8.3) 

Therefore, it is possible to calculate stiffness K directly from the force and displacement 
signals. In order to do this, schedules of different force levels were used, and 
corresponding displacement signals were collected. Deriving from Equation 8.3, the 
stiffness can be expressed by the ratio of difference in force to that in displacement 
between two sets of data: 

 (8.4) 

The results are shown in Table 8.3 for C-gun I. The stiffness value calculated using 
Equation 8.4 is slightly lower than that obtained using Equation 8.2 (shown in Table 8.2). 
This could be attributed to several factors. Although the force measurement is fairly 
repeatable, the displacement measurement may change from run to run. Because of the 
impact of electrodes during  
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TABLE 8.3 
Stiffness Calculation Using Equation 8.4 

Force (kN) ∆F (kN) Displacement (mm) ∆D (mm) Stiffness (kN/mm)
3.6662   42.26516     
4.0244 0.3582 42.29054 0.02538 14.11 
5.0468 1.3806 42.39051 0.12535 11.01 
5.4118 1.7456 42.41589 0.15073 11.58 
6.1732 2.5070 42.46572 0.20056 12.50 
6.7072 3.0410 42.51586 0.25070 12.13 

touching, the electrode faces may be slightly plastically deformed (in the micron scale). 
As a result, the measured displacement value may increase from run to run, and the 
system may appear more compliant than it is. Another possible explanation is that there 
might be slight relative movement between the LVDT sensors and the fixture at the 
beginning and during electrode touching. These factors had a minimal effect when 
Equation 8.2 was used to calculate K, as the signals collected in the same weld cycle, 
instead of between two weld cycles, were used in the calculation. The method using 
Equation 8.2 appears to be more accurate for calculating the stiffness, in addition to the 
benefit of obtaining the damping ratio at the same time. Nonetheless, Equation 8.3 (or 
8.4) provides a convenient procedure for estimating the stiffness of a welder. 

This procedure was also applied to a pedestal welder, which was expected to have a 
noticeably different stiffness from the C-guns. The force and displacement signals for the 
pedestal welder are similar to those shown in Figure 8.14. Similar portions of force and 
displacement were selected for calculation, as presented in Figure 8.16 with fitted curves. 
During this time, force is less volatile than that at the beginning of touching, and 
displacement has a visible increase, which is needed for calculation. The calculated 
stiffness and damping ratio using Equation 8.2 for the pedestal welder are around 50 
kN/mm and 1.0 kN sec/mm, respectively, as listed in Table 8.4. 

Another C-gun (II) was also used to compare with C-gun I. These two guns had 
similar mechanical characteristics, but different controllers. For this C-gun, in addition to 
the stiffness in the axial direction, lateral stiffness was also measured using all three 
LVDT sensors in the fixture shown in Figure 8.5. The electrode force was resolved into 
components parallel and perpendicular to the axis of the arms, and their corresponding 
displacement components were calculated according to the diagram shown in Figure 8.6. 
The calculated stiffness values are axial stiffness=13.26 kN/mm and lateral 
stiffness=0.025 kN/mm. The measurement for C-gun II was similar to that for C-gun I. 
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FIGURE 8.16 
Curve fitting for the pedestal welder. 

TABLE 8.4 
Calculated Stiffness and Damping Ratio for the 
Pedestal Welder 

Force 
(kN) 

Displacement 
(mm) 

Velocity 
(mm/sec) 

Stiffness 
(kN/mm) 

Damping Ratio (kN 
sec/mm) 

1.29418 1.822500       
1.31332 1.822898 0.3988     
1.33242 1.823296 0.3980 50.00000007 1.000000035 
1.35148 1.823694 0.3972 49.99999993 0.999999965 
1.37050 1.824090 0.3964 50.00000007 1.000000035 
1.38948 1.824486 0.3956 49.99999990 1.000000035 
1.40842 1.824880 0.3948 50.00000010 1.000000035 
1.42732 1.825274 0.3940 49.99999993 0.999999965 
1.44618 1.825668 0.3932 50.00000007 1.000000035 
1.46500 1.826060 0.3924 49.99999993 0.999999965 

8.4 Influence of Friction 
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The influence of machine friction has been noticed by some researchers. Satoh et al.4 
found that friction had effects on nugget diameter and sheet separation. They also noticed 
that weld expansion occurred mainly in a direction perpendicular to the electrode axis if 
the friction effects were significant. Dorn and Xu8 concluded that the increase of friction 
improved electrode touching behavior. They further found that an increase in friction 
reduced the tension-shear force and torsion moment of welds. 

In general, friction exists between two contact surfaces only when there is a relative 
movement or a moving tendency. The moving parts and possible sources of friction can 
be identified by visual inspection of a welder. Improper gun installation or maintenance 
may cause excessive friction. The total friction force contains two parts: that due to the 
internal friction inside the cylinder and that from the guideway. However, friction 
measurement of a particular welder is not straightforward. Neither static nor kinetic 
friction is constant in any pneumatic driving system. The values measured under the no-
weld condition can only serve as an indicator of friction during welding. For this reason, 
quantitative measurement (and comparison) is not only difficult to make, but 
unnecessary. In order to study the effect of friction while keeping other factors 
unchanged, a device can be designed to add additional friction to a welder. In the work by 
Tang et al.,11 the friction of the welder was varied by using a specially designed device, 
as shown in Figure 8.17. The device was mounted between the upper and lower structures 
of the pedestal welder. It can provide about 0.36 kN (80 lb) friction force when there is a 
slight movement between the structures. The static friction force of the device was about 
0.45 kN (100 lb). Since there is a movement between electrodes during the weld stage, 
the effect of static friction was not considered in their study. 

In their experiments, two different friction situations were considered: the original 
setup and one with an additional 0.36 kN (80 lb) of friction. This device creates 
significant static friction, as evidenced in Figure 8.18. However, increasing preset 
cylinder pressure can compensate such static friction. The dynamic friction is the one that 
influences the electrode follow-up, and therefore the weld formation. 

 

FIGURE 8.17 
Modification of machine friction on a 
pedestal welder. 
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FIGURE 8.18 
Effect of friction on electrode force: 
(a) steel welding and (b) aluminum 
welding. 

8.4.1 Effect on Electrode Force 

The friction in RSW machines contributes significantly to total electrode force. Under the 
same preset value, the actual force with larger friction is smaller than that with smaller 
friction (Figure 8.18). When large friction exists, electrode movement is sluggish and 
cannot promptly follow the contraction. Thus, it is most likely that internal 
discontinuities, such as porosity, appear in the nugget. The desired situation should be 
that the electrodes move freely in the welding and holding stages. During electrodes 
touching workpieces, the additional friction reduces force oscillation because the 
machine with greater friction has a stronger damping capacity. In addition, the touching 
is delayed. The total force is smaller before welding when friction is greater because the 
friction opposes and cancels out some of the cylinder force. Friction force applies toward 
the nugget and adds more to the total force because the nugget expands and pushes the 
electrodes away. Thus, the force in the case with additional friction increases more 
significantly than that without additional friction. Friction can be considered the main 
source of force change during welding. The friction force is proportional to the normal 
force on contact surfaces. The normal force, furthermore, is in proportion to the preset 
force because of the bending moment of machine structures and the imperfect alignment 
of electrodes. In other words, the friction force is proportional to the preset force. It is 
expected, therefore, that the force change is more significant when the preset force is 
greater. 

8.4.2 Effect on Electrode Displacement 

The displacement signal provides explicit information on weld indentation. An example 
of 2-mm aluminum welding under 3.56-kN force is shown in  
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FIGURE 8.19 
Comparison of electrode displacement 
with different friction. 

Figure 8.19. The electrodes extrude less into the workpieces with larger friction. The 
difference in displacement is about 0.1 mm as electrodes were retracted. This 0.1-mm 
reduction in indentation is a 25% improvement considering the original 0.4-mm 
indentation. This observation agrees with the indentation measurements. In addition, the 
initial impact of electrodes onto workpieces is also reduced by friction, which may be 
beneficial to electrode life. 

8.4.3 Effect on Microstructure 

In order to gain further understanding, the welded specimens were sectioned and 
examined through standard metallographic techniques. Typical cross sections are shown 
in Figure 8.20 to Figure 8.22. It is easy to recognize the differences in the cross sections 
under different friction conditions. In summary, machine friction influences the welding 
process and weld quality. The friction always opposes electrode movement and makes 
electrodes fail to follow nugget contraction during the hold stage. This helps the creation 
of internal discontinuities in welds. 

For 0.8-mm steel (Figure 8.20), incomplete fusion on the faying surface was observed 
when the machine had additional friction. This could be the reason for the reduction of 
weld strength. For 1.7-mm steel (Figure 8.21), it is obvious that the weld under greater 
friction has shrinkage porosity. A similar situation was observed in the weld of 2-mm 
aluminum (Figure 8.22). However, the internal porosity may not affect the tensile-shear 
strength of the welds. 
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FIGURE 8.20 
Weld cross sections with different 
frictions (0.8-mm steel), (a) Without 
additional friction, (b) With additional 
friction. 

8.4.4 Effect on Tensile-Shear Strength 

Because the additional friction only results in worse porosity, the tensile-shear strength of 
weld does not change significantly; refer to Figure 8.23 and Figure 8.24. The reduction in 
strength is generally not statistically significant for the steels and aluminum alloys tested. 

These figures also show the comparisons of the joint strength under different 
conditions. It can be concluded, based on the comparisons, that friction is unfavorable for 
both steel and aluminum welding. However, some of strength reduction may not be 
statistically significant since the data ranges overlap. In general, the influence of friction 
varies with welding conditions. 

In summary, machine friction influences welding process and weld quality. The 
friction always opposes electrode movement and makes it difficult for electrodes to 
follow nugget expansion during welding and contraction during cooling. The latter effect 
may help the creation of internal discontinuities in welds. Therefore, machine friction is 
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in general unfavorable to weld quality. Friction should be kept as small as possible for 
this reason. There are several practical ways to minimize friction. For instance, the 
moving parts of RSW machines should be supported by a roller guide, such as using ball 
screws, rather than using a sliding mechanism. 

 

FIGURE 8.21 
Weld cross sections with different 
frictions (1.7-mm steel), (a) Without 
additional friction, (b) With additional 
friction. 

8.5 Influence of Moving Mass 
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The moving mass of RSW machines has been found to be less important to weld quality 
than stiffness and friction. Satoh et al.4 did not find much influence from moving mass on 
weld nugget formation. However, they stated that an optimal weight of the moving part 
existed for electrode life in relation to the natural frequency of an RSW machine. Dorn 
and Xu9 observed that the moving mass affected vibration at low friction with a rigid 
lower arm. However, they did not detect any clear influence of the mass on weld quality. 
Theoretical attempts have been made by Gould and Dale14 and by Tang et al.11 on the 
dynamic behavior of moving parts of a welder. 

 

FIGURE 8.22 
Weld cross sections with different 
friction (2-mm aluminum), (a) Without 
additional friction, (b) With additional 
friction. 

8.5.1 A Dynamic Force Analysis 
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The insignificance of the effect of the moving mass is generally expected because of the 
very small amount of motion of electrodes during welding. The effect of mass, in the 
form of dynamic force, can be significant only when weld volume thermally expands 
with a large acceleration. The dynamic force can be obtained if moving mass and the 
acceleration of electrode movement are known. The force (F) can be calculated by 
F=ma, where m is the moving mass and a is acceleration, which can be approximated by 
the following differential equation:  

 
(8.5) 

 

FIGURE 8.23 
Influence of friction on weld strength 
(steel). 
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FIGURE 8.24 
Influence of friction on tensile 
strength. 

where x(t) is the electrode displacement during welding at the instant t and ∆t is sampling 
interval. 

Once the electrode displacement profile is recorded for a welding process, the 
acceleration can be estimated using Equation 8.5. For a 1.7-mm steel welding using 6.8-
kA current and 2.67-kN (600-lb) force, as an example, the calculated acceleration of weld 
expansion is shown in Figure 8.25. The results  

 

FIGURE 8.25 
Acceleration of electrodes along the 
electrode direction. 
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show that the largest acceleration occurred during the first cycle in the weld stage, but its 
magnitude is very small (0.23 m/sec2). Afterwards, the acceleration is nearly zero. If the 
moving mass were 40 kg, then the maximum dynamic force would be 9 N (2 lb). Its 
effect can be ignored compared with the applied electrode force. 

In addition to its small magnitude, the dynamic force happens only at the very 
beginning in the welding stage; therefore, it has little effect on weld formation. A 
pedestal welder was modified to isolate the effect of moving mass (Figure 8.26). The 
original moving mass was estimated to be about 40  

 

FIGURE 8.26 
Modification of machine moving mass. 
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FIGURE 8.27 
Effect of moving mass on the force. 

kg. A 20-kg weight was added to the upper structure of the welder in the experiment. As 
a result, the moving mass of the welder was increased from 40 to 60 kg. Visible 
differences can be observed in electrode force (Figure 8.27) only at initial touching and 
after electrodes leave the workpieces. The difference during welding can be ignored. 

In general, the effect of moving mass on electrode force is negligible once the 
electrode force is stabilized after initial touching, as can be observed from Figure 8.27. 
Therefore, the influence of moving mass on weld quality is expected to be insignificant. 
However, the influence may be significant during the touching of electrodes, as shown in 
the figure, where both the duration and magnitude of fluctuation of electrode force are 
affected by the moving mass. As a result, excessive electrode deformation may result 
from the large fluctuation at the beginning, and in turn, moving mass may influence the 
electrode life. 

8.5.2 Effect on Weld Quality 

Various experiments were conducted by altering the mass of the upper structure of a 
pedestal welder in the work by Tang et al.11 The tensile-shear strength and welding 
expulsion limits do not show any significant difference for welds made under different 
moving masses. Strength comparisons of welds made with and without additional moving 
masses are shown in Figure 8.28 and Figure 8.29 for steel and aluminum sheets. 
Therefore, it is safe to conclude that the moving mass has no effect on weld quality. 

In general, the moving mass of RSW machines has no significant effect on weld 
quality. Therefore, the mass or weight should be minimized to reduce  
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FIGURE 8.28 
Influence of moving mass on weld 
strength for steel. 

 

FIGURE 8.29 
Influence of moving mass on weld 
strength for aluminum. 
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the impact at touching for improved electrode life and to improve gun portability for 
saving energy and achieving ergonomic benefits. 

8.6 Follow-Up in a Welding Cycle 

Using the application of electric current as a landmark, a welding cycle can be divided 
into a touching stage and a follow-up stage. Such classification may help better 
understand the effect of a mechanical system on welding. In this section, the possible 
mechanical and pneumatic (assuming an air cylinder is used for driving the electrodes) 
processes during and after the welding current is applied are analyzed. 

8.6.1 Thermal Expansion 

A direct consequence of joule heating during the application of the welding current is 
thermal expansion of a weldment. However, such expansion is constrained by the arms of 
a welder. The degree of constraining depends on the stiffness of the machine. A stiffer 
machine allows less thermal expansion than a more compliant one. As a result, the 
electrode force is higher with a stiffer machine, as shown in Figure 8.9. This phenomenon 
can be better understood by estimating the expansion of the weldment and the 
constraining exerted onto it by the electrodes. The thermal expansion of a weldment 
includes both liquid and solid expansion. As shown in Chapter 7, the melting, or solid-to-
liquid transformation, contributes the most to the total thermal expansion of the 
weldment. Therefore, the relationship between the force needed and the amount of 
expansion can be approximated using the pressure-volume relation as shown in Equation 
(7.9): 

 (8.6) 

In this equation, κ is a constant and P is the pressure needed to compress a liquid of 
volume VL to a liquid of volume Vs (the same volume as that in solid state before 
melting). If the liquid is not compressed to Vs, but some intermediate volume V 
(Vs≤V≤VL), then the pressure needed is 

 (8.7) 

Assuming the project area A of the liquid nugget normal to the axis of the electrodes does 
not change during the compression, and only the height changes as a result of the volume 
change, then the force needed to compress the liquid metal from VL to V is  

 (8.8) 

where HL and H are the heights of the liquid metal at pressure-free state and under the 
pressure P, as defined by HL=VL/A and H=V/A, respectively. This force is illustrated in 
Figure 8.30 as a function of the height of the liquid metal. In this figure, Hs=Vs/A; (Hhigh, 
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Fhigh) and (Hlow, Flow) are the liquid metal heights and electrode forces corresponding to 
high and low welder stiffness, respectively. 

Because a welder with high stiffness allows small expansion during welding, the force 
exerted onto the liquid by the electrode through the welder frames is high, as shown in 
Figure 8.30, compared with a welder of low stiffness. This approximation aims to provide 
a rough rationale for the relationship between stiffness and electrode force during 
welding. It should not be used for quantitative calculation or prediction. Other factors, 
such as material softening, may contribute significantly to the overall behavior of 
electrode movement during welding. 

8.6.2 Effect of a Pneumatic Cylinder 

The closing of electrodes in a spot weld can be driven in several ways, based on 
pneumatics (air cylinder), hydraulics, and electricity (servomotor), or a hybrid form 
(combination) of two of the above mechanisms. Among them, air cylinders are used 
predominately for economical reasons, and they are used as a model system in the 
following analysis. In this section, simplified analytical expressions of force and pressure 
change during welding are derived, and corresponding experimental results are presented. 

 

FIGURE 8.30 
A schematic of the relationship 
between the force exerted onto a liquid 
and the height of the liquid metal. 

As discussed in previous sections, both the distance between the electrodes and the 
electrode force change during welding. Such changes are directly influenced by the 
thermal-mechanical behavior of the weldment, and they are also functions of the machine 
mechanical system through the influence of friction and other factors related to the 
moving system. 

Friction of the moving parts is directly linked to the follow-up of electrodes during 
welding. Although friction reduces the preset value of electrode forces, it increases the 
electrode force significantly during welding, because of the sluggishness of the moving 
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parts. However, this increase is delayed, so it may not serve the purpose of forging and 
expulsion prevention. Force forging, an important process in deterring the formation of 
internal discontinuities, can be fully utilized when the electrodes are free to move in. For 
this purpose, the self-locking mechanism that prohibits the retraction of the pneumatic 
cylinder after the preset force value is reached may promptly provide the needed 
electrode forces. 

Because the acceleration of the electrode motion during welding is quite low, the 
influence of moving mass is usually negligible. However, the cylinder size and line 
pressure, if a pneumatic cylinder is used to drive the moving arm, or the speed of a 
servomotor, for the case of an electric gun, also contribute to the agility of the electrodes 
during welding. 

8.6.2.1 Theoretical Analysis 

The influence of a moving system on the follow-up can be better understood through an 
analysis of the forces in the system using a simplified configuration and assumptions on 
working conditions.15 

The air cylinder and the weld head of a resistance welder can be simplified as a 
cylinder, a piston, a guideway, and an electrode and its holder, as shown in Figure 8.31 a. 
During welding, various forces act on the moving system. They are Fp, force due to the 
air pressure on the piston head; Ff1, force due to friction between the piston head and the 
cylinder wall; Ff2, friction in the guideway; and Fe, the reaction from the weldment, or the 
electrode force (Figure 8.31b). 

A resultant force due to friction, Ff=Ff1+Ff2, can be used because the loading state of 
particular locations is not of concern and the moving assembly can be assumed a rigid 
body. Newton’s second law of motion yields 

Fe−Ff−Fp=ma 
(8.9) 

m is the total mass of a moving assembly and a is acceleration, a is usually fairly small, 
as discussed in Section 8.5, so for simplicity, ma can be ignored. Therefore,  

Fe−Ff−Fp=0, or Fe=Ff+Fp 
(8.10) 
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FIGURE 8.31 
(a) A schematic of an air cylinder and 
upper electrode assembly, (b) Forces 
acting on the moving components. 

Any change in electrode force can be reflected by changes in pressure and in friction: 
dFe=dFf+dFp 

(8.11) 

Assume welding or the application of electric current starts after the electrodes are 
stabilized; i.e., the initial friction is zero. Then the change in friction force is a kinetic 
friction and can be assumed a constant in value: 

 
(8.12) 
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where µk is the kinetic friction coefficient and N is the total force at the contact surfaces 
between moving and stationary parts, in the direction normal to the surfaces. µk and N are 
assumed constant, dx is the change in length, or displacement of the moving electrode. So 
−dx/|dx| indicates the opposite direction of motion. Friction force is usually nonconstant, 
especially when the sliding system (guideway) is not properly installed. Bending caused 
by misalignment may contribute considerably to the normal force N and change the value 
of N, depending on the severity of bending. 

The force change due to pressure can be approximated utilizing the ideal gas law, 
which describes the relation between pressure, P; volume, V; molar number of the gas, n; 
and temperature, T: 

PV=nRT 
(8.13) 

R is the gas constant. If one considers the state of air in the cylinder only, as marked in 
Figure 8.31, then its temperature can be assumed constant because the heat transfer in the 
air cylinder can be ignored because of the extremely short period of welding. In general, 
the pressured volume of a cylinder changes because of the oscillation of electrodes; so do 
the pressure and the amount, or the molar number of air. 

The instantaneous volume of the pressure chamber can be expressed by the length x 
and cross section area A of the chamber, V=xA. Substitute it into Equation 8.13: 

xPA=nRT 
(8.14) 

Differentiating it yields 

 (8.15) 

or 

 (8.16) 

It can be further simplified as 

 
(8.17) 

Equation 8.17 indicates that a change in pressure has contributions of two parts: that due 
to an increase in the amount of air and the decrease due to volume expansion. Using 
Equation 8.17, the change in force onto the piston head can be expressed as  

 
(8.18) 

Therefore, the change in electrode force is 
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(8.19) 

Note that dV/|dV|=dx/|dx|. Equation 8.19 is the general quantitative expression of force 
change during welding. It shows that change of electrode force is approximately 
proportional to the electrode force value, or preset electrode force. As electrodes close 
onto the workpieces, dV>0, so the change in electrode force dFe is determined by whether 
the air supply can react promptly, or the flow rate dn/n is high enough to offset the 
decrease due to cylinder volume expansion and friction. 

A special case is when expulsion occurs. Because it happens in a very short period 
(usually in a few milliseconds), airflow in and out of the cylinder can be neglected, or 
dn/n≈0. The electrodes move in onto the workpieces during expulsion because part of the 
liquid metal is ejected from the nugget, so dV >0 and 

 
(8.20) 

A drop in electrode force results. The change in air cylinder pressure due to expulsion can 
be estimated using the ideal gas law. Because dn≈0, so PafterVafter≈PbeforeVbefore and 

 

(8.21) 

This expression can be further simplified as  

 

(8.22) 

It is therefore evident that the sudden movement of the electrode caused by the expulsion 
causes the sudden pressure change in the air cylinder. The magnitude of pressure change 
would reflect the extent of the expulsion. The sensitivity of the pressure change to the 
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expulsion is proportional to the pressure level in the air cylinder, and inversely 
proportional to the initial height of the upper air chamber. 

An air cylinder usually has controlled pressure on both sides of the piston head: one in 
from the inlet chamber, and the other is on the outlet (exhaust) side. The pressure 
discussed above is the differential of the two pressures, with consideration of the area 
covered by the piston rod on the exhaust side. 

8.6.2.2 Experiment Results 

An experiment was conducted on a Taylor Winfield 30-kVA press-type machine at the 
Edison Welding Institute.16 Figure 8.32 shows the experimental setup. The two 
displacement transducers mounted near the electrodes measure the displacement between 
the upper electrode and the machine  

 

FIGURE 8.32 
Experimental setup for monitoring 
cylinder pressure and displacement on 
a pedestal welder. 
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FIGURE 8.33 
Displacement and pressure variations 
during welding (a) without expulsion 
and (b) with expulsion. The lower part 
is an enlarged view of the welding 
period. 

frame, and the displacement between the two electrodes, respectively. The displacement 
traces were used to confirm the event of the expulsion. Two pressure transducers of 100 
psi range and 0.2% accuracy were mounted at the inlet and outlet ports of the air cylinder, 
to monitor the pressure variation during the welding cycle. The secondary welding 
current was also collected. 

Figure 8.33a and b show examples of displacement and pressure variations during 
welding, without and with the occurrence of weld expulsion, respectively. The secondary 
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welding current trace provides the time reference for the other signals on the plots. When 
there is no expulsion (Figure 8.33a), the pressure increases gradually during the welding 
cycle, corresponding to thermal expansion of the weldment due to heating, and gradually 
decreases after the welding current is shut off. On the other hand, there is a sudden 
decrease in pressure associated with the occurrence of expulsion (Figure 8.33b). The 
pressure signals presented in the figures were directly taken from  

TABLE 8.5 
Summary of Pressure Decrease Associated with 
Expulsion 

Material 
Thickness 

Cylinder 
Diameter 

Pressure 
(upper/lower) 

Expulsion 
(yes/no) 

∆P During 
Weld 

0.034-in. 4-in. 80–15 Yes 1.19 psi 
0.034-in. 4-in 50–15 Yes 0.30 psi 
0.047-in. 4-in 50–15 Yes 0.30 psi 
0.047-in. 4-in 80–15 Yes 1.48 psi 
0.034-in. 3-in 80–15 Yes 0.210 psi 
0.047-in. 3-in 80–15 Yes 0.196 psi 

the sensors without postprocessing of the signals. They had very little electrical 
interference from the secondary welding current. 

Table 8.5 summarizes the pressure changes in the air cylinder during expulsion for 
different cylinder sizes, preset pressure levels, and sheet thicknesses, collected during the 
experiments. The pressure varied from 0.2 to 1.5 psi, which is quite measurable using 
standard pressure transducers. 

These testing results suggest that the sudden pressure drop during welding could be 
used for automated weld expulsion monitoring on production lines. It would also lead to 
the design of simple and effective control feedback systems for elimination of the 
expulsion. 

For an actual case using the setup shown in Figure 8.32, the measurement is as 
follows: x0=25.4 mm, P0=80 psi, ∆x=0.15 mm, and ∆P=0.3 psi. Using Equation 8.22, a 
change of 0.47 psi is obtained, which is reasonably close to the test data. 

In conclusion, both the experimental data and the theoretical analysis reveal that there 
is a direct correlation between the sudden motion of electrode and the sudden change of 
the pressure in air cylinder when expulsion happens in welding. The magnitude of 
pressure change can be used as an indication for the extent of expulsion. The level of 
pressure change depends on the pressure level in the cylinder and the height of the upper 
air chamber. The pressure changes range from 0.2 to 1.5 psi for the machine used, which 
can be readily measured with out-of-shelf pressure transducers. 

The pressure signal appears to be a viable method for monitoring the electrode motion 
during expulsion, thus providing an attractive alternative for expulsion detection and 
feedback control. There are several advantages of using pressure signal for expulsion 
detection, due to the location of the pressure transducers. It is less intrusive than the 
displacement transducers in the weld area. It also experiences much less electrical 
interference from the welding current loop, which often causes great difficulties in force 
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and displacement measurement in resistance spot welding. It appears that the expulsion 
detection algorithms using the pressure changes would be rather simple and 
straightforward to implement in a production environment. 

The follow-up process is also a strong function of electrode geometry. Flat-faced 
electrodes have a relatively stable contact area with the workpieces, and the contact area 
between dome-faced electrodes and sheets changes constantly during welding due to 
thermal softening. Therefore, the signals such as electrode displacement, force, and 
dynamic resistance have different characteristics for welding using different electrodes. 
Caution must be made to generate findings from one welding process to others. 

8.7 Squeeze Time and Hold Time Measurement 

The measured signals of electrode force, displacement, and electric current can be used to 
analyze mechanical properties other than stiffness and the damping ratio of a welder, as 
discussed in Section 8.3. One application is to quantify the differences between setup 
parameters and the true responses of a machine. The setup values, often input through a 
keypad on an electronic controller, have been regarded as the true responses obtained 
during a welding cycle with negligible errors. However, a mechanical system may not 
respond as desired because it usually takes a certain amount of time for a mechanical 
system to react after it receives a command from a controller. For instance, a finite 
amount of time is needed for a pneumatic cylinder to reach the preset pressure after the 
valves are opened by an electronic actuation. This may have an influence on both the 
squeeze stage and the hold period of a weld cycle. If the preset value of electrode force is 
not reached before the current is applied, excessive heat could be generated at the contact 
surfaces because of high contact resistivity, and in some cases, an electric arc could form 
between two metals. If, on the other hand, the electrodes are retracted at a different 
instant from the designated schedule, from the work-pieces after the current is shut off, 
the just-formed weld could be undercooled or overcooled. This could be a serious 
problem for high-strength steels. Therefore, it is of practical interest to understand the 
extent of differences that may exist between setup values and the true responses for a 
welder. It is reasonable to assume that such differences are machine or system depen-
dent. As large-scale production often strives for a balance between high-quality welds 
and short process time, such study is essential in understanding the welding system and in 
predicting the weld quality once a relationship is established between the (true) process 
parameters and weld quality. 

In a study by Wang and Zhang,12 the difference between the setup squeeze time and 
the measured squeeze time was calculated using the signals. Three sensors, force, 
displacement, and electric current sensors, were used for the study. The electric current 
sensors were used to identify the end of the squeeze period (as the start of the current) 
and the start of the cooling period (as the end of the current). The measured squeeze time 
is defined as the period starting from the moment at which electrodes start to move, 
characterized by the start of increase of displacement value, as shown in Figure 8.14. The 
time ends when electric current is applied. Another time to be considered during 
squeezing is the time to stabilize the electrode force, when  

TABLE 8.6 
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Setup and Measured Squeeze Time for C-Gun I 
Setup 
(cycle) 

Measured 
(msec) 

Measured 
(cycle) 

Stable 
(msec) 

Stable 
(cycle) 

Difference in 
Squeeze (msec)

Difference in 
Squeeze (cycle) 

35 518.0 31.1 486.8 29.2 65.10 3.9 
35 519.0 31.1 502.0 30.1 64.10 3.8 
37 548.0 32.9 483.0 29.0 68.42 4.1 
38 559.0 33.6 483.0 29.0 74.08 4.4 
39 572.5 34.4 477.0 28.6 77.24 4.6 
39 579.0 34.8 440.0 26.4 70.74 4.2 
99 1573.0 94.4 491.0 29.5 76.34 4.6 

TABLE 8.7 
Setup and Measured Squeeze Time for C-Gun II 

Setup 
(cycle) 

Measured 
(msec) 

Measured 
(cycle) 

Stable 
(msec) 

Stable 
(cycle) 

Difference in 
Squeeze (msec)

Difference in 
Squeeze (cycle) 

1 425.0 25.5 342.8 20.6 408.34 24.5 
2 461.2 27.6 362.7 21.8 427.88 25.7 
5 557.6 33.5 359.1 21.6 474.30 28.5 

10 173.4 10.4 346.7 20.8 6.80 0.41 
20 260.6 15.6 335.5 20.1 −72.60 −4.4 
30 429.2 25.8 329.1 19.8 −70.60 −4.2 
35 505.8 30.3 320.7 19.2 −77.30 −4.6 
40 590.3 35.4 333.6 20.0 −76.10 −4.6 
45 674.3 40.5 341.1 20.5 −75.40 −4.5 
50 755.6 45.3 335.5 20.1 −77.40 −4.6 
60 920.6 55.2 335.5 20.1 −79.00 −4.7 
70 1091.0 65.5 362.6 21.8 −75.20 −4.5 
80 1263.0 75.8 361.2 21.7 −69.80 −4.2 
90 1422.0 85.3 357.2 21.5 −77.40 −4.6 
99 1573.5 94.4 343.4 20.7 −75.84 −4.6 

the electrode force reaches a steady level (or the preset value). These times are defined in 
Figure 8.14. The comparison between setup squeeze time and measured squeeze time, as 
well as the time needed for stabilizing the electrode force, is presented in Table 8.6 for C-
gun I and in Table 8.7 for C-gun II. 

Table 8.6 shows that there is an approximately constant difference between real 
(measured) squeeze time and the setup time. A positive value (~4 cycles) means that the 
measured time is longer than the setup, which is desirable because electric current would 
not be applied, or welding would not occur prematurely. In contrast, the difference 
changes from positive to negative when the setup squeeze time increases for C-gun II, as 
shown in Table 8.7. For this welder, welding could start before the electrode force 
reaches the desired level, and therefore, additional squeeze time should be used. The 
electronic controller probably should take the main responsibility for such discrepancies 
between welders. The time needed to reach a stable electrode force appears fairly 
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constant for each welder. C-gun I needs about 30 cycles and C-gun II needs about 21 
cycles to reach the preset force level. These are the minimum squeeze times needed for 
welding. Shorter times may result in unconformable welds or excessive electrode wear 
due to overheating of the contact interfaces. 

The hold time response can also be analyzed using the same signals. The hold time 
starts at the end of the electric current application, but the end of the hold period can be 
defined in several ways. The start of electrode force drop (F-start) can be considered the 
end of electrode cooling of the weldment. The moment when the electrode force drops to 
zero (F-end) and that when electrodes start to leave the workpieces (D-start, so the 
electrodes are not in contact with the workpieces) can also be defined as the end of the 
cooling period. These periods are illustrated in Figure 8.14. Table 8.8 and Table 8.9 list 
the various hold times (expressed as the difference between measured and setup hold 
times) measured according to different definitions on C-guns I and II. 

The hold time characterized by the start of electrode motion seems a reasonable 
choice, as the physical separation of the electrodes from the workpieces marks the end of 
cooling. As shown in Table 8.8 and Table 8.9, the C-guns have fairly consistent larger 
hold times than the setup values. C-gun I has about 5~7 cycles extra hold time than the 
preset value, and C-gun II has about 5 cycles more than the setup. As the cooling rate 
determines the microstructure, and therefore the mechanical properties of a weldment 
after electric current is shut off, the discrepancies between true and setup hold times are 
of certain importance. Because hold time effect is different  

TABLE 8.8 
Setup and Measured Hold Time for C-Gun I 

Setup (cycle)∆t (F-start, cycle)∆t (F-end, cycle)∆t (D-start, cycle)
0 3.12 6.72 6.88
1 2.60 5.95 6.35
9 2.29 5.64 5.96
9 2.32 5.56 5.83

12 2.26 5.62 5.96
40 2.32 5.22 5.70
50 2.69 5.55 6.22

100 2.34 6.08 6.12
150 2.52 6.66 6.24
180 3.66 7.92 7.38
198 2.46 6.78 6.12

TABLE 8.9 
Setup and Measured Hold Time for C-Gun II 

Setup (cycle)∆t (F-start, cycle)∆t (F-end, cycle)∆t (D-start, cycle)
1 2.1 4.7 5.5

10 1.4 4.7 4.9
20 1.4 4.6 5.1
30 1.5 4.7 5.1
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40 1.5 4.6 5.2
60 1.3 4.7 5.3
80 1.5 4.8 5.2
99 1.6 4.9 5.3

for mild steel, high-strength low-alloy (HSLA) steel, and advanced high-strength steel 
(AHSS), such an effect deserves a systematic study and the deviation of real hold time 
from its setup value should be accounted for. 

The C-guns used in the study showed differences in responses, and it can be expected 
that welders of different types will be different. Therefore, the numeric values of the 
times obtained for the C-guns cannot be generalized, but the methodology is applicable. 

8.8 Other Factors 

Based on the discussions in previous sections, it can be concluded that stiffness is 
probably the most critical mechanical property of a welder. It has a direct impact on 
electrode alignment and electrode force, and therefore a weld’s quality. These two factors 
and the influence of workpiece materials are further explored in this section. 

8.8.1 Electrode Alignment and Workpiece Stack-Up 

It is desirable to have electrodes aligned to make electrode faces parallel and to have 
them overlapped during welding. The purpose of the alignment is to create a contact as 
uniform as possible for conducting electric current and generating heat for nugget 
formation. The deviation from the ideal positions, either axially or angularly, is called 
misalignment. These conditions are illustrated by Figure 8.34. 

An approximate relationship can be established between machine stiffness and the 
electrode axial alignment due to structure deflection based on a geometric consideration. 
An axial misalignment reduces the (overlapped) contact area between the sheets, as 
shown in Figure 8.35. The actual contact  
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FIGURE 8.34 
Perfectly aligned, axial, and angular 
misaligned electrodes, and possible 
nugget shapes due to abnormal 
electrode conditions. 

 

FIGURE 8.35 
Geometric model for calculating 
contact area due to axial misalignment. 
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area (Cr), in percentage of electrode face area, can be approximated by the following 
equation: 

 

(8.23) 

where r is the radius of electrode face and δ is the axial misalignment. It can be seen from 
the equation that the reduction in contact area is strongly correlated with the axial 
misalignment. 

Another consequence of misalignment is the change induced in contact pressure. 
Assuming a misalignment of 0.75 mm axially and 0.28° in angle, a finite element model 
produces an asymmetric pressure distribution at the faying surface under 2.67 kN (600 lb) 
of electrode force, as shown in Figure 8.36. The average pressure with perfect alignment 
on the faying surface is 83.0 MPa. Under ideal alignment, high pressure occurs around 
the electrode edge, which plays a role in constraining the molten nugget and preventing 
possible welding expulsion. When the electrodes misalign, the pressure distributes 
asymmetrically. Obviously, this asymmetrical pressure distribution is unfavorable in 
terms of expulsion prevention13 and electrode life. 

 

FIGURE 8.36 
Pressure distribution at the faying 
surface for perfectly aligned (left) and 
misaligned (right) electrodes in 
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welding 0.8-mm (upper) and 1.7-mm 
(lower) steel sheets. 

In addition, the analysis also shows that sheet thickness is another factor on pressure 
distribution. Thicker sheets tend to have a more uniform distribution of pressure at the 
faying surface. 

Although this calculation did not consider thermal-mechanical interaction occurring 
during welding, it points out the possible influence of machine stiffness on electrode 
alignment and possibly on weld quality. In practice, a certain amount of angular 
misalignment can be compensated by the fact that electrodes are usually slightly worn 
after a few welds, and by using dome-shaped electrodes. In general, establishing a 
tolerance of axial and angular misalignments for RSW machine design needs further 
finite element analysis (FEA) and experimental study. 

Electrode alignment is directly related to the stiffness of welding machine frames and 
the workpiece stack-up. Aligned electrodes alone cannot guarantee a good alignment, as 
both workpiece stack-up and the relative position of the electrodes with respect to the 
workpieces determine the final alignment. Some possible stack-ups are shown in Figure 
8.37. A large number of stack-up possibilities exist, considering possible combinations of 
electrode alignments with workpiece stack-ups, such as using the cases shown in Figure 
8.34 and Figure 8.37. Therefore, electrode alignment is case dependent and should be 
treated with the consideration of both welder setup and configuration of workpieces. The 
imprint method using carbon paper to record the relative locations of electrode faces is a 
convenient way to measure axial electrode alignment. However, it provides very little 
information on the condition of angular alignment. Cautions should be taken when this 
method is used on gun-type welders with one or two rotating arms to close electrodes 
(squeezing). Workpiece stack-up (both total thickness and fit-up) may significantly affect 
both axial and angular alignment. 

Besides the installation of electrodes and their holders, stiffness is probably the most 
influential factor affecting electrode alignment. It dictates the deflection of welder arms, 
and therefore the alignment. Such deflection tends to increase with applied electrode 
forces. Thus, alignment should be determined under the largest electrode force possible in 
the working ranges. 

 

FIGURE 8.37 
Typical workpiece stack-ups. 
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Because the alignment conditions of electrodes directly affect the electrical contact and 
current distribution, they are the single most important factor in determining the nugget 
location, as discussed in Chapter 7. Therefore, good alignments tend to generate less 
offset, and therefore, more applied electrode forces are used to contain the liquid nugget 
to avoid expulsion. Electrode misalignment is also responsible for irregularly shaped 
nugget formation and excessive electrode wear due to uneven distribution of contact 
pressure between the electrodes and the workpieces, as shown in Figure 8.36. For 
example, Howe7 found that electrode deflection could significantly change electrode life, 
which may result from the misalignment of electrodes created by electrode deflection. 

The effect of electrode misalignment can be alleviated a bit if domed instead of flat 
electrodes are used. For the same reason, slightly worn electrodes may perform better 
than new electrodes because they are more forgiving in terms of angular alignment. 

8.8.2 Electrode Force 

As discussed in previous sections, when a mechanical characteristic of a machine, such as 
stiffness or friction, changes, it usually directly results in a change in electrode force. 
Therefore, a change in electrode force not only affects the weld quality, but also indicates 
a welder’s capacity and the possible constraining that the electrodes can impose onto a 
weldment. Understanding the trend of electrode force change should be beneficial to 
weld quality improvement and welder design. 

In the work by Tang et al.,10 experiments were conducted under several preset forces 
with the other parameters held constant, in order to find the influence of the preset force 
on the force characteristics during the weld stage. Force profiles monitored are shown in 
Figure 8.38. A general observation is that the force increase becomes greater with a larger 
preset force. For example, the increment is about 338 N (76 lb) for a 5339-N (1200-lb) 
preset force and is 160 N (36 lb) for a 3500-N (800-lb) preset force. The force changes 
(∆F) and the change ratio (∆F/F) are shown in Figure 8.39. 

Note that electrode force does not always increase during welding. As shown in Figure 
8.18, the force actually decreases when welding an aluminum alloy. 

8.8.3 Materials 

Besides electrical properties, the thermal-mechanical behavior of workpieces greatly 
influences welding processes. For instance, during heating, the weldment expands due to 
both solid and liquid expansion. Such expansion is constrained by the electrodes, and 
different materials behave differently under such constraint according to their unique 
thermal-mechanical characteristics. Some differences in behavior are clearly 
demonstrated by comparing the force profiles  
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FIGURE 8.38 
Force profiles vs. preset forces. 

 

FIGURE 8.39 
Force change under various preset 
forces. 
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of steel and aluminum welding. The electrode force in steel welding has a larger value 
than the preset force during the application of current, while aluminum welding exhibits a 
drop in electrode force during welding. This phenomenon stems from the differences in 
mechanical and thermal behavior of these two materials at elevated temperatures, and 
whether the force exerted on the electrodes by the weldment increases or drops largely 
depends on the competition of thermal expansion and softening. A comparison of yield 
strength and  

 

FIGURE 8.40 
Comparison of material properties 
between a steel and an aluminum 
alloy. 

coefficient of thermal expansion (CTE) between steel and an aluminum alloy is shown in 
Figure 8.40. The expansion of a weldment (including both liquid and solid phases) in a 
weldment pushes the electrodes apart, and therefore exerts additional force onto the 
electrodes. On the other hand, the softening of materials at elevated temperatures makes 
it easy for the electrodes to extrude into the weldment and results in a drop in electrode 
force. The separation of sheets during welding may also contribute to the force decrease. 
In steel weld-ing, the effect of thermal expansion overcomes that of softening, and 
therefore, the total electrode force increases. On the contrary, the electrode force 
decreases during aluminum welding because the softening process is a larger effect. Note 
that the trend of electrode force change reverses around the middle of welding for both 
steel (decreasing) and aluminum (increasing). This can also be explained by the 
competing processes between thermal expansion and soften-ing, with the larger influence 
of temperature when melting starts or the melting pool grows to a certain size. 

Influence of Mechanical Characteristics of Welding Machines     335	



The thermal-mechanical effect due to heating is also reflected by the change of 
electrode force during welding as a function of welding current, as shown in Figure 8.41. 
The maximum electrode force is larger than the preset value during welding for steel, and 
it is smaller for the aluminum. However, the increase in the case of steel welding 
diminishes as the welding current increases due to increased heating/softening. The 
decrease in elec-trode force for aluminum welding becomes more severe with welding 
cur-rent for the same reason. 

Because of the differences in material properties, aluminum alloys act much 
differently from steel during welding. Therefore, the welding sched-ules for aluminum 
are different from those of steel. For example, if the electrode face is 6 mm in diameter 
for steel welding, the pressure on the  

 

FIGURE 8.41 
Dependence of electrode force change 
on welding current. 

workpiece surface is 126 MPa, which is about 36% of steel yield stress at room 
temperature. Comparatively, the pressure is about 133 MPa for aluminum welding with a 
7-mm-diameter electrode, which is about 116% of aluminum yield stress. Even at room 
temperature, the aluminum alloy yields under preset electrode force. The different 
properties of aluminum alloys from those of steels determine that new welding machines, 
instead of those used for steel welding, are needed for aluminum welding. 
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9  
Numerical Simulation in Resistance Spot 

Welding 

 

9.1 Introduction 

Unlike other welding processes, resistance spot welding (RSW) is difficult to directly 
monitor on the weld nugget development, since melting and solidification processes 
primarily happen between the workpieces. A common practice is to control the input, 
such as welding parameters, and monitor the output, such as the attributes of a weld and 
process signals. However, little is known about the nugget formation process from the 
input and output. Complexity rises due to the interacting electrical, mechanical, thermal, 
and metallurgical processes. Numerical simulation (such as finite element analysis) is a 
powerful tool in this situation. Detailed thermal profile, stress and strain distributions, as 
well as distortion at various stages can be revealed by numerical simulations. Welding 
process parameters, such as electrode force, current, and welding machine stiffness, can 
be easily altered using the finite element method to study their influence. To perform a 
similar study experimentally would be extremely difficult if not impossible. 

Finite element simulation of resistance spot welding has been attempted by many 
researchers, and most of the work has been on resistance welding steel. For instance, a 
commercial finite element simulation package, ANSYS™,1 was used for simulating 
resistance spot welding of steel by sequentially coupling electrical-thermal and thermal-
mechanical processes (Nied2; Tsai et al.3). A small portion of the existing work is on 
aluminum welding. Computational models were also proposed to study effects of 
electrode geometry, electrode wear, and thermoplastic constitutive relationship. 

An accurate prediction of weld structure and properties requires a precise simulation 
of the interactive mechanical-thermal-electrical process of RSW. This is not always 
possible due to the fact that there is no commercial software package available to handle 
fully coupled aforementioned processes. In addition to the lack of a capable program, the 
scarce source of material properties, especially their temperature dependence, available 
for numerical simulation has significantly hindered the progress in this regard. For 
instance, the large variation of contact resistance during welding cannot be accurately 
accounted for due to the lack of data and process randomness. However, the simulation 
precision can be improved by the advances in numerical simulation techniques and 
computation software, and in computer hardware. More reliable material data can 
become available with breakthroughs in material research and testing. 



In this chapter, the fundamentals of finite element simulation of the resistance spot 
welding process are reviewed. Their applications in nugget growth modeling and 
microstructure evolution will then be presented. 

9.1.1 Comparison between the Finite Difference and Finite Element 
Methods 

As two major numerical methods for solving engineering problems, both the finite 
difference method (FDM) and finite element method (FEM) have been used in resistance 
spot welding process simulation. The finite difference method was used almost 
exclusively in early works, while the finite element method took over in the recent efforts 
of simulating the RSW process. These two methods are different in terms of 
discretization, handling of boundaries, problem formulation, and simulation accuracy. In 
this section, they are compared in order to give the reader a simplified view of similarities 
and differences between these two methods. 

9.1.1.1 Discretization 

Both methods require the discretization of a structure, object, or region being analyzed. 
However, the way of discretization is fundamentally different. Such a difference can be 
clearly seen in the two-dimensional rectangular elements used in these two methods, as 
shown in Figure 9.1. 

In a finite difference analysis, the object or region being analyzed is divided into a 
finite number of lumps. While in the finite element analysis, the object or region is 
divided into a finite number of elements. Thus, in a finite difference approach, each lump 
is assumed to have a constant value of a pertinent field variable. For example, in a 
thermal analysis the field variable  

 

FIGURE 9.1 
(a) A lump used in finite difference 
analysis, (b) An element used in finite 
element analysis. 

temperature is assumed constant over a lump and the entire lump becomes isothermal. 
This indicates that the node for a lump is not associated with the corners of the lump, but 
rather with its geometric center or centroid, as shown in the figure. In the case of finite 
element analysis, the nodes are associated with the corners of an element and may have 
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different values of field variables, like temperature, displacement, pressure, etc. Also, a 
field variable is generally not constant over the element but varies in a prescribed 
manner, depending upon the interpolation scheme (functions) used. Higher-order 
interpolating polynomials can be used to form higher-order elements in finite element 
modeling. 

9.1.1.2 Geometry 

In a finite difference analysis, discretization assumes that the nodes are equally spaced. 
Thus, if rectangular lumps are used in an analysis and the problem requires nodes to be 
placed at boundaries (to impose prescribed boundary conditions), surface lumps are 
needed that are essentially half the size of the interior lumps. Corner lumps are one fourth 
the size of their interior counterparts, as shown in Figure 9.2. On the other hand, finite 
element modeling may define elements with nodes on the boundaries (Figure 9.2b). 

For the same reason, discretizing complex geometries like curvatures on surfaces into 
lumps in the finite difference method requires the use of jagged effective boundaries, as 
shown in Figure 9.3a by dashed lines. In finite element modeling, however, curved 
boundaries can be closely simulated using various types of elements, such as triangular 
(for plane problems) or tetrahedral (for three-dimensional problems) elements. The 
elements may be constructed to have a required shape of boundaries and have their nodes 
lie exactly on the prescribed boundaries. 

Reducing the size of lumps or elements usually makes the mesh closer to the actual 
configuration. Yet there is a trade-off between accuracy and computing time, and it often 
requires writing special finite difference equations  

 

FIGURE 9.2 
Discretization of a plate into (a) lumps 
for a finite difference analysis and (b) 
elements for a finite element analysis, 
for a rectangular domain. 
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FIGURE 9.3 
Irregularly shaped boundaries 
discretized into (a) lumps and (b) 
triangular and quadrilateral elements. 

for the boundary nodes that explicitly include the effect of curved boundaries in the finite 
difference method. However, in finite element analysis various elements such as 
triangular or quadrilateral elements can be used to handle the complex geometries. This is 
the major advantage of finite element analysis over the finite difference method. Variable 
spacing of nodes and various shapes of elements can also be routinely handled by the 
finite element method. 

9.1.1.3 Formulation 

In the finite difference method, the governing equations are written for each node. In the 
heat transfer formulation, for example, an energy balance is made on each lump. In FEM 
the direct energy balance approach can be used, but there are some other approaches, like 
virtual work, variational method, and weighted residual method, which are more 
powerful and flexible for engineering applications. 

9.1.1.4 Accuracy and Others 

It is difficult to make a general statement on accuracy, as a simulation’s accuracy 
generally depends on many factors. The finite element method seems to be more accurate 
when curved boundaries are present. It is also difficult to compare the execution times 
between the finite element method and the finite difference method. In general, the finite 
element method has a longer execution time. However, the finite difference method 
usually requires more preparation than the finite element method. 
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9.1.2 Methods of RSW Process Simulation 

The majority of early RSW simulations were based on finite difference methods. In the 
last decade or so, commercial finite element packages, such as ANSYS4 and 
ABAQUS™,1 have demonstrated their versatility in the simulation of resistance spot 
welding processes, in particular by incorporating more realistic process parameters and 
conditions. However, finite difference methods still remain an effective tool to some 
fundamental physics and mechanics associated with resistance welding processes. The 
early work of RSW simulation can be traced back to the 1960s. For instance, temperature 
distribution of an RSW process was first determined numerically by Bentley et al.5 Rice 
and Funk6 created a simplified one-dimensional heat transfer model using the finite 
difference method to predict the temperature history. Also using a one-dimensional finite 
difference model, Gould7 compared simulation results with measured nugget growth in 
experiments. 

These models possess a common inherent inability to deal with radial heat transfer 
because of the assumptions made, which inhibits the calculation of nugget growth in the 
radial direction. Also, these models could not account for nonuniform current density 
distribution. The use of two-dimensional models may overcome these shortcomings. 
Axisymmetric heat transfer models for analyzing the resistance spot welding process 
were developed later (Tsai et al.8; Cho and Cho9), using finite difference methods, which 
addressed some of these concerns. 

The thermomechanical aspects of the spot welding process have generally been 
ignored in the finite difference models due to the limitations of the method. 
Consequently, contact areas at the electrode-sheet and sheet-sheet interfaces had to be 
assumed. For instance, in the two-dimensional model by Cho and Cho,9 the diameter of 
the sheet-sheet contact area was assumed to be twice as much as that of the electrode tip 
surface. Huh and Kang10 developed a three-dimensional thermoelectrical model using 
finite element codes. Using a commercial FEM package, ANSYS, temperature histories 
were obtained in the model for the electrode-sheet assembly, and another commercial 
program, ABAQUS, was used to model the thermomechanical process with emphasis on 
finite strain thermoplasticity effects. Wei and coworkers11–13 reported a model 
considering transport of mass, momentum, energy species, and magnetic field intensity. 
These models generally represent significant improvement over the early works. 
However, their focus was on the heat transfer response only; thermomechanical and 
thermal-electrical aspects of a resistance spot welding process were overlooked. 

The early simulation works were generally on RSW steels. As the use of aluminum 
alloy sheets has increased rapidly in recent years in the automotive body assembly, 
research on RSW aluminum, including numerical simulation, has attracted more 
attention. The basic physical principles remain the same for resistance spot welding steels 
and aluminum alloys, so do the fundamental equations for simulation. However, there are 
major differences in the physical processes between welding aluminum alloys and steels, 
mainly due to their differences in mechanical, thermal, electrical, and metallurgical 
properties. For instance, because of its lower electrical resistance, aluminum requires 
higher welding currents, which can be three to four times more than welding steel. Some 
parameters/properties, such as contact resistance, may not carry much weight in 
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(uncoated) steel welding but are important in aluminum welding. Such differences make 
aluminum welding quite different from steel welding and warrant different treatment in 
numerical simulations. 

There are a number of attempts in numerical simulation of resistance spot welding 
aluminum alloys. The effort of RSW aluminum simulation can be represented by the 
work of Browne et al.14–16 Along with the simulation of nugget growth, they predicted the 
boundaries of minimum nugget size and expulsion. A criterion of expulsion was 
proposed based on the modeling, as depicted in Chapter 7 as the geometry comparison 
model. Khan et al.17–19 also developed a model of aluminum welding process to predict 
the nugget development. The model included the thermal contact resistance of the 
workpiece-electrode interface, the effect of the interface friction coefficient, the contact 
resistance of the workpiece-electrode interface and faying surface, the contact resistance 
variation on contact pressure and temperature, and the convection in the mushy and 
melting zones. 

Although the finite element method offers tremendous flexibility in modeling welding 
processes, general commercial packages do not provide a simulation of completely 
coupled mechanical, thermal, and electric processes. Therefore, various attempts have 
been made using available commercial software packages to simulate the coupling in the 
welding process. The history of welding process simulation can be characterized by the 
extent of coupling in the simulation at different periods. An uncoupled or loosely coupled 
simulation may calculate the temperature history from the electrical-thermal process 
using a program such as ANSYS, and it is then exported as an input to the thermal-
mechanical simulation using the same or different software, such as ABAQUS. The 
contact areas at the electrode-sheet and sheet-sheet interfaces have to be determined, as 
they have a direct impact on current density. Theories were developed to predict the 
change in contact areas during welding. Because the processes are basically decoupled, 
the interactions among the processes are not accounted for, and errors could be 
significant. An improvement is sequentially coupled analysis, as in the work carried out 
by a number of researchers. The basic scheme is outlined in a paper by Zhang et al.20 
Instead of completing the temperature history of the entire welding period before it is 
exported to the thermal-mechanical module, either in the same or different software, the 
electrical-thermal modeling is interrupted after a small increment in welding time, usually 
less than a quarter of a cycle. In the electric-thermal module, electric current is applied 
while mechanical load is kept constant. A new temperature distribution is obtained based 
on previous temperature field and additional heat generated. This new temperature field 
is then imposed onto the thermal-mechanical coupling system, which provides updated 
information on geometry, contact area, etc. Such information is then passed to the 
electrical-thermal module for the next increment of heating. By repeating this procedure, 
nugget formation process, i.e., heating, melting, and cooling of the workpieces, is 
modeled. Time increments need to be carefully chosen to catch details of the process, yet 
avoid an unreasonably long execution time. 

An ideal and realistic model for simulating resistance spot welding processes should 
include a thorough heat transfer analysis, electrical field analysis, thermo-elastic-plastic 
analysis, actual variation of contact resistance, phase change, and temperature-dependent 
material properties. The most difficult aspect of RSW simulation is probably dealing with 
melting and solidification of metals. The work by Feng et al.21 and Li et al.22 showed the 
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possibility of predicting the structure and properties for a heat-affected zone and 
solidified nugget, and residual stresses in a weldment. Their work will be reviewed at the 
end of this chapter. 

9.2 Coupled Electrical-Thermal-Mechanical Analysis 

As RSW is a very specialized process, currently available general-purpose engineering 
FEM software packages do not have the ability to simulate the electrical-thermal-
mechanical interactions needed in RSW. The difficulties in formulating and coding such 
a process also inhibit the development of a customized program. In this section, the 
general formulations of a coupled RSW process are presented for three-dimensional and 
two-dimensional problems. 

9.2.1 A General (Three-Dimensional) Finite Element Model 

The electrical, thermal, and mechanical processes can be formulated separately, and then 
they are linked to each other during coding based on the mutual dependence of the 
process variables. However, it is convenient to consider the electrical and thermal 
processes together, as they are directly related. Then coupling with the mechanical 
process can be realized by considering the thermal effects in a stress-strain analysis. The 
basic steps of formulating the electric-thermal process are as follows: 

1. First, the electric potential is obtained for the entire domain and scaled according to the 
given electric current. The electric field is used to calculate the energy dissipation due 
to the electric resistance of materials. 

2. Then the energy dissipation from the electric analysis is used as heat generation for 
calculating the temperature distribution using the heat conduction equation. 

3. All material properties are updated element-wise according to the calculated 
temperature, which will be used in the stress-strain analysis. 

In this analysis the contact resistance at electrode-sheet and sheet-sheet interfaces plays 
an important role. It can be treated using artificial interface elements in which the 
material properties for electric and thermal analyses are artificially imposed for 
physically reasonable simulation. This procedure simulates the welding process with the 
consideration of variation of process parameters such as the electric current, contact 
resistance, and the electrical and thermal properties of electrode and sheet materials. 

9.2.2 Formulation of Electric Process 

The electric potential can be expressed by a Laplace equation. Assuming that there is no 
internal current source, the governing equation can be written as 

 
(9.1) 
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where is the electrical potential, which is a function of coordinates (x, y, z) 
and time t. Equation 9.1 is equivalent to the following: 

 
(9.2) 

Through the Galerkin approach this equation can be rewritten as 

 
(9.3) 

where is a weighting function. Solving it by integrating by parts and using Ohm’s law 
the equation becomes 

 
(9.4) 

where σ(θ, f) is electrical conductivity matrix, θ=θ(x, y, z, t) is the temperature, which is a 
function of both time and coordinates, f is for predefined field variables, and j=−j·n is the 
current density entering the control volume across S.  

9.2.3 Formulation of Heat Transfer Process 

The general three-dimensional differential equation governing heat conduction with an 
internal heat source can be expressed as 

 
(9.5) 

where ρ is the material’s density, k is the thermal conductivity, Q is the internal heat 
generation rate per unit volume, and U is the internal energy. The variational form of the 
above equation using Galerkin’s approach is 

 (9.6) 

where x represents the vector form of coordinates, k is the thermal conductivity matrix, q 
is the heat flux per unit area of the body flowing into the body, and r is the heat generated 
within the body due to joule heating. 

As the workpiece experiences a large temperature span during the RSW process, from 
room temperature to above melting point, it is natural to consider the temperature-
dependent electrical and thermal properties in simulation. However, such dependence is 
not always available, especially in elevated temperature ranges. Extrapolation schemes 
are typically employed to estimate the properties in high temperature ranges from those 
available in lower temperature ranges. It is observed that such temperature dependence 
may not offer drastic improvement in terms of accuracy for nugget growth modeling. 
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9.2.4 Boundary Conditions 

The total surface area S can be divided into Sp and Si. Sp is the surface on which the 
boundary conditions can be prescribed, and Si represents the surface that interacts with 
nearby surfaces of other bodies. The rate of electrical energy dissipated by flowing a 
current through a conductor is represented by Pec. Then Equations 9.4 and 9.6 can be 
rewritten as 

 
(9.7) 

and  

(9.8) 

ηV is the energy conversion factor for calculating the amount of electrical energy released 
as internal heat, qc is the heat conduction, qr is the radiation, and qec is the heat generated 
at the interfaces. 

9.2.5 Formulation of Thermomechanical Analysis 

The localized temperature gradients due to heat generation and dissipation, in addition to 
the mechanical loading through electrodes, induce a thermo-mechanical response in a 
weldment. The equilibrium conditions can be established using the theorem of virtual 
work, which states that a virtual change of the internal strain energy must be offset by an 
identical change in external virtual work due to the applied loads: 

 (9.9) 

A realistic temperature dependence of material mechanical properties plays an important 
role in simulation accuracy. As for the temperature dependence of electrothermal 
properties, there is also a serious lack of experimental data, especially at elevated 
temperatures. The use of realistic thermomechanical properties is expected to improve 
simulation accuracy. 

In early simulation works, assumptions of small strain and linear elastic material 
response were usually used. For instance, small-strain plastic deformation was considered 
in the work by Browne et al.14,15 Ideally, finite strain effects should be accounted for in 
order to establish accurate contact during nugget formation, as well as to obtain the 
information on the development of residual stresses and springback. More sophisticated 
simulations are performed as computing hardware and software advance. 

9.2.6 Simulation of Melting and Solidification 

When temperature reaches the melting point during heating, the solid starts to melt and a 
nugget starts to form. It is difficult to directly treat the melting as a metallurgical process 
in simulation. To simulate melting, a common practice is assigning rapid changes in 
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material properties, such as Young’s modulus, specific heat, etc., at temperatures close to 
the solidus or liquidus. The effect of latent heat is considered by an increase in specific 
heat, as given in the following equation:  

 (9.10) 

when (TS<T<TL).L is latent heat, TS is solidus temperature, and TL is liquidus 
temperature. The solidification process can be treated in the same manner. 

Upon melting, the metal basically loses its ability of bearing any load. Therefore, its 
strength drops from a finite number to zero. A common practice is to create a temperature 
dependence of mechanical properties, such as Young’s modulus, which has a low value 
(usually less than 10% of its value at room temperature) at temperatures beyond melting. 
A smooth transition between the variable’s value at solid state and that at melting is 
usually needed to avoid a divergence problem in simulation. Once melting occurs, the 
strain definition, particularly plastic strain in the molten nugget, ceases to exist within the 
context of solid mechanics, on which a commercial program such as ANSYS or 
ABAQUS is based. Simulation of just-solidified metal also deserves special attention, as 
solidification processes cannot be modeled using commercial FEM packages. As a 
molten metal solidifies, a prior zero-straining history must be imposed in the finite 
element modeling. User-specified subroutines, such as UMAT in ABAQUS, are 
generally needed to simulate the property changes in melting and solidification processes. 

9.2.7 Finite Element Formulation 

In a finite element analysis, a domain is divided into elements such as isoparametric 
elements. The use of isoparametric triangular or rectangular elements in two-dimensional 
problems is illustrated in Figure 9.3b. Isoparametric and higher-order elements are 
generally available in commercial codes, which can be used for two-dimensional or 
three-dimensional simulation of the resistance welding process. 

Consider a two-dimensional, four-node isoparametric element. An unknown variable, 
taking the electric potential as an example, in an element can be expressed as a sum of 
the product of nodal values of the electric potential and shape functions: 

 
(9.11) 

where N1, N2, N3, and N4 are shape functions for a four-node element. 
Similar equations can be written for temperature and strain-stress. The equations can 

be solved by finite element transient analysis. For this generally, a Crank-Nicolson 
scheme, which gives a stable solution, can be used. 

For finite element simulation, Equation 9.7 is first solved to calculate heat generation 
from electric potential. The heat generation calculated is then substituted in Equation 9.8, 
which is solved for temperature distribution at a specific time. According to the 
temperature distribution obtained, all electrothermal properties are updated element-wise 
for the next time increment. Using the temperature distribution, the thermomechanical 
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model is solved to get the strain and stress, which are updated for the next time 
increment.  

9.2.8 Two-Dimensional Finite Element Modeling 

Although practical problems are three-dimensional in nature, many of them can be 
reduced to two-dimensional with sufficient accuracy and a significantly simplified 
procedure. The general principles depicted in the last section remain the same, and their 
use in formulating a two-dimensional problem can be described in the following: 

• First calculate the electric potential. 
• The electric field obtained is then used to calculate the energy dissipation due to the 

electric resistance of materials, i.e., due to joule heating. 
• After obtaining the temperature distribution through a heat transfer analysis, the 

thermomechanical model is then used to calculate the stress distribution, the 
deformation of the workpieces and electrodes, and the change in interface contact. 

9.2.8.1 Formulation for Electric Analysis 

In two-dimensional problems the governing equation of the electric potential distribution 
is expressed by the Laplace equation: 

 
(9.12) 

where is the electric potential as a function of coordinates and time. The 
finite element modulation of this equation can be formulated in the same way as in the 
three-dimensional analysis, and there are two kinds of boundary conditions to be 
specified in the electric analysis: 

 
(9.13) 

on the boundaries in contact with the power supply with known potential and 

 (9.14) 

on the free boundaries, where n denotes the normal direction of a boundary. 
After determining the potential distribution, the current density can then be calculated 

as 

 
(9.15) 

where J is current density and ρ is electric resistivity.  
The heat generation rate per unit volume is calculated using the formula 
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Q=ρ·J2 
(9.16) 

9.2.8.2 Formulation of Thermal Analysis 

The governing differential equation for two-dimensional transient heat conduction with 
an internal heat source is 

 
(9.17) 

where T is the temperature as a function of coordinates and time, k is the thermal 
conductivity, γ is the mass density, and C is the heat capacity per unit mass. 

The three types of boundary conditions involved are 
T=T0 

(9.18) 

on the boundaries with specified temperatures, 

 (9.19) 

on the lines of symmetry, and 

 (9.20) 

on the free surfaces taking the convective heat exchange into account, h is the convection 
heat transfer rate of the surrounding air, and Te is the ambient temperature. 

9.2.8.3 Finite Element Formulation 

The domain is divided into a set of finite elements, such as triangular or rectangular 
elements. The solution of the entire domain can be obtained by analyzing each element 
and then solving the assemblage of the elemental equations over the entire domain. 
Assuming that rectangular isoparametric elements are used in the electrothermal analysis, 
the unknown electric potential and temperature can be expressed as  

 
(9.21) 

and 
T=T1·N1+T2·N2+T3·N3+T4·N4 

(9.22) 

with shape functions the same as those in Equations 9.11. 
Applying Galerkin’s approach and solving by integration by parts, the set of equations 

for the potential distribution can be written as 
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(9.23) 

where [A] is electric conductance in the form of an n×n matrix, where n is the total 
number of nodal points in the model. [F] is a boundary condition vector, and is a 
vector of unknown potential values. 

Similarly for the temperature distribution, the set of equations can be written as 

 
(9.24) 

where [A] is an n×n matrix of thermal conductance, [C] is the heat capacity matrix, [F] 
is the vector of heat source and boundary condition, and [T] is the vector of unknown 
temperature values. 

The Crank-Nicolson scheme can be used to solve the above transient problem: 

(9.25) 

where [A] and [C] are n×n matrices, and [T] and [F] are n×l matrices. By solving the 
above equations, electrical and temperature distributions can be obtained. 

9.2.9 Axisymmetric Problems 

A special case of two-dimensional problems is axisymmetric models. The two-
dimensional approach described in previous sections can be directly applied; however, 
cylindrical coordinates have to be used in these models. Therefore, the equations, such as 
those for electric potential and heat transfer, have the same physical meanings, but 
different forms.  

9.3 Simulation of Contact Properties and Contact Area 

Correct modeling of contact properties, such as electro- and thermal conductivity, and 
change of contact area, as a function of solution variables such as temperature and 
pressure, are critical in RSW simulation. In early simulation works, the contact resistance 
was simulated by assigning equivalent contact resistance properties using two-
dimensional solid elements. In the models by Browne et al.,14–16 contact areas at the 
electrode-sheet and sheet-sheet interfaces were updated at selected time increments. The 
majority of modeling works on the resistance spot welding were conducted by 
prescribing contact resistance values on a trial-and-error basis to achieve optimal fit 
between the predictions and experimental measurements. A consistent methodology 
remains to be developed so that contact properties as a function of solution variables can 
be readily incorporated and the contact areas can be updated without human intervention. 

Because it is difficult to directly measure the contact resistivity, contact resistance is 
usually dealt with in simulations instead. In addition, the overall resistance can be divided 
into static resistance and dynamic resistance for a better understanding. 
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Static resistance results from a thin film on a surface formed by lubricant, dirt, etc., 
and its effect is more pronounced in the initial stage of a welding process. It can be 
measured using a search current of relatively small magnitude, which generates 
insufficient heat in the vicinity of the contact. For this a direct-current (DC) bridge is 
used, which may provide a current, for measurement purposes, of the order of 1 A. 
Experiments revealed that measured static resistance values can be mostly attributed to 
the surface condition, or film effect. Besides surface condition, it also depends on current 
level, temperature, and applied force. Electrical contacts under such conditions are 
normally characterized as quasi-metallic. The surface film breaks down under the 
mechanical loading and intensive heating at the initial stage of welding, and they make 
the contact purely metallic. However, the measured values are of little use as they are 
usually not consistent and cannot be directly used in numerical analysis. As a matter of 
fact, the film breakdown takes very little time, and the resistance measured in this period 
does not represent the resistance in the rest of the welding process. The contact resistance 
prior to the film breakdown can be generally ignored due to its complex nature and 
inconsistency, and due to the fact that this resistance lasts only for a small fraction of the 
first welding cycle. Existing models mostly focus on the resistance after the surface film 
breakdown, i.e., on the dynamic resistance. 

In general, dynamic resistance can be measured as the ratio of the instantaneous 
voltage to the current passing through a purely resistive conductor at the same instant in 
time during actual welding operations at selected moments, as described in Chapter 5. 
The dynamic resistance values are more  

 

FIGURE 9.4 
Static and dynamic resistance changes 
with electrode force. 

representative during an actual welding process. However, there are many factors that 
would affect the dynamic resistance values, such as electrode geometry, welding current, 
sheet thickness, electrode force, etc., and their effects are difficult to be individually 
quantified. 

Static and dynamic resistances are not pure material properties; they depend on 
welding conditions and welding parameters, and such dependence can be measured 
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experimentally. The relationship between electrode force and static resistance is shown in 
Figure 9.4.23,24 The static resistance decreases almost linearly when electrode force 
increases (Figure 9.4a). Similarly, dynamic resistance obtained under various applied 
forces is inversely proportional to the force, or the larger the force, the smaller the 
resistance (Figure 9.4b). This phenomenon has also been observed by other researchers, 
such as Babu et al.,25 as shown in Figure 9.5.  

 

FIGURE 9.5 
Dynamic resistance change with 
electrode pressure on a DF140 steel. 

However, the overall resistance measured in experiments does not help much in RSW 
simulation, although it can be used to compare, or calibrate, a FEM model. Detailed 
information of the dependence on temperature and pressure for both contact and bulk 
resistivity is needed. Bulk resistivity is in general a weak function of pressure, but a 
strong function of temperature. It can be determined fairly accurately by experiments. 
Contact resistivity, on the other hand, is a very strong function of the surface and loading 
conditions, and a carefully conducted experiment can only provide an averaged value of 
this quantity. Therefore, various models have been developed to describe the dependence 
of contact resistivity or, in many cases, contact resistance on pressure, temperature, and 
other conditions, for use in FEM simulation. 

The contact resistivity ρ at an interface can be calculated according to Wanheim and 
Bay’s model, taking into account the plastic deformation of surface asperities to 
determine the real contact area between rough surfaces: 

 
(9.26)  

In this equation, σsoft is the flow stress of the softer metal, σn is the contact (normal) 
pressure at the interface, ρ1 and ρ2 are bulk resistivities of the metals, and ρcontaminant is the 
resistivity of surface agents, such as oxides, water vapor, grease, etc. It is necessary to 
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include a term for surface contaminant, as it exists on all surfaces and it may contribute 
significantly to the overall contact resistance. 

Similarly, the contact thermal conductivity kcontact at the interfaces can be expressed as 

 
(9.27) 

A similar model developed by Vogler and Sheppard26 considers the surface asperities, 
which provide the electric contact. The model links contact resistance to both surface and 
bulk properties of the sheets in contact: 

 
(9.28) 

In this model, ρ1 and ρ2 are bulk resistivities of contacting members (steel), η is the 
number density of asperities in actual contact, a is the average radius of contacting 
asperities, and 2l is the average in-plane distance between asperities. In order to use this 
model for resistance welding simulation, quantities related to surface asperities need to be 
characterized as functions of temperature and pressure. 

A model developed by Kohlrausch27 describes the relationship between the voltage 
drop across a metallic contact interface and its resistance. Bowden and Williamson28 and 
Greenwood and Williamson29 also supported this model. According to this model, the 
voltage drop across the contact interface can be estimated as 

 (9.29) 

where V is the voltage drop across the contact interface, Ts is the maximum temperature 
at the interface, To is the bulk temperature, and L is Lorentz constant. The value of the 
Lorentz constant for most metals is 2.4∞10–8 (V/ K)2. 

This model is valid for metallic contacts, and contact members obey the Wiedemann-
Franz-Lorentz law: 

kρ=LT 
(9.30) 

where k is thermal conductivity in W/m K, ρ is electrical resistivity in Ω/ m, and T is 
temperature in K. 

Thus, contact electrical conductance can be expressed as a gap conductance and 
written as 

 (9.31) 

or 

 
(9.32) 
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The above formulation is based on the assumption that the contact area (expressed as 
radius rc) is under intimate metallic contact. It shows that there is a pressure dependence 
of the contact gap conductance (through rc). Research shows that the number of contact 
asperities increases almost proportionally with the increase of contact pressure before the 
entire interface is in metallic contact. 

The true contact area is generally only a fraction of the macroscopic apparent contact 
area. In the absence of the contamination film on the surface, the true contact area is the 
same as the load-bearing area. The true contact area is expected to increase with loading. 
It is apparent that the contact resistance is inversely proportional to the true contact area. 
Thus, resistance is roughly inversely proportional to the contact pressure. But such 
dependence is material dependent. For example, in the case of mild steels, contact 
resistance follows the inversely proportional relation with respect to pressure before 
reaching a plateau value beyond a threshold pressure. This implies that the gap 
conductance should be roughly proportional to the contact pressure before reaching the 
value indicated by the above equation. Thus, if the gap interface pressure is greater than 
the threshold pressure, electric conductance is calculated by the above equation. It can be 
obtained through linear interpolation if the gap interface pressure is less than the 
threshold pressure. 

Therefore, the voltage drop across the interface at any bulk temperature (To) below Ts 
can be used to calculate the equivalent contact resistance/ resistivity as a function of 
temperature by dividing the voltage drop by the welding current. At temperatures above 
the solidus temperature Ts, bulk electric resistivity values for that material can be used for 
the contact elements in simulation. 

In a simulation, the contact radius rc and contact gap pressure obtained from the 
previous thermal-mechanical analysis are extracted and used as input to the electrical-
thermal analysis module through the option of field variables. A user interface subroutine 
can then be coded to calculate gap conductance based on the nodal temperature, nodal 
pressure, and total contact area. 

9.4 Simulation of Other Factors 

In addition to contact resistivity, there are other factors that need to be considered in 
numerical simulation of an RSW process. For instance, zinc-coated steel sheets have 
drastically different conductivity from bare steels, and such effects should be included in 
a numeric model. The effects of zinc coating and electric current profile on simulation are 
briefly described in the following. 

9.4.1 Effect of Zinc Coating 

Typically, for galvanized coating the zinc at the sheet-sheet interface melts shortly after 
the electric current is applied (in about one cycle of welding time). The molten zinc is 
contained in the middle of the contact area because the periphery of the mechanical 
contact is still in solid contact at this stage. After a few cycles, the zinc coating at the 
periphery of the mechanical contact area at the sheet-sheet interface is melted. The 
applied electrode force thus pushes a certain amount of molten zinc to the periphery of 
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the mechanical contact area until solid-to-solid contact is re-established at the sheet-sheet 
interface. The extruded molten zinc enlarges the effective electric contact area and 
consequently reduces the contact resistance and current density. A few more cycles of 
heating will make the temperature at the periphery of the mechanical contact area high 
enough to boil the zinc. Therefore, the amount of molten zinc at the periphery of the 
mechanical contact area is reduced, and the effective electric contact area turns close to 
the mechanical contact area. Basically, the free zinc on the surface affects both the 
contact resistivity and contact area, and accurately modeling its effect is a difficult task. 

This analysis is valid for galvanized coating only. It cannot be applied to galvanealled 
coating, which alters the total resistance as a solid phase during welding. 

9.4.2 Effect of Electric Current Profile 

Many models in resistance welding simulation used root mean square (RMS) electric 
current values for alternating current. However, using an RMS current value in a 
simulation does not differentiate an alternating-current welding from a direct-current 
welding. Although using RMS provides significant simplicity in modeling, it misses the 
important heating-cooling cycles pertaining to an alternating-current profile. Figure 9.6 
shows a typical alternating-current profile. It takes a few cycles (~3 cycles) for the 
current to reach its preset value, depending on transformer and weld control. When the 
current approaches zero (at the crosses with time axis) in any half of a cycle, less heat is 
generated, and the weld is effectively under cooling from the base metal and water-
cooled electrodes. Realistic simulations should consider the actual current value at any 
moment to include the effective heating-cooling cycles. The time increment chosen in 
simulating the coupling  

 

FIGURE 9.6 
A typical alternating electric current 
profile in resistance welding.25 
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process as described in Section 9.1 should reflect the cycling nature of alternating 
current. In order to do so, the largest time increment should not be bigger than 1/8 of a 
cycle. 

9.5 Modeling of Microstructure Evolution 

Efforts have been made to simulate microstructures of a resistance spot weldment. This is 
essential in determining the mechanical properties of a weldment, and therefore its 
performance. Through a numerical simulation of a welding process the thermal history 
can be determined in the fusion zone and surrounding solids. Knowing the thermal 
history and relevant metallurgical information about the alloy being welded, the 
microstructure throughout the entire weldment can be predicted. The microstructure 
gradient in the weldment results in a mechanical property gradient, which in turn 
determines the response of a weldment to an external loading. Various models, mostly 
using the finite element method as a platform, were developed to simulate the formation 
of microstructures in a spot weldment by modeling the phase transformations during 
heating, cooling, and tempering processes. Simulation in this regard can be divided into 
modeling micro-structure development in the fusion zone and in the heat-affected zone. 
In steel welding, this includes the phase transformations between austenite and ferrite, the 
precipitation of carbides in martensite, and the dissolution of carbides and nitrides. 

In the model by Ion et al.30 the carbon equivalence value and the cooling time were 
used to determine the volume fractions of bainite, martensite, and ferrite-pearlite 
mixtures. Another model by Watt et al.31 works better for high-carbon steels, using 
transformation rate equations developed based on high-carbon steel time-temperature 
transformation (TTT) diagrams. Bhadeshia et al.32 developed a phenomenological model 
for sequential decomposition of austenite to various ferrite morphologies. This model is 
applicable for a wide range of cooling rates and for low-carbon steels. For example, the 
predictions of TTT and continuous-cooling transformation (CCT) diagrams based on this 
model are quite applicable to low-carbon steels. But this model is incapable of describing 
simultaneous transformation of austenite to different ferrite phases. The model developed 
by Jones and Bhadeshia33 is more refined and describes the simultaneous formation of 
idiomorphic and allotriomorphic ferrite based on overall transformation kinetic equations. 
Thus, it is possible to extend their work to other ferrite morphologies and reverse 
transformations.  

9.5.1 Effect of Cooling Rate 

Once the electric current is turned off, the thermoelectric analysis becomes a purely heat 
transfer analysis during the so-called hold time in resistance spot welding. The legitimacy 
of electrode holding is to maintain certain forging pressure during the solidification of the 
molten nugget to eliminate porosity and other defects. A hold time is basically 
determined by the welding process requirements, and it directly affects the cooling 
process as heat dissipates rapidly through the water-cooled electrodes. 

Besides hold time, there are other factors that affect the cooling process. For instance, 
the presence of a zinc annulus surrounding the electrode tip also plays a significant role 
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in accelerating the cooling process. It has been estimated that the cooling rate at the 
center of a nugget when the electrodes are in contact with the workpieces, i.e., during 
hold time, is very high—in the magnitude of several thousand degrees Celsius per second 
at temperatures above 500°C. It decreases with temperature, but the cooling rate still 
remains around 1000°C/sec, even at temperatures around 500°C. Cooling rates in such 
magnitude are extremely difficult to analyze by physical simulations in a well-controlled 
manner. 

In the following sections, the mechanisms of solid-state phase transformations are 
discussed first, using steel welding as an example. The simulation of weld nugget 
structures then follows, which has many similarities to the HAZ simulation once the 
nugget is solidified. 

9.5.2 Microstructure Evolution in the Heat-Affected Zone 

Unlike in the nugget, the peak temperature in the heat-affected zone (HAZ) is below the 
melting temperature during welding. Therefore, the HAZ experiences solid-state 
transformations only, and as a result, the HAZ has different structures and mechanical 
properties from either the nugget or the base metal. As discussed in other chapters, this 
area is susceptible to development of microdefects due to the gradient of (often 
weakened) mechanical properties, stress concentration/residual stresses, and 
metallurgical processes involved during welding, such as liquid metal embrittlement. 
Therefore, understanding the microstructure evaluation and mechanical properties in the 
HAZ is of considerable importance in predicting a weld’s quality and performance. 

The simulation/calculation of solid-state phase transformations is based on basic 
metallurgical principles, as outlined in Chapter 1. The calculation is material dependent, 
and welding steel is analyzed in this section to illustrate the basic procedures. 

A thermal history of the HAZ is needed to predict the microstructure evolution, which 
is usually obtained from a previously performed finite element analysis.  

The major functions of a model for simulating microstructure evolution in the HAZ 
include: 

1. Predicting equilibrium phase composition and transformation characteristics 
2. Reaction kinetics modeling of austenite decomposition upon cooling 
3. Kinetic modeling of austenite grain growth 

The input to such a model is thermal history and material composition. The history of 
microstructure evolution and the resultant room temperature hardness distribution are 
usually the output. As the HAZ experiences non-equilibrium cooling, temperatures of 
phase transformations cannot be obtained from equilibrium phase diagrams; rather, they 
should be computed based on thermodynamics considerations. 

During heating, cementite usually dissolves and ferrite transforms to austenite, and 
some grain growth is also expected in steel. The thermal cycle and steel composition 
primarily determine the microstructural evolution in the HAZ of carbon steels. The basic 
metallurgical processes involve heating and cooling a piece of steel between room 
temperature; the melting temperature can be found in Chapter 1. 

To simplify the problem, simulation of microstructural evolution in a weld-ment may 
start with the decomposition of austenite into other phases during cooling. In general, 
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phase transformations during cooling are controlled by inclusion, austenite grain size, 
hardenability, and cooling rate. The austenite-to-ferrite decomposition in steels can be 
either reconstructive or displacive during cooling, as summarized in the following chart.25 

Several approaches have been developed to predict carbon steel micro-structures. In 
the work by Ion et al.,30 carbon equivalence was used to relate the volume fraction of 
martensite and bainite to time for cooling from 800 to 500°C (Figure 9.7). It has been 
fairly successful in general, but the model is not very satisfactory when it is applied in the 
case of a slow cooling rate. Another approach is to use equations based on TTT/CCT 
diagrams, as illustrated in the work by Kirkaldy and Venugopolan34 and Watt et al.31 
(Figure 9.8). However, the approach is not applicable to welding low-carbon steels. More 
sophisticated models were developed later for predicting solid-phase transformations in 
steels, such as the phenomenological models of austenite decomposition to various ferrite 
phases by Bhadeshia et al.32 and the simultaneous transformation kinetics equations 
derived by Jones and Bhadeshia.33 

9.5.3 Simulation of Microstructure of a Nugget 

Weld solidification microstructure is controlled by temperature gradient and crystal 
growth rate. In general, weld pool shape, cooling rate, and  
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FIGURE 9.7 
Volume fractions of various phases 
predicted using equations based on 
carbon equivalence values and cooling 
time. 
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composition of the weld affect the microstructure, and variation in weld microstructures 
depends on temperature gradient (G), growth rate (R) and combinations of them (G·R or 
G/R).  

 

FIGURE 9.8 
TTT/CCT diagram calculations for 
predicting the formation of bainite and 
martensite at cooling rates of 
>3000°C/sec.25 

Equilibrium solidification can be described by the following equations: 

 

  

However, the solidification process in a resistance spot weld nugget is far from 
equilibrium. Significant modification is needed to these equations in order to predict the 
microstructure of a nugget. Some attempts have been made to describe nucleation and 
growth during solidification under rapid cooling in resistance spot welding. In general, 
studies of weld solidification require a detailed analysis following Babu’s reasoning.25 

• Crystallography. Epitaxial growth of grains is predominant in liquid metals. Depending 
on the composition, heterogeneous nucleation on inclusions may occur. 

• Macro- and microsegregation. Fluid flow, such as that caused by temperature gradient, 
and cooling rate affect segregation. There is a need to predict multicomponent 
partitioning and kinetics of solidification. 
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• Phase selection. Upon large undercooling, austenite may outgrow ferrite. 
• Nonequilibrium partitioning. At high interface velocities, solute trapping occurs and the 

partitioning coefficient may approach 1. 

 

FIGURE 9.9 
Velocity distribution in an aluminum 
nugget and its surrounding mushy 
zone.19 

The undercooling in a liquid nugget contains three parts35: 
∆T=∆Td (constitutional)+∆Tγ (capillarity)+∆Tk (kinetics) 

(9.33) 

Each part can be analyzed separately and then the overall undercooling can be estimated. 
In a closed system like a molten spot weld nugget, fluid flow may result from convection 
due to magnetic stirring and temperature gradient, and it has effects on the solute 
distribution. Using an axisymmetric model of coupled thermal-electrical-mechanical 
analysis, Khan et al.18 predicted convection in a liquid nugget during resistance spot 
welding aluminum. Convection effects resulted from the interactions between phases in 
the porous mushy zone, and the buoyancy forces from the temperature difference were 
determined to be insignificant in the weld nugget formation. As shown in Figure 9.9 of 
the velocity vectors in the mushy zone and molten zone, the maximum liquid velocity 
obtained is about 2×10–5 m/sec, which is too small to produce a significant convection 
effect. 

9.5.4 An Example of Simulating Microstructure Evolution in a Spot 
Weldment 

The process model developed by Babu et al.25 can be used to predict the thermal history, 
microstructure, and resulting mechanical properties. Details of the calculation and 
modeling can be found in References 21 and 25. Based on the commercial FEM package 
ABAQUS, their model predicted the temperature profiles of a carbon steel (Fe−0.05 wt% 
C−0.1 wt% Si −1.0 wt% Mn) at different locations from the weld nugget (Figure 9.10). 
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Node 1 corresponds to a location close to the center of the weld nugget, which 
experiences melting during heating, and nodes 14 and 270 are in the HAZ. The resultant 
microstructures (phases) and properties (hardness) are listed in Table 9.1, and the 
hardness distribution in the weldment is shown in Figure 9.11.  

 

FIGURE 9.10 
Temperature profiles at various 
locations in a weldment.25 

TABLE 9.1 
Phases Generated in the Nugget and HAZ and 
Hardness 

Location Ferrite (vol. %) Bainite (vol. %) Martensite (vol. %) Hardness (Hv) 
Node 1 0.01 0.02 0.97 245 
Node 14 0.00 0.01 0.99 258 
Node 270 0.50 0.00 0.50 182 
Source: Reference 25. 
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FIGURE 9.11 
Hardness gradients predicted in the 
weldment.25 

9.6 Examples of Numerical Simulation of RSW Processes 

9.6.1 Case Study I: Effect of Electrode Face Geometry 

In a work by Babu et al.,25 the effects of electrode geometry (based on new and used 
electrodes) and the process coupling were studied. As shown in Figure 9.12, new or 
unconditioned electrodes have well-defined edges, while conditioned ones are slightly 
worn with a rounded edge. Such differences in electrode surface profiles result in 
different contact pressure distributions on the worksheets at the electrode-sheet interface, 
therefore resulting in different contact resistance during welding. In addition, the pressure 
distribution at the sheet-sheet interface is also influenced by the electrode geometry, 
although to a smaller extent, and it affects the expulsion behavior, as explained in 
Chapter 7. 

The simulated nugget growth using conditioned electrodes (as shown in Figure 9.12) 
is shown in Figure 9.13. In the simulation, instead of RMS values, actual current 
waveform was used with an increment of 1/8 of a welding cycle. It shows that heating is 
concentrated near the faying interface at the beginning of welding (a). The temperature 
approaches the melting point of the steel after 2.125 cycles of welding time. Melting 
starts at the faying interface with further heating (b, after 3.125 cycles), and the nugget 
grows to its full size after 12 cycles (c). The results were compared with experiments and 
good agreement was achieved. 

9.6.2 Case Study II: Differences between Using Coupled and 
Uncoupled Algorithms 

It is especially interesting to see the difference in nugget growth simulated using different 
algorithms in dealing with the interaction among electrical,  

Resistance Welding     364



 

FIGURE 9.12 
Measured surface profiles (from center 
to edge) of unconditioned and 
conditioned electrodes used in 
simulation. 

 

FIGURE 9.13 
Simulation results of nugget formation 
using conditioned electrodes. 
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thermal, and mechanical processes. Using the same finite element mesh, but different 
coupling algorithms, Babu et al.25 clearly showed that the coupling has a significant 
effect on the nugget growth in modeling a mild steel welding. In an uncoupled modeling, 
temperature (as a function of time) was calculated for the entire welding cycle at once in 
the electrothermal module. The contact resistance was assumed as a function of 
temperature only, and contact area had to be assumed beforehand, instead of calculated. 
Therefore, the effect of pressure on contact resistance at the interfaces, which was 
calculated in the thermomechanical module, was not accounted for. As a result, 
unrealistic excessive heating is observed, as shown in Figure 9.14a. The nugget size after 
12 welding cycles (part d in the uncoupled model) is significantly larger than that 
obtained through the coupled modeling algorithm (part c in the coupled model), 
especially in penetration. On the other hand, coupled modeling updates the contact area 
and contact resistance, as functions of both contact pressure and temperature, during the 
simulation. The instantaneous deformation of the weldment during welding can be 
directly reflected using the coupling algorithm, as shown in the figure, which  

 

FIGURE 9.14 
Nugget growth simulation using 
uncoupled and coupled electrical-
thermal-mechanical algorithms. 
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is crucial in obtaining realistic simulation results. In fact, fairly good agreement has been 
obtained when compared with experimental results, using the coupling algorithm for both 
unconditioned (new) electrodes and conditioned electrodes, as shown in Figure 9.15. 

9.6.3 Case Study III: Effect of Electrode Axial Misalignment 

Using a FEM model based on incrementally coupled electrical-thermal-mechanical 
processes, a study was conducted on the electrode axial  

 

FIGURE 9.15 
Comparison between simulation and 
experiments using coupled modeling 
algorithm. 

misalignment effect in steel spot welding (Li and Sun36). The welding conditions are as 
follows: 

0.8-mm bare steel sheet 
A-nose electrode (6.4-mm face diameter) 
8-kA welding current (RMS) 
450-lb squeeze force 
50% offset misalignment 
A two-dimensional plane model was used in this study. It was found that a two-

dimensional plane model generates higher temperature and larger deformation than three-
dimensional modeling, due to less heat conduction and less restraining of the liquid 
nugget from its surrounding solid than in a three-dimensional model. However, using a 
two-dimensional model considerably reduces the modeling and computing time. 
Therefore, it was used to qualitatively illustrate the effect of electrode misalignment. In 
the model, equivalent current and load were calculated based on the distributed current 
density and load. Equivalent contact resistance was also calculated based on the plane 
model. Deformed geometry and contact area changes were updated every half cycle. 

The misalignment reduces the contact area of the lower electrode-sheet interface and 
causes a severe stress concentration at the offset contact. The misalignment also directly 
affects the heating and nugget formation process. Unlike in the case of perfect alignment, 
the heating has an asymmetric temperature distribution in the weldment (Figure 9.16). 
Initial melting is first observed at the faying interface near the electrode face edges after 
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1.5 cycles. In a modeling of welding using the same material and process parameters, but 
under perfectly aligned conditions, melting does not occur until the third or fourth cycle. 
Therefore, melting occurs earlier when there is a misalignment because of smaller contact 
area or a more concentrated heating. As a result, the nugget formed has an irregular 
shape.  

 

FIGURE 9.16 
Temperature contours at the end of 
1.5th cycle. 

9.6.4 Case Study IV: Effect of Angular Misalignment of Domed 
Electrodes 

In a study by Sun and Li,23 standard dome-shaped Alcan electrodes were used to 
investigate the effect of angular misalignment in welding 2.0-mm aluminum alloy 
AA5754. The welding conditions used are as follows: 

26-kA welding current 
5° angular misalignment 
60 cycles of squeeze time 
10 cycles of weld time 
30 cycles of hold time 
An incrementally coupled two-dimensional plane model was used. Equivalent current, 

contact resistivity, and load were calculated based on the plane model. Deformed 
geometry and contact area changes were updated every half cycle. 

Figure 9.17 and Figure 9.18 show the temperature contours after 2 and 5.5 cycles of 
welding, respectively. Initial melting was first observed at the faying interface at the end 
of the second cycle. At this time the shape of the molten zone is similar to that of the 
perfectly aligned welding case. After 5.5 cycles, however, the molten zone begins to tilt 
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and the tip of the upper electrode is embedded in the worksheet. Moreover, expulsion is 
expected at the faying interface because the radius of the pressure distribution on the 
faying interface is smaller than the radius of the molten zone, using the geometry 
comparison model for expulsion, as shown in Chapter 7. 

Figure 9.19 shows the molten zone size and shape at the end of the eighth cycle. By 
this time, melting has already occurred at the electrode-sheet  

 

FIGURE 9.17 
Temperature contours after the second 
cycle. 

 

FIGURE 9.18 
Temperature contours after the 5.5th 
cycle. 
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interface, and this is detrimental to electrode life. As a comparison, Figure 9.20 shows the 
nugget size at the end of the eighth cycle under perfectly aligned conditions using the 
same welding parameters. In the aligned case, the molten zone is symmetric with respect 
to the electrode centerline, and no melting through or expulsion is expected.  

 

FIGURE 9.19 
Temperature contours after eight 
cycles. 

 

FIGURE 9.20 
Temperature contours after eight 
cycles with perfectly aligned 
electrodes. 

In general, the difficulties in numerical simulation of resistance spot welding lie on 
coupling the physical processes involved in welding. Each of the electrical, thermal, 
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mechanical, and metallurgical processes has been well understood and analytically 
expressed in their respective fields. Combining these into a reliable software package 
requires coordinated efforts of all disciplines, including numerical simulation. Besides 
simulation of nugget formation and microstructure evolution, numerical simulation has 
also been used in other aspects of resistance spot welding, such as strength 
characterization, testing of specimen size determination, etc., as illustrated in other 
chapters. 
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10 
Statistical Design, Analysis, and Inference in 

Resistance Welding Research 

 

10.1 Introduction 

A significant amount of research has been devoted to finding the dependence of weld 
quality on welding parameters in published works. However, a relationship obtained 
experimentally is very often influenced by random factors, such as variations in sheet 
coating thickness and composition, line voltage, cooling water temperature, etc. The large 
number of possible variables also poses a challenge to quantitative study in resistance 
welding. It is often difficult to isolate the effects of a single variable. Even if a one-
variable-at-a-time condition is realized, the results may render limited useful information 
because such a situation rarely exists in practice. 

To understand and predict the outcome of a physical process, the conventional (and 
also prevalent) approach is to choose a set of governing equations with appropriate 
boundary/initial conditions (based on the processes involved), and then derive the 
solution through analytical or numerical means. Such a procedure is called deduction. An 
example is structural analysis of solids. Once the loading condition is given and the 
mechanical behavior of a solid is understood, in the form of a set of equations such as 
stress and strain relations, a numerical modeling may usually produce very accurate 
results. In the case of resistance welding, such a method proves to be ineffective. The 
difficulty lies in the complex physical processes (electrical, thermal, mechanical, and 
metallurgical) involved, and the interactions of these processes during welding. In 
addition, a lack of reliable material data of temperature dependence makes accurate and 
quantitative predictions impossible. Therefore, many studies in resistance welding 
research draw the effect of a variable or variables through the analysis of experimental 
results (data), without attempting to understand the physical processes involved. This is 
the so-called statistical approach. 

The statistical approach reverses the deduction procedure. It takes real data that have 
arisen from practical situations (perhaps fortuitously or through a designed experiment) 
and uses the data to validate a specific model, to make rational guesses or estimates of the 
numerical values of relevant parameters, or even to suggest a model in the first place. 
This reverse procedure is called induction. This reverse, inductive process is possible 
only because the language of probability theory is available to form the deductive link. A 
statistical approach starts from a systematic collection of data that provides relevant 



information about the process. The observed data are then used to obtain a numerical 
estimate of the unknown parameters in a statistical model. Its aim is to enable inferences, 
conclusions, or predictions to be drawn about the model from the information provided 
by the sample data (or perhaps by other information), or to construct procedures to aid in 
making decisions relevant to the practical situation. A statistical model is quite different 
from a physical model obtained through a deduction procedure. In statistical analysis, a 
physical process is replaced by a model, and the process is deduced from the 
characteristic behavior of data. Hence, a statistical model is an approximation of the true 
physical process. As the idealization of a physical process, a statistical model usually 
contains two parts: (1) a polynomial form that describes/approximates the relationship 
between input and output, and (2) a probabilistic part that reflects random variation. What 
constitutes relevant information, the implied differences in the descriptive and decision-
making functions of statistical theory, and examples of application of statistical theory to 
resistance welding research will be presented in this chapter. 

10.2 Basic Concepts and Procedures 

Statistics is a science that works with numerical observations, usually called data. The 
methodology of systematic study of data developed in statistics has now been widely 
applied in many disciplines. Data, in statistics, are regarded as observations generated 
from an underlying system that involves uncertainty. As nothing in the physical world is 
certain, conclusions drawn based on data usually contain a certain degree of uncertainty. 
Statistics develops strategies and methodologies to separate systematic patterns from 
variation and uncertainty. It acquires an understanding of the systematic patterns by 
means of data study. In pursuit of this aim, statistics divides the study of data into three 
steps: (1) data collection, (2) statistical modeling and data analysis, and (3) inference or 
decision making. The objective of data collection is to produce good data, which is 
representative in order to draw correct information. Statistical design offers principles 
and methodologies to generate representative data. In modeling and analysis, a statistical 
model constructed in the probabilistic language is often used to represent the system of 
interest. A model is a simplified representation of the system, but should capture the 
prominent features of the system. Data analysis, often presented in graphs and numerical 
summary based on the statistical model, reveals important information from data. It is a 
practical art of processing and presenting data in an understandable manner. Graphical 
and numerical tools and various strategies can be employed for exploring/mining 
information from data. The inference or decision making utilizes the results from data 
analysis to answer the questions of interest to investigators. Probability is used to 
accompany the conclusions drawn from data by a formal statement of how confident the 
investigator is about its correctness. Each of the three steps is further elaborated in the 
following sections. 

10.2.1 Data Collection 

Before numbers can be used, they must be observed, collected, or produced. 
Observational data are those recorded without intentionally interfering with the system 
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being observed, such as data recorded at a welding station. The use of observational data 
requires judgment and caution. The observational data may only present one aspect of the 
many facets of a fact, and inference based on such data may not be true and may be 
misleading. Therefore, in order to see how a system responds to a change in input, the 
change must be actually induced. In contrast to the observational approach, a more active 
method to collect data is by experimentation, which has been widely applied in 
engineering/industrial studies. The conditions can be designed and controlled in 
experiments, and therefore, the relationship between input and output variables can be 
systematically established. Experimentation can be used to study the effects of specific 
variables of interest, either individually or in combinations, rather than simply observe 
the natural change of a system. A design is the plan or outline of an experiment made 
according to the characteristics of a system and the statistical treatments to be applied. 
The choice of a plan is crucial to the success of an experiment. A poor design may 
capture insufficient information, which may not be enough to answer questions of 
interest. On the other hand, a comprehensive experiment may offer a large amount of 
information, but at a great cost. Furthermore, some of the information may not be related; 
hence, it is useless. An efficient design needs to have a balance between the amount of 
information and the expense. 

10.2.2 Statistical Modeling and Data Analysis 

A statistical model can be regarded as the realization of an underlying physical system, 
especially the probabilistic mechanism that governs the system. Statistical models for 
data from experiments often contain a deterministic component that describes the 
relationship between input and output variables. The only unspecified part in a statistical 
model is the unknown values of some parameters that can then be estimated by the use of 
data. Every statistical model is constructed based on some assumptions that simplify the 
complexity of the system. The main concern in a statistical modeling is to construct an 
adequate model whose assumptions are appropriate. Data analysis is the process of 
understanding the information contained in data. In data analysis, the true system is 
replaced by the statistical model, and any description based on the result of data analysis 
about the model is then regarded as a substitute for the system. Data are organized, 
summarized, and numerically calculated so that information can be extracted and 
presented for human use. The first step in data analysis is often to organize and display 
data in graphs, as they are intuitive and provide a preliminary understanding of data. 
Human eyes and mind can capture the information from a graph much easier than from a 
series of numbers. A more advanced analysis of data is usually based on a statistical 
model. For example, model-fitting techniques can estimate the parameters in a model and 
move from a general model form to a specific form; testing examines if some specific 
hypotheses expressed as a function of parameters are acceptable or should be rejected; 
validation of models, such as residual analysis, checks if the structure and assumptions in 
the model are adequate. The statistical model plays an important and indispensable role in 
these analyses. 
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10.2.3 Inference and Decision Making 

In statistics, inference is dealt with using the information obtained from data analysis to 
answer questions of interest to the investigators. Decision making extends the inference 
to suggesting rules by incorporating assessments of consequences. In this step, not only 
statistical results but also available process knowledge should be considered to increase 
the precision of inference and decision making. 

Even if all the steps and principles mentioned above are carefully followed and 
implemented, there is still no guarantee that correct information and inference can be 
obtained. For instance, the data may contain faulty information, or the experiment may 
have been interrupted unexpectedly. There are many factors that may cause an 
experiment to fail, such as variations that are not recognized when planning experiments, 
like day-to-day, batch-to-batch, or operator-to-operator effects; unstable conditions of a 
process that are not identified in experiments; or measurement error or even typos when 
recording data. Even though the collected data contain correct information, the statistical 
analysis may misinterpret the information just because some prior knowledge about the 
underlying system is not considered. An inappropriate statistical model or inference can 
cause these types of faults. Many of these situations can be prevented if statisticians and 
investigators/experimenters work closely with each other. The application of statistical 
tools is more effective when appropriate subject matter knowledge is taken into account. 
Interdisciplinary collaboration and exchange of knowledge are critical for an experiment 
or a data analysis to be successful. Both types of information, the prior knowledge about 
the underlying system and that gathered from empirical approaches such as data from 
experiments, should be considered in an investigation. Knowledge of the physical process 
should be used to confirm the conclusions of a statistical analysis. If the physical 
knowledge does not provide statistical results, a reasonable explanation, or support, the 
whole statistical procedure needs to be examined to see if any mistakes or deviations 
have been made. Note that the statistical technique is an important and effective means to 
help investigators in gathering information, rather than a replacement for the natural skill 
of the investigators. Experimenters and statisticians should collaborate and rely on each 
other for the success of an investigation. The focus of this chapter is to demonstrate the 
procedures of statistical analyses in resistance welding research. For this reason, some 
definitions and terms are explained first. 

In general, the objective of an experiment is to study how the changes of input 
variables influence the output variables, and build a relationship between input and 
output variables. In design of experiments, the input variables, called factors, are usually 
simultaneously (rather than one factor at a time) varied in a planned manner. The settings 
of factors are referred to as levels and a combination of factor levels is called a run. The 
output variable(s), called response, is the experimental outcome that interests the 
investigator. In physical experiments, responses are usually random and they may be 
either continuous or discrete. A continuous response takes any conceivable values within 
a range. For example, the diameter, thickness, and strength of a spot weld are continuous 
responses. A discrete response takes values that range over categories, such as expulsion, 
which either occurs or not, or it may be categorized as no expulsion, light expulsion, or 
heavy expulsion. In addition to physical experiments, experiments performed on a 
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computer code, which is a simulation of the physical system, have become more popular 
in recent years. A computer simulation experiment offers a different type of response 
from the conventional physical experiment. Unlike in physical experiments, the response 
is deterministic, rather than random. Observations with the same input are always 
identical. This characteristic, i.e., a lack of randomness, calls for different techniques for 
the experiment design and analysis. In Section 10.3, the applications of statistical design, 
modeling and data analysis, and inference are explained in detail with real data sets as 
examples for experiments with continuous response. Experiments with discrete responses 
and computer simulation experiments are presented in Sections 10.4 and 10.5. 

10.3 Experiments with Continuous Response 

There are many examples in resistance spot welding (RSW) with continuous responses as 
output. The button-size measurement of welds created from similar welding schedules 
usually appears continuous, instead of discrete. This is the result of complicated physical 
responses of the system to the welding settings, in addition to the large number of random 
factors involved during welding, testing, and measurement. Other such continuous 
responses are electrode indentation, heat-affected zone size, penetration, etc. Therefore, 
statistical experiment design and analysis should take such characteristics of resistance 
welding into consideration. 

10.3.1 Statistical Design 

10.3.1.1 Factorial Designs 

For a scientific investigation in which the interest is to simultaneously study the effects of 
multiple factors, factorial designs are the most effective and most commonly used.1,2 In a 
full factorial design, all the combinations of factor levels are performed. For example, a 
full factorial design of k factors, each with two levels, would require 2k runs. It can be 
used to study the linear main effect of each factor and any i-factor interactions, where 
i≤k. When k is large, a full factorial design may require a large number of runs (for 
example, there are 128 runs if k=7), which is often too expensive to perform in practice. 
For economic reasons, fractional factorial designs (FFDs), which consist of appropriately 
chosen subsets of the full factorial designs, are more suitable. For example, a 2k−p FFD, 
which is a subset defined by p defining words, can be used to study k factors by using 
only 2k−p runs. However, there is a trade-off in such a design. The reduction on the run 
size causes the effect aliasing in FFD. When two effects are aliased, they cannot be 
distinguished from each other. Based on the principle that lower-order effects are more 
likely to be important than higher-order effects, some criteria were developed for 
choosing optimal FFDs. Two popular criteria, maximum resolution and minimum 
aberration, were proposed under the justification of the principle. These two criteria 
work well in preventing aliasing between lower-order effects. For a complete list of 
minimum aberration FFDs and their aberrations, see Wu and Hamada,2 Appendix 4A for 
two-level designs and Appendix 5A for three-level designs. A key property of FFD is that 
all the estimable effects are orthogonal. The orthogonality property promises that the 
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estimation of an effect is independent of other effects. From the perspective of statistical 
analysis, this property makes the analysis simpler and easier. Some graphical tools, such 
as half-normal plots, can be used efficiently for analysis of data from an FFD. 

10.3.1.2 Orthogonal Arrays 

The FFD designs are constructed through defining relations among factors. Designs that 
do not possess this property are usually called nonregular designs. A class of nonregular 
designs that are often used in applications is orthogonal arrays (OAs). In an orthogonal 
array, for instance, of strength 2 for any two columns, all possible combinations of factor 
levels appear equally often. OAs have some advantages over FFDs. FFDs usually have a 
run size that is a power of either 2 or 3 (as many experiments have two or three levels). 
The OAs are more flexible on the run size. For example, there are 12-run, 18-run, 20-run, 
24-run, 36-run, 48-run, and many other run-size OAs. This is because in OAs the factors 
may have different levels, while in an FFD, the factors are required to be of the same 
level. A collection of useful orthogonal arrays is given in Appendices 7A to 7C of Wu 
and Hamada.2 Although OAs have this advantage of flexibility over FFDs, their statistical 
analysis is usually more complicated. Unlike the estimable effects in the FFDs, which are 
orthogonal, the effects in OAs usually have an aliasing pattern that is more complex. This 
is referred to as complex aliasing, which means that the correlation between an effect and 
other effects is usually nonzero. Advanced statistical tools for analyzing experimental 
data with complex aliasing can be found in Wu and Hamada2 (Chapter 8). 

10.3.1.3 Second-Order Designs 

Second-order designs are often used in the study of response surface, in which they are 
applied by a sequential experimentation strategy together with first-order designs such as 
two-level FFDs, as mentioned in previous sections. A second-order design allows all the 
linear effects, quadratic effects, and linear-by-linear interactions in the second-order 
model to be estimated. Central composite designs are the most commonly used second-
order designs. They consist of three parts: cube points, center points, and star points. 
When the experimental region is near or within the optimum region, a second-order 
design can be performed to fit a second-order model. Canonical analysis can then be used 
to classify the response surface. 

10.3.1.4 Robust Parameter Designs 

Robust parameter design is a methodology for reducing the variation of a system. There 
are two types of factors in such a design: control factors and noise factors. The control 
factors are input variables whose values will remain fixed at the optimum levels for the 
best performance. The noise factors are variables that are uncontrollable or for which 
influences are hard to measure in the normal process or under normal conditions. 
However, the settings of noise factors are varied systematically in the experiments to 
represent their variation in a normal process. Through robust parameter designs, the 
optimum setting of control factors can be chosen to make them less sensitive to the 
variation caused by noise factors. Fractional factorial designs or orthogonal arrays are 
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often employed as designs for robust parameter experiments. There are two formats for 
an experiment design: cross arrays and single arrays. In cross arrays location-dispersion 
modeling can be applied to analyze data, while for single arrays, the location-dispersion 
modeling approach is not applicable. The response modeling approach should be used 
instead. Comparisons between these two formats and their corresponding analysis 
strategies are referred to in Wu and Hamada2 (Chapter 10). 

10.3.1.5 The Use of Blocks 

The precision of an experiment may be reduced by systematic sources of variation, which 
may not be of primary interest to investigators. Examples of systematic variations are 
day-to-day or week-to-week effect, operator-to-operator effect, and batch-to-batch or lot-
to-lot effect. Blocking is a useful way to reduce the influence of such variations and 
improve the efficiency of experiments by arranging homogeneous experimental runs into 
groups. Blocking is a common technique in dealing with engineering problems, including 
welding. For a comprehensive discussion on the role of blocking in experimental design, 
see Wu and Hamada.2 For optimal arrangement of 2n−k (3n−k) design in 2p (3p) blocks, see 
Appendixes 3A, 4B, and 5B of the same book. 

10.3.2 Analysis and Modeling 

10.3.2.1 Use of Graphs 

Graphs are a powerful tool in providing a visual summary of data. Various informative 
graphs are often seen in daily life, such as a pie chart that shows the fractions of monthly 
expenses, or an x−y plot that shows the dependence of weld size on welding current. 
Graphs convey an overall visual impression that is much stronger than a numerical 
summary of data. In statistical data analysis, graphs are an effective way to offer an 
immediate vivid perception of information in data. For many data sets, appropriate graphs 
are often enough to reveal most of the information. Some common types of graphs for 
experimental data are listed as follows: 

Main effect plots: A main effect plot is drawn by linking the averages of 
observations at each level of a factor by a line. The shape of the line 
shows the influence of the level changes. For example, for two-level 
factors, a steep line is related to a significant main effect, while a flat line 
is related to an insignificant one. The main effect plots of all factors are 
often placed together in one graph for a comparison of their relative 
magnitudes. 

Interaction plots: Interactions are effects that are defined on two or 
more factors. They reflect the joint effects of factors on the response. 
Interactions are usually defined as the component-wise product of the 
corresponding main effects. For example, the linear-by-linear interactions 
of two factors A and B are defined as the component-wise products of the 
linear main effects of A and B, respectively. Interaction plots are used to 
graphically show the joint influences. They display the averages of 
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observations at each level combination of the two factors and connect the 
averages by lines. Those averages from the same level of one of the 
factors are connected by a line. The number of lines in the plot is the same 
as the number of levels of this factor. By comparing the shapes of these 
lines, more insight into the interactions can be obtained: lines of similar 
shape and trend indicate no interaction, while different ones imply the 
existence of interactions. 

Scatter plots: These are used to explore the relationship between two 
variables by representing each paired observation of the two variables as a 
point in plane. They are often seen in residual analysis. 

Box plots: Box plots are a tool for bringing up both the location and 
variation information from data sets. For a single variable, a box plot 
displays the minimum, 25th percentile, median, 75th percentile, and 
maximum of its data. From a box plot, immediate visuals are the center, 
the spread, and the overall range of the variable. They are particularly 
useful for comparing location and variation changes between different 
groups of data, by viewing box plots of the groups side by side. 

Normal and half-normal plots: These are graphical tools for judging 
effect significance. They contain the (absolute) effect estimates against 
their corresponding quantiles of the standard normal distribution. Effects 
that are not significant form a cluster near the origin (0, 0). Through the 
cluster, a straight line can be drawn. Significant effects tend to lie away 
from the straight line. Both plots are methods based on visual judgment 
and are particularly useful for experiments without replicates. 

10.3.2.2 Multiple Regression Model 

Multiple regression models are the most widely used statistical tool for modeling 
experimental data with continuous responses. Such a model interprets the response as a 
linear combination of effects and experimental error. A multiple regression model relates 
a continuous response y to p corresponding effects, x1, x2,…, xp, as follows: 

y=β0+β1x1+…+βpxp+ε 
(10.1) 

where ε is the error term that represents the unpredicted experimental error. It is a random 
variable and usually assumed to be normally distributed with zero mean and variance σ2. 
By taking expectation on both sides of Equation 10.1, the structural part of the model is 

E(y)=β0+β1x1+…+βpxp+E(ε)=β0+β1x1+…+βpxp 
(10.2) 

because E(ε)=0. 
Hence, E(y) is linear in parameters β0, β1,…, βp. Each of the parameters represents the 

magnitude of an effect and is regarded as an unknown constant. The estimation of 
parameters can be done using the information from data. If n observations are collected in 
an experiment, the model developed from them takes the form 
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yi=β0+β1x1i+…+βpxpi+εI, i=1,…, n 
(10.3) 

where yi is the ith value of the response and x1i,…, xpi are the corresponding values of the 
p effects. These n equations can be written in matrix form as 

y=Xβ+ε 
(10.4) 

where y=(y1,…, yn)T, β=(β0, β1,…, βp)T, ε=(ε1,…, εn)T, and X is an n×(p +1) matrix with 
the vector (1, x1i,…, xpi) in its ith row, i=1,…, n. By using the matrix notation, the 
estimate of the unknown parameters, β, can be easily derived. A commonly used 
estimation technique for β is the least square estimate, which minimizes the sum of the 
square of the difference between the observed response and predicted response: 

(y−Xβ)T(y−Xβ) 
(10.5) 

The matrix form of the least square estimate of β can be expressed as follows: 
(XTX)−1XTy 

(10.6) 

After the estimation, standard statistical hypothesis tests can be performed to test whether 
the estimates are statistically significant. More details about multiple regression are given 
in Draper and Smith.3  

10.3.2.2.1 Coded Effects 

In the analysis of experimental data, it is usually convenient and computationally 
efficient to use coded effects. The coded effects are converted from factors in natural 
scale and related to the response through an equation like Equation 10.1. A coded effect 
usually contains a physical interpretation of factors. For a factor with two levels, its 
(linear) main effect is usually represented as a vector in which the low and high levels are 
coded as −1 and +1, respectively. For a quantitative factor with three levels, its linear 
main effect is a vector in which the low, median, and high levels are coded as −1, 0, and 
1, respectively, and the quadratic main effect as 1, −2, and 1, respectively. For a 
categorical three-level factor, there are various ways of main effect coding. For example, 
(−1, 1, 0) or (−1, 0, 1) can be used for main effect coding of categories 1, 2, and 3, 
respectively. The first three-digit vector represents the difference between categories 1 
and 2, and the second one between categories 1 and 3. These two coded effects are 
appropriate for use when the main interest is the comparison of the first category with 
other categories. A more detailed discussion can be found in Wu and Hamada2 (Section 
5.6). 
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10.3.2.2.2 The Use of Dummy Variables 

Dummy variables are very useful in categorizing data into two groups, such as in the case 
of treatment or control. Typically, two values, such as 0 and 1 (or −1 and 1), are assigned 
to two different categories for generating a dummy variable. A dummy variable can be 
included in the multiple regression model as an effect for estimating the difference 
between the two groups and testing if the difference is significant. An illustration for the 
use of dummy variables can be found in Example 10.3. When there are more than two 
groups in the data, several dummy variables may be required to quantitatively identify 
these groups.  

10.3.2.2.3 Model Selection Techniques 

The objective of model selection is to obtain a best regression equation, which reaches a 
balance between goodness of fit and generality. On one hand, to make the regression 
equation useful for prediction, the model should contain as few effects as possible to 
reduce bias. The generality increases when bias is reduced. On the other hand, to keep the 
variance of the prediction small, the model should include as many effects as possible. 
This results in better goodness of fit. The two extremes are compromised, or a balance 
can be achieved by the techniques of model selection. There are various model selection 
procedures that have been proposed. The commonly used ones include all subset 
selections based on Akaike’s Information Criterion (AIC), adjusted R2, Cp, and stepwise 
procedures like forward and backward selections. When there are replicates in an 
experiment, Draper and Smith3 suggested an all-subset selection procedure based on the 
widely used Mallow’s Cp criterion. The formula for the Cp criterion is (Sen and 
Srivastava4) 

 (10.7) 

where p is the number of effects in the model, n is the total number of settings, RSSp is 
the residual sum of the square calculated under this submodel, which contains p effects, 
and is the estimation of variance under the full model. The first part of the formula 

can be viewed as a measure of goodness of fit. is a constant over all 
submodels. RSSp is small if the fitted surface is close to yx/nx at experimental setting x. 
The rest of the formula, 2p −n, is small if the number of effects in submodels is small. 
Hence, a small Cp value is preferred. If Cp is graphed with p, Mallow recommends 
choosing the model where Cp first approaches p. 

When there are no replicates in the experiment, the Cp criterion cannot be used since it 
is unable to estimate the error variance. To deal with such situations, Hamada and Wu5 
proposed a stepwise regression type of model selection method based on the concept of 
effect sparsity and effect heredity. Effect sparsity states that not all the effects are likely 
to be significant. Effect heredity means that an interaction effect is likely to be significant 
only if one of the involved main effects is significant. Although Hamada and Wu’s 
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method can identify most significant effects, it does not give a stopping criterion for the 
stepwise regression. 

Some model selection techniques have been developed to resolve complex aliasing, 
mentioned in Section 10.3.1, such as iterative forward selection and the Bayesian model 
selection based on the effect heredity principle. For details, see Wu and Hamada2 
(Sections 8.4 and 8.5). 

10.3.2.3 Residual Analysis 

Residual analysis is often used to detect problems in a data set or a fitted model, and 
assess if the model is adequate. Residuals are defined as the difference between the 
observed responses and the fitted responses. Several assumptions are needed in a 
regression model (Equation 10.1). For example, the errors are assumed to be independent 
and normally distributed with constant variance. Residual analysis can be used to assess 
if these assumptions are satisfied in the fitted model. Furthermore, it can be used to 
answer questions such as if all the important effects are captured, or if there exists 
extreme or unreasonable values (such as outliers) in the data set. The residual analysis is 
usually performed by visual check of the scatter plots, such as the residuals against fitted 
response, residuals against factors, or residuals against time index. 

10.3.2.4 Location-Dispersion Modeling for Variance Reduction 

When the experiment is performed with several replicates or a robust parameter 
experiment is conducted with cross arrays, location-dispersion modeling can be 
performed in the data analysis for the purpose of variance reduction. In this approach, 
two regression models, one for location and another for dispersion, are built separately. 
The location and dispersion models are built for understanding the average yield and the 
variation of the response, respectively. The average yield usually influences the 
performance of products, and a small variation can result in products that have stable 
quality. The location modeling is done by relating the average of (noise) replicates to the 
factorial effects through a model like that shown in Equation 10.1. For the dispersion, its 
model is formed by replacing the left-hand side of Equation 10.1 by where log 
denotes natural logarithm and is the sample variance of (noise) replicates at the ith 
(control) factor setting. A main reason for taking the log transformation is that it maps (0, 
∞), which is the range of sample variance, to (−∞, ∞), which is the range of the linear 
combination on the right-hand side of Equation 10.1. The techniques presented in these 
sections can be utilized to estimate parameters and test their significance. Model selection 
techniques can be applied to develop fitted models individually for location and 
dispersion. From the fitted location and dispersion models, a two-step procedure (see Wu 
and Hamada2; Section 10.5) can be applied to obtain an optimum setting that minimizes 
dispersion and brings the location to a desired target. An illustration of location-
dispersion modeling is given in Example 10.6. 

Statistical Design, Analysis, and Inference     383	



10.3.3 Inference and Decision Making 

10.3.3.1 Factor Screening 

A factor screening experiment is usually performed in the preliminary stage of a study. In 
the beginning of a study of a system, there is usually only very limited knowledge about 
the system, while there may be quite a lot of potentially important factors. A large 
experiment with all factors and treatment combinations considered will be costly and 
very often impractical. Furthermore, it is often the case that only a few of these factors 
are truly important. The aim of factor screening is to distinguish the vital few factors 
from the trivial many so that investigators can focus on the most important factors in the 
follow-up experiments. The run size of a factor screening experiment is usually relatively 
small when compared with those experiments whose objective is to develop a 
sophisticated model. A rough rule of choosing experimental plans for factor screening 
experiments is that the run size can be close to the number of factors under study. The 
procedure of factor screening is illustrated by the following example. 

Example 10.1: Identifying Influential Factors in Abnormal Welding Conditions 

Li et al.6 performed an experiment to study the effects of abnormal 
conditions in welding processes. Six types of abnormal conditions were 
considered in the study: axial misalignment (denoted as Ax), angular 
misalignment (An), edge-weld (Eg), fit-up (Ft), cooling water (Cl), and 
electrode wear (Wr). The six factors were chosen to be two levels, coded 
as -1 for normal condition and +1 for abnormal condition. The response of 
interest was button diameter. For a screening experiment with six factors, 
a 12-run Plackett-Burman design (see Wu and Hamada2; Chapter 7) is a 
good choice. However, in addition to factor screening, the authors would 
also like to study the main effects and two-factor interactions of these 
factors in the study. An experiment with more runs was designed. Because 
electrode wear is a very-hard-to-change factor, a split-plot experiment was 
employed. The whole experiment was divided into two batches, for new 
and worn electrodes, respectively. Within each batch, a (16 runs) 
fractional factorial matrix was used for the other five factors, i.e., Ax, An, 
Eg, Ft, and Cl. Thus, there were a total of 32 runs. At least five replicates 
were made for each run. The conventional data analysis for factor 
screening is to first estimate main effects of factors and then identify as 
important those factors whose main effects are significant. The effects of 
interactions are usually not considered in the conventional analysis for 
factor screening. Box and Meyer7 proposed an  
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FIGURE 10.1 
Marginal posterior probabilities that 
factors are active. 

alternative Bayesian analysis method that allows for the interactions, as 
well as main effects, to be investigated. In the Bayesian analysis, the 
marginal posterior probabilities that a factor is active are used as an index 
for the identification of important factors. The marginal posterior 
probabilities for the data are given in Figure 10.1. The result quite clearly 
indicates that the two abnormal conditions, edge-weld and axial 
misalignment, are much more influential on the button diameter than the 
other three factors (angular misalignme nt, fit-up, and electrode wear). 
The findings are consistent with experience. 

10.3.3.2 Treatment Comparison 

A treatment is a setting of input parameters such as a welding schedule. Experiments for 
treatment comparison are often conducted when there are several treatments to be 
applied. The investigators are generally interested in questions such as if there is any 
difference between treatments, which treatments are similar, and which treatments are 
better than others. The following example shows how RSW schedules are studied in 
order to obtain welds of good quality and small variation. 

Example 10.2: A Comparison of Welding Schedules and Tests 

To understand the sensitivity of weld quality and quality variation to 
welding schedules, and to correlate the measurement of the tensile-shear 
test, peel test, and impact test, an experiment was performed on a 0.8-mm 
galvanized interstitial free (IF) steel. Five different treatments or settings, 
each of which is a combination of current (in amperes) and time (in 
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cycles), were used: (1) current=11,000, time=6; (2) current=10,000, 
time=10; (3) current=9750, time=14; (4) current=9500, time=16; and (5) 
current=9000, time=18. Electrode force was fixed at 2.8 kN. Each  

TABLE 10.1 
F Values and p Values, ANOVA 

  F Value p Value 
Tensile-shear 25.0815 7.284151e-011
Peel 27.9803 1.371314e-011
Impact 27.9327 1.090872e-011

treatment was performed with 30 replicates. In the measurement step, 
each of the three types of testing, namely, tensile-shear, peel, and impact, 
was conducted on 10 of the 30 replicates. Several responses, such as weld 
diameter, displacement, peak force, maximum load, and energy, were then 
measured. The investigators were interested in the difference between the 
five treatments and between methods of measurement (testing). Only the 
analysis of diameter is presented here. The data analysis method for 
treatment comparison is called analysis of variance (ANOVA), which 
examines whether the treatments for comparison generate the same (or 
similar) outcomes. ANOVA was applied on data from tensile-shear, peel, 
and impact tests separately. The F values and p values are presented in 
Table 10.1. An F value in ANOVA is the statistic for evaluating whether 
the treatment means are equal. The calculated F value is compared with 
that obtained from tables such as Appendix D of Wu and Hamada.2 A 
large F value implies a significant difference between the treatments. A p 
value is the probability of obtaining a value that is significantly different 
from the observed F value. Because all the p values are quite small (much 
smaller than 0.05), it is safe to conclude that the five treatments have 
significantly different effects on the response. A similar conclusion can be 
drawn based on the F value. However, ANOVA only tests the hypothesis 
that these treatments have the same effects. After the hypothesis is 
rejected, a more interesting question is how they are different. An 
advanced analysis based on a linear model is required to answer such a 
question. Before a formal analysis is performed, a graphical analysis 
using, e.g., box plots, as shown in Figure 10.2, is helpful. From left to 
right, the box plots for tensile-shear (TS), peel (P), and then impact (I) 
tests, as well as for each treatment (T), 1 to 5, are drawn. 

Although the plots offer valuable information and intuitive 
understanding of data, the conclusion, based on a graph alone, is usually 
rough or not sufficiently accurate. Some effects that describe the 
differences between treatments and methods are then introduced and 
linear models are usually used for quantitative analysis. A model selection 
technique based on the Cp criterion can be applied to develop a model in 
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which all the effects are significant. The model obtained for the example 
problem is as follows: 

D=6.06+(−0.14)*M2+(−0.07)*M3+ 
(0.07)*T3+(−0.16)*T5+(−0.04)*M2T3+ 
(−0.02)*M2T4+(0.04)*M2T5  

(10.8) 

 

FIGURE 10.2 
Box plots of diameter for different 
testing methods and treatments. 

where D is the weld diameter after testing; M is for the testing method, 
i.e., TS (=M1) (tensile-shear), P (=M2) (peel), or I (=M3) (impact); and T 
(1 through 5) is for treatment. The constant (6.06) is the average diameter 
of welds of all treatments (schedules) measured by tensile-shear tests 
(M1). 

The significant effects identified in the model have strong support from 
the box plots. The effect M2 describes the averaged difference between 
the second method (peel) and the first method (tensile-shear). From its 
coefficient, −0.14, it is known that the outcome of peel is lower than 
tensile-shear by an average of 0.14 mm. From the box plots, we can see 
the group of box plots for peel (the middle five plots) uniformly shifts 
down when compared with the left five box plots, which are for tensile-
shear. The other effects can also be related to the box plots. M3 describes 
the difference between the average diameter of impact and those of 
tensile-shear. The significance of T3 and T5 is that the third treatment 
generates a larger diameter by an average of 0.07 mm, while the fifth 
treatment generates a smaller diameter by an average of 0.16 mm, 
compared to the first treatment. The three effects, M2T3, M2T4, and 
M2T5, are interactions that show that in the second testing method (peel), 
the yields of the third, fourth, and fifth treatments are lower or higher 
when compared with the performance of the third, fourth, and fifth 
treatments in other methods. As reflected in the box plots, the trend from 
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left to right of the five box plots in peel has less variation than the trends 
in tensile-shear and impact. It reveals that the peel test generates a more 
uniform outcome with less variation. In this analysis, an intuitive 
understanding is obtained from the plots and the numerical analysis 
extracts detailed information. A proper mix of graphical and numerical 
analyses can make information (data) easier to understand and 
conclusions more accurate. 

10.3.3.3 Combination of Experiments 

Experiments may have to be conducted on different subsystems for convenience or for 
practical reasons. Data gathered from each subsystem can be analyzed separately to draw 
appropriate conclusions for each subsystem. However, the conclusions drawn on one 
subsystem may not be true for other subsystems. For example, the most significant effect 
in one subsystem may become insignificant when compared with the significant effects 
of other subsystems. In order to obtain an overall picture of the entire system, data sets 
from each subsystem have to be pooled together for analysis. For the combined data, 
some effects that can explain the difference between original distinctive data sets should 
be included in the model. Dummy variables are often used to construct such effects. 
Some information or variables recorded in experiments may serve as an alternative to the 
use of dummy variables. The following example shows a case of the latter. 

Example 10.3: Combining Results of Individual Experiments 

A study was performed by the Resistance Welding Task Force of Auto/ 
Steel Partnership (A/SP) to gain an understanding on the influence of 
some welding factors. Five factors, each with two levels, were chosen for 
this study. They were button diameter (bd), welding time (wt), heat (ht), 
force (fo), and machine type (ma). The five factors were applied on nine 
types of materials, denoted as material A, C, E, G, H, I, K, M, and N, 
respectively. For each material, a 16-run fractional factorial design 
(minimum aberration 25–1 design) with three replicates was performed. 
The response of interest is tensile strength (F, peak load). The nine data 
sets had been analyzed individually and significant effects were found for 
each data set. The investigators were then tempted to know whether the 
five factors have similar effects on all nine materials. The nine data sets 
were combined into one data set for analysis to answer this question. 

It was observed that the variations of the nine data sets are different. 
Box plots of residuals for the nine linear models, each developed for one 
data set, are drawn in Figure 10.3a. It was found that the difference in 
variation could be related to the thickness of materials. Figure 10.3b 
shows that there exists a proportional relationship between the standard 
deviation of residuals and thickness. It is also observed that some effects 
have a strong correlation with thickness. For example, as shown in Figure 
10.4a, the relationship between constant effects and thickness is almost a 
straight line, while Figure 10.4b reveals a curvature relationship between 
the main effects of button diameter and thickness. 
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All these findings suggest that the thickness of materials is a variable 
that should be included in the whole model to explain the effect caused by 
materials (note that in the original analysis the effect of materials was not 
of concern because analysis was performed on data from the same type of 
material individually). With thickness (T), in addition to the original five 
factors included in the analysis, a linear model was developed to describe 
the dependence of peak load on the factors as follows:  

 

FIGURE 10.3 
Analysis of variation in nine models, 
(a) Material and thickness (mm), (b) 
Thickness (mm). 

 

FIGURE 10.4 
Relationship between effects and 
thickness. 
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F=(−497.86)+(1174.85)*bd+(−104.38)*ht+(−80.11)*fo+ 
(−129.18)*ma+(2330.39)*T+(−94.15)*fo*mo+ 
(−1990.60)*bd*T+(120.87)*ht*T+(116.66)*fo*T+ 
(128.06)*ma*T+(76.64)*wt*ht*T+(92.59)*fo*ma*T+ 
(966.30)*ba*T2 

(10.9) 

In this analysis, a dummy variable that describes the difference 
between the two groups, {A, C, I, K, M} and {E, G, H, N}, of the nine 
materials was found to be significant. However, when the investigators 
traced the record of experiments, it was difficult to find a physical 
variable that can explain this observation. In an experimental study, it is 
suggested that one record any information that can be gathered as 
completely as possible for possible later use. 

10.3.3.4 Response Surface Exploration 

The technique of response surface exploration is an effective tool when the objective of a 
study of a system is to obtain an accurate approximation function that describes the 
relationship between the response and the input factors.1 Response surface exploration is 
usually conducted when input factors are quantitative. In this case, the true response 
surface can be approximated locally by a polynomial function of input factors. A 
rationale of this approach is based on Taylor’s expansion, in which a function that 
satisfies certain conditions can be expressed as a sum of polynomial terms. The 
coefficient of each polynomial term is an unknown parameter, which is to be estimated 
using the data. Because it is impossible to use a finite data set to estimate the parameters 
of an infinite sum of polynomial terms, a model is usually restricted to be of second order 
in a response surface study. The second-order model can be regarded as a surrogate of the 
true response function obtained through experimental studies, and the purpose of the 
investigation, such as maximizing or minimizing the response, achieving a desired value 
of the response, or understanding the curvature of the response, can be achieved on the 
surrogate. 

Example 10.4: A Study of Dependence of Weld Attributes on Welding 
Parameters 

Three factors, welding current (C), time (T), and electrode force (F), were 
chosen for the study. In the experiment, current had four levels, while 
time and force each had three levels. All 36 combinations of current, time, 
and force were performed. Several responses (weld attributes), diameter, 
height, volume, and shape of a nugget were recorded. Only the analysis of 
nugget diameter is presented here to illustrate the analysis procedure. A 
commonly used model in the analysis for response surface is a second-
order model, which includes all polynomial terms of factors with a power 
of 2 or less. However, it is expected that the heating rate (=current2*time, 
a third-order polynomial term) could be influential because resistance 
welding is based on the principle of joule heating. It was then decided that 
a third-order model is needed for model fitting of this data so that the 
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influence of heat can be taken into account in the model. Therefore, all 
estimable effects with powers of at most 3 were considered in the model. 
In response surface exploration, full models are usually estimated. 
However, in this study the cubic effects of time and force, i.e., T3 and F3, 
are not estimable. This is because time and force are three-level factors; 
hence, they are unable to fit a cubic effect. By stepwise model selection, 
the fitted model was developed as shown below, taking the nugget 
diameter (ND) as the response: 

ND=(6.71)+(1.22)*C+(−0.77)*C2+(−0.30)*T*F+ 
(1.24)*C2*T+(−0.29)*T2*F (10.10) 

with R2=0.7754. This result is further verified by another model 
selection technique, Cp. From Figure 10.5, it can be observed that the five 
significant effects identified in stepwise regression appear in most good 
models identified by Cp. The result provided the investigators sufficient 
confidence that Equation 10.10 is a good approximation of the true 
response. 

The model can be used for multiple purposes, such as response 
optimization, i.e., maximizing the nugget diameter. To utilize Equation 
10.10 for maximizing the response, partial differentiation of ND can be 
taken on C, T, and F, respectively, and then they are set to zero and solved 
for solutions. Note that the model is a local polynomial approximation of 
the true response surface, and the inferences are applied only in the 
experimental region, using techniques such as interpolation. Any 
extension of the inference outside the experimental region through 
extrapolation could be potentially dangerous and the results should be 
justified and verified. The response surface exploration is only a part of 
the whole response surface methodology. More details about the response 
surface methodology can be found in Myers and Montgomery.8 

10.3.3.5 Variance Reduction 

Previous sections are devoted to the analysis of average yield (i.e., mean) of the response. 
However, two treatments that produce similar average yields  

Statistical Design, Analysis, and Inference     391	



 

FIGURE 10.5 
Appearance frequency of effects in the 
first 5, 10, 15, 20, 25, 30, 50, 100, 150, 
and 200 best models. 

may cause very different variations. For instance, two schedules are used in welding a 
material. One has a high welding current and short welding time, and the other has a low 
current but long welding time. These two schedules may produce similar average button 
sizes (mean response), but one may have a larger variation than the other. This can be 
interpreted as one process is less stable than the other, and variation should be considered 
when selecting a process, as it is an important issue in the quality control of products. The 
procedure of variation reduction is illustrated in the following example of resistance 
welding research. 

Example 10.5: Dependence of Tensile-Shear Strength on Coupon Size 

In a study by Zhou et al.,9 two factors, width (W) and thickness (T) of 
testing coupons, which define the size of a coupon, were chosen for the 
effect of coupon size. Width was a five-level factor and thickness was a 
three-level factor. All 15 combinations of width and thickness were 
performed with 10 replicates for each combination. Two responses, 
maximum load and displacement, were measured. In this example, only 
the displacement is presented to demonstrate how variance reduction can 
be achieved through experimental study. For each combination of width 
and thickness, 10 replicates were used to calculate the variance. Variance 
is a numerical index of variation. In the analysis, logarithm of variance 
was regarded as a response and a statistical model was built to explore the 
relationship between factors and response. By applying this analysis 
strategy on the experimental data set, a second-order model was 
developed as follows: 

ln D=(−1.17)+(1.62)*T+(−1.71)*T2+ 
(−2.82)*W+(1.78)*W2+(−0.82)*T*W (10.11) 
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where D is the variance. From this model, it can be seen that choosing 
a setting with a smaller thickness and larger width can reduce the 
variation. This result is also supported by the interaction plot in Figure 
10.6. For all gauges, variation decreases with width in general, although 
the reduction in thinner sheets is more significant. This is because the 
constraint to local deformation around a weld directly depends on the 
sheet thickness. The size of the localized deformation area is smaller for 
the thin-gauge specimens than for the thick ones. Therefore, variation on 
thinner coupons decreases faster than that on thicker ones. 

The reduction of variation of displacement can be used to determine 
optimal testing specimen width, and this example demonstrates how 
variation can be reduced through experiments. The model developed 
through the analysis of logarithm of variance is usually called a dispersion 
model. A dispersion model is usually developed, together with a means 
model (such as the models in Examples 10.1 to 10.4), for choosing a good 
setting. A means model offers information about the average yield, while 
the dispersion model reveals information about the variation. A  

 

FIGURE 10.6 
Interaction plot of width and thickness, 
with log(variance) of displacement as a 
response. 

good setting based on the two models should be able to generate yields 
that satisfy the requirements and minimize variation. Sometimes, the two 
models may have a contradiction on the choice of good settings. A 
tradeoff is inevitable if this happens. 
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10.3.4 Two-Stage Sliding-Level Experiments 

Continuous responses are commonly observed in resistance welding research, as most of 
the possible responses are of a continuous nature. This section demonstrates the 
procedure of a special statistical analysis of continuous responses in resistance welding 
under abnormal conditions. 

Normally a certain number of levels of welding current and time are chosen to cover 
the range of interest, often in the form of a rectangular matrix. However, such a design is 
often not efficient in resistance welding study. In practice, the range of acceptable welds 
is usually limited by two curved boundaries, or a lobe in the welding time-current 
domain, as shown in Figure 10.7. Therefore, an experiment matrix that covers the entire 
possible settings of t and I will leave the settings of low t and I and high t and I unused, as 
on the low end of the matrix, welds are below the minimum acceptable weld size, and the 
high settings will always render expulsion. Such results can be expected without 
conducting actual experiments, and can be incorporated into the data for analysis as 
pseudodata, as illustrated in Section 10.4.3. A uniform design (or a rectangular matrix) is 
usually necessary because standard statistical analysis works well on such designs. 
However, a more efficient way of dealing with such situations is to use a sliding-level 
design, as developed by Cheng et al.10 and Li et al.6 

In their study, the effect of abnormal process conditions was considered by a sliding-
level experiment because of the interdependencies among the  

 

FIGURE 10.7 
Determination of current levels. 

process variables. Both normal and abnormal process conditions were considered in the 
experiment. Based on the experimental data, weld size and lobes were analyzed as 
response variables. Mathematical models were then developed to examine the effects of 
the process conditions based on predictions. Instead of assigning fixed values to the 
welding current in the design, it was treated as a slide factor and was determined based 
on the settings of other process variables. 
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10.3.4.1 Experiment Design 

The abnormal process conditions selected for study in this experiment were axial 
misalignment, angular misalignment, poor fit-up, and welding parameters, as shown in 
Table 10.2. Electrode wear was then substituted by electrode size since electrode wear 
manifests itself through the size change of the electrode face diameter. Three levels of 
electrode size were used. For convenience, electrode size was denoted as Ed; force, F; 
weld time, T; and current, I. Because of the interdependency among the process 
variables, settings of welding current need to be determined to ensure acceptable welds 
under all the designed conditions of other process variables. This causes the  

TABLE 10.2 
Welding Parameters and Levels Used in the 
Experiment 

Process Variables Low Median High 
Electrode size (Ed) 4.50 mm 6.35 mm 7.87 mm
Force (F) 2.45 kN 3.34 kN 4.23 kN 
Weld time (T) 8 cycles 12 cycles 16 cycles
Axial misal . (Ax) 0 N/A 1.5 mm 
Angular misal . (An) 0 N/A 10° 
Fit-up (Ft) 0 N/A 5 mm 
Current (I) Determined accordingly 

current setting to slide on the weld lobe diagram because the effect of current depends 
strongly on time. The welding current was chosen to be a slide factor since it has natural 
boundaries for acceptable welds at given welding times. As such, it can be seen that the 
experiment needs to be conducted in two stages. First, suitable current settings are found 
for the designed conditions of other process variables. Then the experiment is conducted 
using these current settings for making test welds. 

The experiment matrix was constructed following the inner and outer array method of 
Taguchi’s robust parameter design.11 The welding current was arranged in the outer 
array, and all other variables were arranged in the inner array. For every setting in the 
inner array, the current limits (Imin, Imax) were determined first. Then three levels of 
current (IL, IM, and IH) were chosen in the outer array for the experiment. This 
arrangement ensures a balanced mix of the settings of all the variables. Table 10.3 shows 
a portion of the design matrix. 

A weld lobe was developed using standard procedures for determining the current 
levels. As has been observed in many experiments, the boundaries of a weld lobe of 
resistance spot welding are not deterministic (Zhang et al.12). To increase the probability 
of making acceptable welds, the low and high current levels (IL and IH, respectively) were 
determined to be 10% of the total current range inside the boundaries of the weld lobes. 
The middle current level (IM) is the center point between IL and IH. This procedure is 
illustrated in Figure 10.7. 
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10.3.4.2 Analysis and Modeling 

Because of the complex design of the experiment, statistical methods for the analysis of a 
conventional design of the experiment cannot be directly applied. A new analysis 
procedure based on modified stepwise regression has to be developed. First, the coding 
and model selection need to be addressed. 

TABLE 10.3 
Two-Stage, Sliding-Level Experiment Design 

            Outer Array 
    Inner Array     

Current Limits
IL IM IH 

Ft Ax An Ed F T Imin Imax 
(mm) (mm) (deg) (mm) (kN) (cycle) (kA) (kA) 

Average Button Diameter (mm) 

0 0 0 6.35 3.3 12 10.56 12.44 4.67 5.71 6.94 
5 0 10 6.35 4.2 8 11.25 13.25 3.23 5.14 6.37 
0 0 10 6.35 4.2 16 10.40 12.50 1.78 5.19 6.24 

… … … … … … … … … … … 

10.3.4.2.1 Coding System and Model Selection 

For regression models, linear effects can be estimated for two-level variables and both 
linear and quadratic effects can be estimated for three-level variables. Thus, the 
regression model can be expressed as a summation of the first- and second-order 
polynomial terms of the variables plus possible interaction terms among them. For 
example, if x1 and x2 are two variables in an experiment, whose levels are 2 and 3, 
respectively, the regression function can then be represented as 

f(x1,x2)=β0+β1x1+β2x2+β3x1x2+β4x2
2+β5x1x2

2 
(10–

12) 

where the βi values are coefficients of the factors that need to be estimated from the 
experimental data. The estimation may not be accurate if colinearity exists among the 
polynomial terms. Hence, an orthogonal coding system is needed to translate the original 
polynomial terms xi into a set of orthogonal vectors. For this, linear and quadratic effects 
need different transformations. 

For linear effects: 

(10.13) 

For quadratic effects: 
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(10.14) 

where 

 

  

xl, xm, and xh are settings for low, middle, and high levels, respectively. This coding 
system ensures that three-level variables are coded as [−1 0 1] for their linear effects and 
[1–2 1] for their quadratic effects, even if their physical  

 

FIGURE 10.8 
Linear and quadratic coding of 
electrode size. 

settings are not equally spaced. For example, the coding for electrode size is shown in 
Figure 10.8. 

As discussed in previous sections, many model selection methods exist for the 
conventional design of experiments, such as analysis of variance, half-normal plot, etc. 
Little has been done, as seen in the published literature, for experiments with complex 
structures like the one used in this study. 

In this two-stage experiment, the model selection has to be handled differently from 
the all-subset selection procedure since the response variables are different at different 
stages. At the first stage, the response is current range, whereas at the second stage it is 
button size. In both cases, forward stepwise regression is applied for model selection. 
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However, in the case of button size, the Cp criterion is used as a stopping rule since there 
are five replicates for each experiment setting and the experimental error can be 
estimated using the collected data. In the case of current range, the experiment error 
cannot be estimated because no replicates were conducted for the current range 
searching. The stopping rule has to be developed based on the engineering estimation of 
the experiment error. In either case, the concept of effect sparsity and heredity is 
observed. 

10.3.4.3 Analysis of Current Range 

As shown in Figure 10.9, the current range can be characterized using two response 
variables: the center of the current range (Ic) and the length of the current range (Ileng), 
and they are defined as follows for convenience:  

 (10.15) 

 

FIGURE 10.9 
Average main effects. 

 (10.16) 

Ic represents an average current setting that is determined by the physical process 
conditions. It can be treated as a normally distributed variable. Ileng determines the 
allowable range of the current for making good welds. By definition, Ileng is greater than 
zero. In regression analysis, it needs to be transformed as follows: 

 
(10.17) 
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If Ic and Ilnlen have no correlation, they can be analyzed separately as two independent 
responses. 

Average main effects of the variables are examined before a regression model is 
developed. The responses vs. level settings for each variable are plotted using box plots 
in Figure 10.9. It is easy to see that electrode size and time are significant factors, 
whereas force, fit-up, axial misalignment, and angular misalignment are unlikely to be 
significant. It is also seen that electrode size, weld time, and force have quadratic effects 
on the response. 

As there are no replicates for current range searching in the experiment, conventional 
stopping rules for stepwise regression are not applicable. Qualitative methods such as 
half-normal plot could be used to suggest influential effects for modeling, but the 
resulting models often underfit and have large root mean square (RMS) errors. From an 
engineering viewpoint, experiment errors can usually be estimated based on the 
experimental method. In finding current ranges, for example, there is a certain step that 
the operator will use to increase or decrease the current to search for the boundaries. By 
trial and error, he or she can make sure that the boundaries fall in the interval between 
two steps. This interval can thus be used to estimate the experimental error. 

In this study, the step used in boundary searching was 0.1 kA. Thus, the confidence 
interval is ∆I=0.2 kA. Assuming a 99.7% (±3σ) confidence, the standard deviation of the 
experimental error can be determined as 

 (10.18) 

From Equation 10.6, it is easy to obtain the error of the center of the current range, 

 
(10.19) 

σe is then used as a stopping criterion in the stepwise regression analysis; i.e., the 
regression is stopped when the RMS error of the model reduces to this level. When this 
stopping criterion is applied, the regression model obtained is 

Ic=12.80+4.10*Ed1+0.24*F1*T1+0.62*Ed2− 
1.13*T1−0.39*An1*F1+0.86*F1+0.39*T2+ 
0.29*An1*Ed2+0.16*Ft1−0.17*Ed2*T1−0.30*Ed1*F1− 
0.12*Ed1*T1−0.15*An1*Ed1 

(10.20) 

with an adjusted R2 of 0.998 and root mean square error of 0.016. In the model, the x1 and 
x2 values stand for linear and quadratic effects, respectively (x=Ft, Ax, An, Ed, F, and T, 
as defined in Table 10.3). 

Similarly, the main effects of the variables on the length of the current range are 
shown in Figure 10.10. It is clear from the plots that the abnormal process conditions 
significantly reduce the length of the current range, while the force increases the length of 
the current range. Electrode size and weld time have little effects. 

In developing a regression model for the length of the current ranges, the estimation of 
the experiment error is not as straightforward as that for Ic. This is because the logarithm 
of the length is used as the response variable. From Equation 10.17, 
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Ilnlen=ln (Ileng±3σ1) 
(10.21) 

where σ1 is the error of the length of the current range. It is easy to see that σ1 takes the 
same value as σc. In order to find the error associated with Ilnlen,  

 

FIGURE 10.10 
Main effect plots for the length of 
current ranges. 

Taylor’s expansion with respect to the mean of is used to obtain the following 
approximation: 

 
(10.22) 

From the experimental data, is calculated to be 0.9089. Thus, the error of Ilnlen can be 
estimated as 

 
(10.23) 

The regression model is thus developed as 
Ilnlen=−0.115−0.102*Ft1+0.214*F1− 
0.149*Ft1*Ed1+0.034*F2−0.075*An1− 
0.049*F2*T1−0.091*Ed1*F1+0.030*T2+ 
0.065*Ft1*T1+0.002*Ax1+0.0256*Ax1*T1 

(10.24) 
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with an adjusted R2 of 0.994 and root mean square error of 0.020. 

10.3.4.4 Analysis of Button Size 

The average main effects on the button size are shown in Figure 10.11. Both current and 
electrode size are seen to have strong influences. On average, the button size increases 
under poor fit-up and decreases under angular  

 

FIGURE 10.11 
Average main effects on button size. 

misalignment conditions. Axial misalignment is not seen to have a strong effect. Both 
electrode force and weld time showed minor quadratic effects. 

The model selection for button size is conducted using a forward stepwise regression 
with Cp as a stopping criterion. Figure 10.12 shows that all the effects before the break-
even point should be included in the model. The model is thus obtained as  
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FIGURE 10.12 
Model selection for button size. 

D=5.58+1.31*I1+0.99Ed1+0.38*Ft1+ 
0.50*F1*I1−0.22*Ax1*I1−0.1*An1+ 
0.22*T2*I1−0.13*I2−0.20*T2− 
0.21*Ft1*I1−0.23*F1+0.14*Ed2*I1+ 
0.20*Ed2*F1−0.13*F1*I2−0.18*Ed1*F1− 
0.06*T2*Ed2−0.08*Ed1*I2+0.12*Ed1*I1− 
0.04*Ed2*I2+0.08*Ed2*T2−0.08*An1*Ed2 

(10.25) 

with an adjusted R2 of 0.9122 and a root mean square error of 0.48. I1 and I2 are the linear 
and quadratic effects of the welding current, respectively. 

10.3.4.5 Inference and Decision Making 

Using the developed models, the effects of the abnormal process conditions can be 
examined through the predictions of the weld lobes and the nugget growth curves (the 
change of button size over time). Figure 10.13 shows an example of these predictions 
under a set of process parameters, as indicated in the figure. In general, when poor fit-up 
and angular misalignment exist, the weld lobe is shifted to the left and becomes narrower. 
A left shift of the weld lobe implies an early nugget formation and an early expulsion, 
which may decrease the size of the largest possible welds without expulsion. A narrower 
weld lobe also indicates that the welding process is less robust under these conditions. 

It is also seen that the nuggets grow following different paths under different 
conditions (Figure 10.14). While they start to form at the same time and eventually reach 
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similar sizes (because of the expulsion limit), the nuggets initially grow faster under poor 
fit-up and angular misalignment  

 

FIGURE 10.13 
Weld lobe prediction. 

 

FIGURE 10.14 
Nugget growth prediction. 

conditions. Therefore, the nugget size variation caused by the abnormal process 
conditions could be different depending on the welding time used. For example, there 
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could be about 1-mm difference in nugget size at the 7th cycle between normal and 
angular misalignment conditions, about 1.5-mm difference at the 9th cycle between 
normal and fit-up conditions, and almost no difference at the 12th cycle regardless of 
process conditions. 

Axial misalignment did not show a strong effect on either weld lobe or nugget growth. 
This is because the amount of misalignment (1.5 mm) is too small compared to the 
electrode size used (24% difference in diameter and 15% in area for 6.35-mm electrodes). 
Under small axial misalignment, the process behaves similarly to that under normal 
conditions. Therefore, no significant effects have been observed. 

This new two-stage, sliding-level experiment design and its analysis procedure are 
different from conventional statistical analyses. It can be used to account for the 
interdependencies among the process variables in RSW. The experiment and analysis 
revealed that process abnormalities such as axial misalignment, angular misalignment, 
fit-up, and electrode wear significantly affect the resistance spot welding process, and 
thus cause large variation on weld quality. They generally lead to narrower weld lobes, 
which implies less robustness of the process. The design and analysis procedures are 
generic enough to be applied to other processes. 

10.4 Experiments with Categorical Responses 

A categorical response takes its value over categories. For example, gender is measured 
as male and female; the size of an automobile may be classified as compact, mid-size, or 
full-size. Many processes can be characterized by two types of categorical responses: 
nominal and ordinal. The distinction between them is whether the categories have a 
natural ordering. Gender in the above example is nominal because the order of male and 
female is irrelevant in statistical analysis, while the size of a car is ordinal because 
compact, mid-size, and full-size can be regarded as a representative of a truncated 
continuous measurement of size. In an analysis of experimental data with categorical 
response, the goal is the same as that in continuous response: building an empirical model 
for the relationship between response and factors. Such a relationship is usually described 
through the probabilities of getting an observation from each category. While basic 
statistical principles as outlined in the previous sections apply, design and analysis of 
experiments with categorical responses have distinctive characteristics, and they are 
explained using examples of resistance spot welding in this section. 

10.4.1 Experiment Design 

For experimental design with a categorical response, its main difference from that with a 
continuous response is its dependence on the true values of parameters, which are usually 
unknown before experiments. For example, consider an experiment with one two-level 
factor and binary response. If all the observations at the low level are in the first category 
and all the observations at the high level are in the second category, then the main effect 
of the factor has an infinite estimate. This problem usually happens when most levels are 
chosen on settings whose probabilities are close to 0 or 1. To prevent a situation of this 
kind, some levels that can generate observations in different categories are required. The 
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choice of such levels needs some understanding about the response curve. To deal with 
such situations, one approach is to choose a design that optimizes a criterion based on a 
good guess of parameters. The criterion is usually a function of the information matrix. In 
a typical statistical model of categorical response, the information matrix depends on the 
design and the unknown parameters. Therefore, to obtain optimal designs, it is usually 
assumed that some prior knowledge is available and good initial values of parameters are 
known. For more information about this approach, see Atkinson and Haines.13 When the 
prior knowledge is not available, some two-stage designs (Sitter and Forbes14; Sitter and 
Wu15), which gather information about parameters at the first stage and develop an 
optimal design based on the information at the second stage, can be used. An alternative 
to the optimal design approach is to use the FFD or OA. However, in order to 
appropriately choose the levels of factors, a priori knowledge of the response curve is 
usually necessary. 

10.4.2 Analysis and Modeling 

In this section, our focus is on categorical responses with two categories, which are also 
called binary responses. For the cases with more than two categories, refer to Agresti16 
for more details. For a binary response, the commonly used statistical model is the 
logistics regression model. The difference between logistics regression and multiple 
regression is reflected in the choice of the parametric model. Once the difference is 
accounted for, the principles of analysis techniques in multiple regression can be applied 
to the logistics regression. 

Denote the two categories as 0 and 1. The probability that the response y gets 1 on a 
setting x is denoted by P(y=1|x)≡p(x). Then the logistics regression model can be 
expressed by the following equation: 

f(x)=β0+β1x1+…+βpxp 
(10.26) 

where x1,…, xp are coded effects of x (see Section 10.3.2 for effect coding), β0, β1,…, βp 
are parameters, and 

log(p(x)/(1−p(x)))=f(x) 
(10.27) 

From Equation 10.27, it can be easily derived that 
p(x)=ef(x)/(1+ef(x)) 

(10.28) 

The parameters in the model can be estimated by the reweighted least squares algorithm, 
which performs weighted least squares iteratively. More information about data analysis 
techniques, such as test of parameters, residuals, and model selection techniques for 
logistics regression, can be found in Hosmer and Lemeshow.17 
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10.4.3 Inference and Decision Making 

The inference and decision-making procedure for categorical responses follows the rules 
outlined in Section 10.2. This, as well as the details of experimental design and statistical 
modeling, is demonstrated using a study of expulsion limits when welding a low-carbon 
steel (or drawing steel, DS). 

Example 10.6: A Study of Expulsion in RSW 

A statistical analysis was performed by Zhang et al.12 to study the 
expulsion limits based on experimental results. Unlike previous works on 
expulsion limits, expulsion was not regarded as an event happening at a 
particular welding schedule. The occurrence of expulsion was treated as a 
probability that spans from no expulsion to 100% of welds having 
expulsion with consideration of random factors. Because the occurrence 
of expulsion is the concern, the response (yes or no) has categorical 
characteristics. 

One low-carbon bare steel (DS) was used in the experiment. Welding 
schedules were chosen around potential expulsion boundaries, and 
adjustment on welding schedules was made during experiments according 
to previous observations, to effectively cope with the change of expulsion 
limits. In the experiments, the welding current was varied for fixed 
electrode force and welding time. The occurrence of expulsion was clearly 
detected in the signals of dynamic resistance, secondary voltage, and 
relative displacement between electrodes, as well as visually observed. 

Details of experimental design, including ranges of welding 
parameters, can be found in Section 7.4.2.1. 

10.4.3.1 Statistical Analysis 

Although statistical analysis has been widely conducted in welding research, commonly 
used statistical procedures could not be directly used in this study because of the complex 
nature of expulsion. Certain modifications had to be made in the analysis. 

In general, a model is often a function that can explain the relationship between input 
and output variables. In a statistical analysis of categorical responses, the model is for 
describing both the deterministic and random phenomena in expulsion experiments. 
Specifically, for this study, the model must be able to: 

• Explain and predict the frequency of occurrence of expulsion, using electrode force, 
current, and time 

• Identify important effects and estimate their magnitudes 
• Describe the randomness of occurrence of expulsion 

The statistical model chosen for this study is the frequently used logistics model, which is 
ideal for dealing with continuous input and output variables of count data. The main 
purpose of this study is to understand the relationship between x (welding schedule) and 
px (probabvility of getting expulsion). In a logistics model, the common link function 
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used to describe the relationship between px and x is as described in Equation 10.27. f(x) 
is a real function of x, and is usually approximated by the sum of polynomial terms of x. 
In this study there are three input variables: current (I), time (τ), and force (F), and then 
f(I, τ, F) can be approximated as 

f(I, τ, F)≈α000+α100I+α010τ+α001F+α200I2+ 
α020τ2+α002F2+α110Iτ+α101IF+α011τF+ 
α300I3+α030τ3+α003F3+α210I2τ+α201I2F+ 
α021τ2F+α120Iτ2+α102IF2+α012τF2+α111IτF 

(10.29) 

where the αijk values are the coefficients, usually called parameters (not to be confused 
with welding parameters), to be estimated using information from the data. Equation 
10.29 is a third-order polynomial, and more terms can be chosen if more data are 
available. For details of logistics models, refer to McCullagh and Nelder.18 

Experimental data usually need to be transformed into a suitable form before 
performing statistical analysis. In this case, a coding system and pseudodata are needed. 

10.4.3.2 Coding System and Transformations 

In Equation 10.29, f(I, τ, F) was expressed as the sum of polynomial terms of x. 
However, the estimation of αijk may not be accurate due to colinearity between 
polynomial terms. Hence, an orthogonal coding system is needed to translate polynomial 
vectors of x into orthonormal vectors by the Gram-Schmidt process. The process is 
explained as follows. 

Let xI, xτ, xF be the vectors that represent the data of current, time, and force, 
respectively, and let xI

2, xτ2, xF
2 be the vectors of taking the square of xI, xτ, xF, and xI

3, xτ3, 
xF

3 of taking the cube of xI, xτ, xF. Denote 
uI=xI−(xI

T 1)1, zI=uI/| |uI| | 
uI

2=xI
2−(xI

2TzI) zI−(xI
2T1)1, zI

2=uI
2/| |uI

2| | 
uI

3=xI
3−(xI

3TzI
2)zI

2−(xI
3TzI)zI−(xI

3T1), zI
3=uI

3/| |uI
3| | 

(10.30) 

where 1 is the unit vector, 1=(1, 1,…, 1), and T indicates a transpose operation. zI is 
called the linear effect of current, zI

2 the quadratic effect of current, and zI
3 the cubic 

effect of current. Figure 10.15 shows the relation between {zI, zI
2, zI

3} and the original 
current data, xI. 

It is easy to see that {zI, zI
2, zI

3} is orthogonal with unit length. The same 
transformations are applied to {xτ, xτ2, xτ3} and {xF, xF

2, xF
3}. It can be proved that there is 

a one-to-one transformation between a linear combination of polynomial terms of I and 
that of IS, such as  

IS=a10+a11I   
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FIGURE 10.15 
Relation between original and coded 
data. 

IS
2=a20+a21I+a22I2 

IS
3=a30+a31I+a32I2+a33I3 (10.31) 

where the aij values are the transformation coefficients. Applying similar transformations 
to time τ and force F, Equation 10.29 can be rewritten as follows: 

f(I, τ, F)≈θ000+θ100Is+θ010θs+θ001Fs+θ200Is
2+ 

θ020θs
2+θ002Fs

2+θ110Isθs+θ101IsFs+θ011θsFs+ 
θ300Is

3+θ030θs
3+θ003Fs

3+θ210Is
2θs+θ201Is

2Fs+ 
θ021θs

2Fs+θ120Isθs
2+θ102IsFs

2+ 
θ012θsFs

2+θ111IsθsFs 

(10.32) 

where θ000 is the coefficient of constant effect, θ100,θ010, and θ001 are coefficients of linear 
effects, θ200, θ020, and θ002 are coefficients of quadratic effects, and θ300, θ030, and θ003 are 
coefficients of cubic effects. The subscripts denote the order of the input variables. Other 
θijk values are coefficients of interaction effects between Is, τs, and Fs. 

Because polynomial terms of z in the orthogonal coding system have better 
orthogonality properties than those of x, the estimators of coefficients in a model formed 
by polynomial terms of z are more efficient and statistically independent. This makes a 
model selection procedure accurate, however, at the expense of losing intuitive physical 
interpretations of the coefficients. The fitted model using the orthogonal coding system 
can be transformed back to a function of x with more meaningful coefficients. In this 
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example, Equation 10.32 is used to obtain a fitted model, and then it is transformed back 
to obtain a model of expulsion in the natural scale (Equation 10.29). 

10.4.3.3 Use of Pseudodata 

The settings used in the steel welding experiment are shown in Figure 10.16. It shows 
that the experiment region of the welding current shifts to the right side when time 
decreases or force increases. Settings with a low current and short time, as well as those 
with a high current and long time, were deliberately left out. The reason is that in those 
regions, expulsion either never happens (low settings) or always happens (high settings), 
and there is no need to conduct experiments at such settings. Such information that can be 
obtained without conducting an actual experiment is called prior knowledge. 

Although there is no need to conduct experiments, information in such regions is 
needed to build a statistical model. The Bayesian approach is often employed to deal with 
prior knowledge, which is represented as distributions of coefficients. It is usually 
difficult to translate the aforementioned prior knowledge of expulsion into distributions 
of coefficients, so an alternative can be adopted by using pseudodata to represent the 
prior knowledge. Twelve pseudo no-expulsion data were created on the low-current side, 
and 12 expulsion data were created on the high-current side. They are shown as solid dots 
in Figure 10.16. Using a data set containing the pseudodata, the fitted model is able to 
represent the information on expulsion. 

10.4.3.4 Analysis and Results 

The procedure of statistical analysis of expulsion is presented in detail, using the data of 
steel welding as an example. 

10.4.3.4.1 Statistical Model Selection 

Very often only some of the effects are important and have a significant influence on the 
output (probability of getting expulsion in this case). Other insignificant effects can be 
screened out by the means of model selection. Besides obtaining a model with only 
influential effects, another purpose of model selection is to get a balance between 
goodness of fit and generality. 

In this study, a criterion-based method was used for model selection. One of the 
commonly used criteria for general linear models, the Cp criterion (Sen and Srivastava4), 
was applied to each subset of the full model. This criterion  
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FIGURE 10.16 
Treatment combinations including 
pseudo and actual settings. 

is a measurement of both goodness of fit and generality. An appropriate model can be 
found by comparing the Cp values for each submodel. The procedure of model selection 
is described as follows: 

1. Estimating px, the probability of getting expulsion on setting x, by yx/nx, the so-called 
observed px. nx is the number of replicates, yx is the number of expulsions observed on 

Resistance Welding     410



setting x, and yx/nx is the portion of the replicates in which expulsion happened. It is an 
intuitive estimation of px when no physical relationship is assumed between px and x. 

2. Transforming the logistics model (Equation 10.27) and replacing px in log(px/(1−px)) 
with yx nx, and then denoting the logistics expression  

 

by wx. To avoid divergence, 0.999 is used for yx/nx=1, and 0.001 is used for 
yx/nx=0. The vector of Equation 10.32 can then be expressed as a general linear 
model: 

wx≈θ000+θ100zI+θ010zτ+θ001zF+θ200zI
2+ 

θ020zτ2+θ002zF
2+θ110zIzτ+θ101zIzF+ 

(10.33) 
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θ011zτzF+θ300zI
3+θ030zτ3+θ003zF

3+ 
θ210zI

2zτ+θ201zI
2zF+θ021zτ2zF+θ120zIzτ2+ 

θ102zIzF
2+θ012zτzF

2+θ111zIzτzF 

 

FIGURE 10.17 
Relationship between the Cp value and 
the number of effects in submodels. 

where wx is called the dependent variable and zI, zτ, zF, zI
2, zτ2, zF

2, zIzτ, zIzF, 
zτzF,…, are the independent variables in the general linear model. 

3. Applying model selection criteria to choose the best statistical model. The Cp criterion 
is then applied on dependent and independent variables. A small Cp value is preferred. 
Figure 10.17 shows how Cp values vary with the number of effects for the best 
submodels. It can be seen that the Cp value first goes down, then up when the number 
of effects in the submodels increases, which means that a balance between goodness 
of fit and generality can be reached. 

The model selection procedure described above is only based on statistics consideration. 
Practical knowledge about the process also needs to be used to determine a good model, 
such as demonstrated in Section 7.4.2.1. 

By applying this model selection method to the data set, a model can be chosen in the 
orthogonal coding system, which contains linear, quadratic, and cubic effects, and their 
interactions: zI, zτ, zF, zτ2, zF

2, zI
3, zF

3, z τzF, zIzF
2, zI

2zτ, zI
2zF, zτ2zF. 

10.4.3.4.2 Identifying Influential Effects 

A model selected through previous steps usually contains many effects. Because of the 
colinearity between effects, less important effects in the chosen model may be replaced 
by others, and the new model still preserves the same goodness of fit. 
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The results of model selection can help to identify important effects. Intuitively, if one 
effect has a strong influence on the response, it should appear in most of the good 
models. Therefore, the frequency of each effect appearing in most of the best models is 
calculated, and effects with high appearance frequency are identified as influential effects 
(Figure 10.18). 

 

FIGURE 10.18 
Appearance frequency of effects in the 
first 5, 10, 15, 20, 25, 30, 50, 100, 150, 
and 200 best models. 

Eight effects can be identified as influential for the data set of steel welding: zI, zτ, zF, zI
3, 

zF
3, z τzF, zI

2zτ, and zI
2zF. They have frequencies of 1 from the beginning to the end, which 

means that they appear in all 200 best models. Besides, two other effects, zτ2 and zτ2zF, 
also showed high frequency of appearance. It is noteworthy to see that all 10 of these 
effects were included in the model identified in the previous model selection section. 

10.4.3.4.3 Estimating Magnitudes of Effects 

After choosing a statistical model by the model selection procedure described above, 
coefficients θijk, the magnitudes of effects in the model, can be estimated. For a logistics 
model, the estimation proceeds by an iterative weighted least square procedure to get the 
maximum likelihood estimate of θijk (McCullagh and Nelder18). By doing this, the 
coefficients of the steel welding model are estimated, and the model under the orthogonal 
coding system can be expressed explicitly as follows: 

Log(px/(1−px))≈(−9.037)+(38.360)Is+(10.779)τs+  
(−16.215)Fs+(−1.816)τs

2+(1.385)Fs
2+ (10.34) 
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(3.645)τsFs+(6.236)Is
3+(0.677)Fs

3+ 
(4.811)Is

2τs+(−8.253)Is
2Fs+ 

(−0.420)τs
2Fs+(5.358)IsFs

2 

It can be transformed back to the coding system of natural scale (with true values of 
welding current, kA; time, msec; and force, kN), as shown below: 

Log(px/(1−px))≈(−7.6449×102)+(1.6731824×102)I+ 
(7.12636×10−1)τ+(9.7174×101)F+ 
(−1.54168327×101)I2+(−1.49×10−5)τ2+ 
(−4.234×101)F2+(6.251982×10−1)I3+ 
(1.4202468)F3+(−1.540455×10−1)Iτ 
(8.088965)IF+(6.08688×10−2)τF+ 
(7.5306×10−3)I2τ+(−1.4449971)I2F+ 
(−5.12×10−5)τ2F+(2.6919807) 
IF2≡f(I, τ, F) 

(10.35) 

The fitted probability can be obtained by a simple transformation of the above expression 
as (Equation 10.28): 

px=ef(I,τ,F)/(1+ef(I,τ,F)) 
(10.36) 

By standardizing the estimated coefficients in Equation 10.25 with respect to their 
experimental ranges, and then comparing their magnitudes, the influential effects in the 
natural scale are identified as (in the order of impor-tance): I2, I3, I, I2F, IF2, Iτ, I2τ, F2, 
and IF. 

After a statistical model is built, it needs to be judged by its closeness to the original 
data by using diagnostic methods, such as residual analysis, to see if there is any 
significant contradiction. Residual analysis on the model presented in Equation 10.25 
shows reasonable agreement between the observed and fitted values. 

10.4.3.5 Inference and Decision Making 

A detailed discussion is shown in Chapter 7, and it shows that the expulsion models 
created by the statistical procedure outlined in previous sections indeed provide some 
insights into the expulsion phenomenon. The response surfaces and contour plots 
generated using models of natural scale, such as the one in Equation 10.25, can be used to 
obtain a better understanding of the process and to provide a guideline for welding 
schedule selection. There are many other applications of statistical analysis of categorical 
responses in resistance welding. For instance, welds can be classified as comformable 
and uncomformable, instead of being identified by their sizes, which are contin-uous; 
tested specimens can be grouped into ones with pull-out weld buttons, interfacial failure, 
partial thickness failure, etc. 
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10.5 Computer Simulation Experiments 

Computer simulation has been widely used in science and engineering for studying 
physical phenomena that are too time-consuming, too expensive, too complicated to deal 
with theoretically, or just impossible for performing physical experiments. In a computer 
simulation experiment, a computer code is run to simulate the complex physical 
phenomena and to obtain observations on a response y at various choices of input factors. 
With the aid of statistical design and computer technology (both hardware and soft-ware), 
computer simulation can provide a quick and accurate solution for a very complex 
problem. Using such a procedure, the uncertainties associated with physical experiments 
can be avoided and the cost can be significantly reduced. Besides, more information can 
be obtained using less number of runs than the conventional design of experiments. 
(Statistical) computer experiments may serve many purposes, such as optimizing the 
response, visualizing the influence of factors, or developing a simpler predictor to 
approximate the complex computer code. The relationship between the response and the 
factors in a computer experiment is quite different from that in physical experiments. For 
example, if a computer code is run two times with the same input, the same output is 
expected, while in a physical experiment, the experimental error usually causes different 
outputs. The lack of experimental error leads to some important distinctions, as follows: 

1. The difference between the computer model and the fitted model is determined solely 
by model bias. The usual measures of uncertainty derived from least squares residuals 
in physical experiments are interpreted as a measurement of model bias in computer 
experi-ments. 

2. Considerations such as blocking, replication, and randomization in physical 
experimental design are irrelevant. 

3. In computer experiments, the change of levels of factors is only a matter of inputting 
different values into the computer code. It is much easier than in a physical 
experiment, in which taking more levels often means additional cost or effort for 
implementation. Therefore, computer experiments can take more levels of factors. 

These differences between computer experiments and physical experi-ments call for new 
techniques and different thinking in design and analysis of computer simulation 
experiments. For a summary, see Sacks et al.19 and Koehler and Owen.20 

10.5.1 Experiment Design 

There are two main approaches for the design of computer experiments. One is based on 
the Bayesian modeling and another is based on a technique called space filling. The key 
issue in the Bayesian approach is to select a design for building an efficient Bayesian 
model. Since there is no experimental error in the model, the design construction is based 
on the optimization of some criteria that are related to the model bias. Some optimality 
criteria, such as entropy, mean squared error, maximin, and minimax, have been 
proposed. For a detailed discussion of these criteria, see Koehler and Owen.20 An 
alternative approach, which is not dependent on the model, is to uniformly choose design 
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points from the experimental region, based on a so-called space-filling property. A class 
of popular space-filling designs are Latin hypercube designs. An n-run Latin hypercube 
design for d factors is an n× d matrix, which consists of d permutations of the vector (1, 
2,…, n)T. The one-factor projection of a Latin hypercube design is evenly spaced in the 
experimental region. One advantage of Latin hypercube designs appears when the 
response is dominated by only a few factors. No matter which factors turn out to be 
important, the design ensures that each of those factors is represented in a fully uniform 
manner. More efforts have been made to choose a good Latin hypercube design. For 
example, Owen21 and Tang22 independently proposed orthogonal array-based Latin 
hypercube designs. Iman and Conover,23 Owen,24 Tang,25 and Ye26 proposed Latin 
hypercube designs with small correlations between effects. Park27 and Morris and 
Mitchell28 searched for Latin hypercube designs having good properties for Bayesian 
prediction. 

10.5.2 Analysis and Modeling 

A statistical model for computer experiments can be simply expressed as 
Response=Linear model+Systematic departure 

(10.37) 

The linear model part is a function of factors that approximate the com-puter code, and 
the systematic departure part represents the model bias between the linear model and the 
computer program. By comparing this model with the model in Equation 10.1, the main 
difference is that the experimental error in Equation 10.1 is replaced by the departure. 
There are two main approaches for modeling the departure: Bayesian and frequentist. The 
Bayesian modeling treats the systematic departure as a realization of a stochastic process 
Z, in which the covariance structure of Z relates to the smoothness of the response. An 
advantage of the Bayesian modeling is that it has the exact prediction (i.e., no systematic 
departure) at the observed response and predicts with an increasing departure as the 
prediction point moves away from the design points. The selection of covariance 
structure plays a crucial role in constructing Bayesian designs in the analysis. For a 
detailed discussion of the Bayesian approach and the selection of covariance structure, 
refer to Sacks et al.19 and Koehler and Owen.20 For the user who is familiar with multiple 
regression modeling, the frequentist approach may be more convenient. In the frequentist 
approach, all the techniques men-tioned in Section 3.2 for the analysis of multiple 
regression models can be applied to develop a fitted linear model for computer 
experiment. The only difference is that the residuals are due to model bias, not 
experimental error. An illustration of Latin hypercube design and analysis based on the 
frequentist approach is given in Example 10.7. 

Example 10.7: Computer Simulation of the Relationship between Quality and 
Attributes of Spot Welds 

In a paper by Zhou et al.,29 a detailed computer modeling of spot-welded 
joints was presented and a computer design of experiments was intro-
duced to evaluate the spot weld strength. The effects of weld attributes on 
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weld quality/strength and the relationship between weld strength and weld 
attributes have been quantitatively established. 

Based on previous studies (Zhou et al.9), a weld’s strength can be fully 
expressed by its peak load, and corresponding energy and displacement at 
peak load, for a tensile-shear tested specimen. Intuitively, they can be 
expressed as functions of the joint geometry and material properties, or 

Pmax=fp(geometry; material properties of 
base metal, HAZ, and nugget) (10.38a) 
Umax=fU(geometry; material properties of 
base metal, HAZ, and nugget) (10.38b) 
Wmax=fw(geometry; material properties of 
base metal, HAZ, and nugget) (10.38c) 

where Pmax is the peak load and Umax and Wmax are corresponding dis-
placement and energy, respectively. In general, all these relationships are 
unknown. It is also impossible to derive them analytically. Therefore, a 
computer simulation experiment was employed to establish such rela-
tionships. 

10.5.2.1 Planning of Numerical Experiments 

Procedures for the design are detailed in the following sections for quality evaluation of 
spot-welded specimens. 

10.5.2.1.1 Selection of Variables 

As in the conventional design of experiments, the first task is to choose experiment 
variables. There are two sets of variables needed in this study. One is for geometrical 
dimensions, which include sheet thickness, specimen length, specimen width, sheet 
overlap, nugget diameter, HAZ size, inden-tation, sheet separation, and so on. Based on 
previous studies (Zhou et al.9), the length is fixed at L=150 mm, and the overlap is 
equated to the width of specimen. For simplicity, only large-size welds are account, and 

the nugget diameter is linked to the sheet thickness by The extreme cases of 
welded joints with a sharp notch around the nugget are considered. Therefore, 
geometrical variables were chosen as sheet thickness, specimen width, HAZ size, and 
indentation in the design. The other group of variables includes material properties, 
which are Young’s modulus (E), Poisson’s ratio (v), yield strength (σy), ultimate tensile 
strength (σuts), and elongation (e). Since the material structures in nugget, HAZ, and base 
metal are different, different material properties are used for each part of the weldments. 
How-ever, they are not independent—material properties of the nugget and HAZ can be 
approximately linked to those of the base metal by hardness (Hυ), with relations as shown 
in Chapter 5. By using these equations, five fewer material variables are needed. 
Furthermore, if only steel is considered, the Young’s modulus and Poisson’s ratio can be 
fixed as constants (E=210 GPa and v=0.3). Therefore, in the design, only the base metal 
properties and the hardness ratio (k) between the nugget and base metal are left as 
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material variables. Weld attributes considered are sheet thickness (t), sheet width (w), 
HAZ size (h), indentation (ti), and yield stress (σy). 

Therefore, Equation 10.38 can be simplified as 
Pmax=fp(t, w, h, ti; σy, σuts, e, k) 

(10.39a) 
Umax=fU(t, w, h, ti; σy, σuts, e, k) 

(10.39b) 
Wmax=fw(t w, h, ti; σy, σuts, e, k) 

(10.39c) 

σuts is replaced by σ0, which is the difference between the ultimate tensile strength σuts 
and yield strength σy. The use of σ0 is necessary to ensure that ultimate tensile strength is 
always greater than the yield strength. Otherwise, σuts may be less than σy in the design. 
Table 10.4 lists the ranges of each variable, which are needed in the statistical design. 

10.5.2.1.2 Latin Hypercube Design 

The Latin hypercube method was found to be very useful in conducting computer 
experiments (Ye26; Koehler and Owen20). A class of orthogonal Latin hypercubes that 
preserve orthogonality among columns is available for this purpose. Applying an 
orthogonal Latin hypercube design to a com-puter experiment benefits the data analysis 
in two ways. First, it retains the orthogonality of traditional experimental designs. The 
estimates of linear effects of all factors are uncorrelated not only with each other, but also 
with the estimates of all quadratic effects and bilinear interactions. Second, it  

TABLE 10.4 
Ranges of Input Variables 

T (mm) h (mm) w (mm) ti σy (MPa)σ0 (MPa) e (%) k 
0.5~2.0 0.1~1.5 30~50 0~20% 205~1725 50~200 2~65 1.0~3.0

TABLE 10.5 
Matrix of Latin Hypercube Design (in Coded Scale) 

var1 var2 var3 var4 var5 var6 var7 var8
1 −2 −4 −8 −16 15 13 −9
2 1 −3 −7 −15 −16 14 −10
3 – 2 −6 −14 13 −15 −11
4 3 1 −5 −13 −14 −16 −12
5 −6 −8 4 −12 11 9 13
6 5 −7 3 −11 −12 10 14
7 −8 6 2 −10 9 −11 15
8 7 5 1 −9 −10 −12 16
9 −10 −12 −16 8 −7 −5 1

10 9 −11 −15 7 8 −6 2
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11 −12 10 −14 6 −5 7 3
12 11 9 −13 5 6 8 4
13 −14 −16 12 4 −3 −1 −5
14 13 −15 11 3 4 −2 −6
15 −16 14 10 2 −1 3 −7
16 15 13 9 1 2 4 −8

0 0 0 0 0 0 0 0
−16 −15 −13 −9 −1 −2 −4 8
−15 16 −14 −10 −2 1 −3 7
−14 −13 15 −11 −3 −4 2 6
−13 14 16 −12 −4 3 1 5
−12 −11 −9 13 −5 −6 −8 −4
−11 12 −10 14 −6 5 −7 −3
−10 −9 11 15 −7 −8 6 −2
−9 10 12 16 −8 7 5 −1
−8 −7 −5 −1 9 10 12 −16
−7 8 −6 −2 10 −9 11 −15
−6 −5 7 −3 11 12 −10 −14
−5 6 8 −4 12 −11 −9 −13
−4 −3 −1 5 13 14 16 12
−3 4 −2 6 14 −13 15 11
−2 −1 3 7 15 16 −14 10
−1 2 4 8 16 −15 −13 9

facilitates nonparametric fitting procedures, because one can select good space-filling 
designs within the class of orthogonal Latin hypercubes accord-ing to selection criteria. 

Table 10.5 is an optimal Latin hypercube design for eight variables based on the 
maximum distance criterion. Using this criterion, the design points are uniformly 
distributed in the design space, which eliminates the random effects and ensures that all 
the points are not too far nor too close to each other. In this design, there are 33 levels for 
each variable, ranging from -16 to 16 in coded scale. Figure 10.19 shows the distributions 
of design variables projected onto a space of any two variables. As mentioned above, 
each variable has a design range. All ranges are evenly divided and distributed to the 
corresponding levels, which are given in Table 10.6. The results (out-puts) are also given 
in the table.  
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FIGURE 10.19 
Distribution of the Latin hypercube 
design. 

In order to effectively conduct the experiment, a generic finite element model was 
developed so that changes of geometrical variables (width, thickness, nugget size, HAZ 
size, indentation) and material variables (elastic and plastic properties in base metal, 
nugget, zones in the HAZ) can be easily implemented. A special code was developed for 
this purpose, which can automatically update the FEM model and design parameters, 
using a FEM model of a spot weld as shown in Figure 6.9. There are 8021 nodes and 
1452 C3D20R (20-node quadratic brick, reduce integration) elements.30 A fracture 
mechanics model is used to cope with the high stress concentration existing around the 
nugget periphery. Different material properties are used for the nugget, heat-affected 
zones (HAZs), and base metal. 

10.5.2.2 Results and Inference 

Using the results of Table 10.6, models of peak load, maximum displacement, and 
maximum energy can be derived by the regression method. Maximum load Pmax is 
traditionally used to describe the quality of spot welds. Figure 10.20 shows the influences 
of variables on Pmax. It indicates that the yield strength and sheet thickness have a greater 
influence than any other vari-ables. The size of HAZ also plays an important role in Pmax. 
By selecting most of the effects, Pmax can be expressed as  
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TABLE 10.6 
Matrix of Latin Hypercube Design (in Natural 
Scale) and Responses 

Run t h w ti σy σuts−σy u k Umax Pmax Wmax Je 
1 1.27 0.74 37.88 0.055 251.06 190.91 0.58 1.48 1.30 4.53 4683 5.48E-07
2 1.32 0.82 38.48 0.061 297.12 54.55 0.60 1.42 0.93 3.86 2960 5.16E-07
3 1.36 0.65 40.91 0.067 343.18 181.82 0.10 1.36 1.06 5.32 4528 4.78E-07
4 1.41 0.91 40.30 0.073 389.24 63.64 0.08 1.30 0.78 4.92 3003 4.51E-07
5 1.45 0.57 35.45 0.121 435.30 172.73 0.51 2.76 1.38 8.45 8845 4.57E-07
6 1.50 0.99 36.06 0.115 481.36 72.73 0.52 2.82 1.03 8.43 6359 4.26E-07
7 1.55 0.48 43.33 0.109 527.42 163.64 0.17 2.88 0.58 8.82 3120 3.72E-07
8 1.59 1.08 42.73 0.103 573.48 81.82 0.15 2.94 1.00 11.02 7735 3.54E-07
9 1.64 0.40 33.03 0.006 1310.45 95.45 0.27 2.03 0.86 15.51 6989 3.67E-07

10 1.68 1.16 33.64 0.012 1264.39 159.09 0.26 2.09 1.79 22.78 26730 3.40E-07
11 1.73 0.31 45.76 0.018 1218.33 104.55 0.47 2.15 0.44 11.03 2448 2.75E-07
12 1.77 1.25 45.15 0.024 1172.27 150.00 0.49 2.21 1.63 24.10 26740 2.77E-07
13 1.82 0.23 30.61 0.170 1126.21 113.64 0.35 1.73 0.53 10.30 2710 3.34E-07
14 1.86 1.33 31.21 0.164 1080.15 140.91 0.33 1.67 1.44 19.59 18260 3.12E-07
15 1.91 0.14 48.18 0.158 1034.09 122.73 0.40 1.61 0.18 4.72 416 2.22E-07
16 1.95 1.42 47.58 0.152 988.03 131.82 0.42 1.55 1.42 20.07 20540 2.37E-07
17 1.25 0.80 40.00 0.100 965.00 125.00 0.36 2.00 1.05 11.25 7609 5.58E-07
18 0.55 0.18 32.42 0.048 941.97 118.18 0.29 2.45 0.87 3.46 1988 2.63E-06
19 0.59 1.46 31.82 0.042 895.91 127.27 0.31 2.39 0.81 3.94 1976 2.24E-06
20 0.64 0.27 48.79 0.036 849.85 109.09 0.38 2.33 0.80 4.09 2260 1.81E-06
21 0.68 1.37 49.39 0.030 803.79 136.36 0.36 2.27 0.76 4.52 2321 1.57E-06
22 0.73 0.35 34.85 0.176 757.73 100.00 0.22 1.79 0.62 3.78 1476 1.60E-06
23 0.77 1.29 34.24 0.182 711.67 145.45 0.24 1.85 0.72 4.05 1938 1.41E-06
24 0.82 0.44 46.36 0.188 665.61 90.91 0.45 1.91 0.56 4.08 1512 1.20E-06
25 0.86 1.20 46.97 0.194 619.55 154.55 0.44 1.97 0.68 4.47 2141 1.07E-06
26 0.91 0.52 37.27 0.097 1356.52 168.18 0.56 1.06 1.08 8.22 5698 1.01E-06
27 0.95 1.12 36.67 0.091 1402.58 86.36 0.54 1.12 1.12 8.61 6306 9.23E-07
28 1.00 0.61 43.94 0.085 1448.64 177.27 0.19 1.18 1.07 10.21 6978 8.05E-07
29 1.05 1.03 44.55 0.079 1494.70 77.27 0.20 1.24 1.09 10.57 7518 7.34E-07
30 1.09 0.69 39.70 0.127 1540.76 186.36 0.63 2.70 1.41 14.96 13010 7.18E-07
31 1.14 0.95 39.09 0.133 1586.82 68.18 0.61 2.64 1.34 14.92 12360 6.69E-07
32 1.18 0.78 41.52 0.139 1632.88 195.45 0.11 2.58 1.39 16.67 14390 6.13E-07
33 1.23 0.86 42.12 0.145 1678.94 59.09 0.13 2.52 1.25 16.72 12580 5.60E-07

Pmax=2.64−32.18t+32.08h−59.70ti−0.0123σy+ 
0.0117σuts+3.74k+11.54t*h+0.0137t*σy+ 
8.22h*σy+t2−0.00000372σy

2+ 
0.0000936(σuts−σy)2+224.94ti

2−28.20h2 (kN) 

(10.40) 

with 99.3% confidence of determination (R=99.3%). 
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If only selecting sheet thickness t, yield strength sy, and size of HAZ h as variables, 
Pmax can be expressed as  

Pmax=−6.74+2.72t+0.016σy−10.99h+16.31t*h (kN) 
(10.41) 

 

FIGURE 10.20 
Variable effects on maximum load 
Pmax. 

Statistically it still has a high coefficient of determination (94.5%). Regard-ing the 
confidence intervals of the coefficients, if 95% confidence is consid-ered, the intervals 
are [−15.86, 2.38], [−3.52, 8.97], [0.0128, 0.0197], [−19.90, −2.08], and [9.84, 22.79]. 
Based on these intervals, the number of significant digits of the coefficients can be 
determined as shown in Equation 10.41. Although Equation 10.41 has a smaller 
coefficient of determination, it is preferred to Equation 10.42 for simplicity. In fact, it has 
a better generality, meaning that it provides better predictions than Equation 10.42. 

Following similar procedures, the expressions for Wmax and Umax are obtained as 
shown in Equations 10.42 and 10.43. They have coefficients of determination of 97.6 and 
97.0%, respectively. 

Wmax=126966−414160t+325520h−106.718σY 
70.45σuts+3288k−6998.8t*h+22.50t*σy+ 
26.916h*σy+164950t2−204840h2 

(10.42) 

Umax=3.41−12.49t+10.26h−0.012w− 
1.07ti−0.0525σy+0.048suts+0.347e+ 
0.0644k+5.05t2−6.15h2+0.00000226σy

2− 
0.000184(σuts−σy)2 

(10.43) 

Variable effects on maximum energy Wmax and displacement Umax are shown in Figure 
10.21 and Figure 10.22, respectively. Sheet thickness t, HAZ size h, and yield strength σy 
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have the biggest effects for Wmax. But for max-imum displacement, the most important 
variables are the quadratic terms of h and t and linear term of h; therefore, the most 
important variable is the size of HAZ. However, in both cases, some other terms, 
including quadratic and interactive terms, cannot be neglected in determining the 
maximum energy and displacement.  

 

FIGURE 10.21 
Variable effects on maximum energy 
Wmax. 

 

FIGURE 10.22 
Variable effects on maximum 
displacement Umax. 
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This study provides a basic understanding of the dependence of weld quality on both 
geometric variables and material properties. The findings can be summarized as follows: 

• Effects of weld attributes, such as weld diameter, penetration, and indentation, can be 
analyzed through this integrated numerical analysis.  

• The size of a HAZ plays an important role in the analysis of weld strength due to high 
stress concentration in and around the HAZ. 

• Sheet thickness (and therefore nugget diameter), HAZ, and yield strength of base metal 
are the critical parameters in determination of spot welding quality. 

Although tensile-shear testing was used in the simulation, the method can be extended to 
other loading modes, such as cross-tension, fatigue, etc. 

10.6 Summary 

Experimentation can be regarded as a learning process. In the process, ques-tions about a 
system are formulated, experiments are performed, data are collected for investigation, 
conclusions are drawn from analyses, and then, based on the results, new questions are 
formulated for further exploration. This suggests that experiments should be conducted 
sequentially. A success-ful experiment requires knowledge of all aspects, such as the 
importance of factors, appropriate variable ranges, number of levels, etc. Generally, in 
the beginning stage of a study, the answers to these questions are not clear. They are 
learned as more information is gathered from experiments. In a sequen-tial 
experimentation, some factors may be dropped, others may be added, the experimental 
region may be changed, and the statistical model may be modified. Consequently, an 
investigator must keep in mind that in order to obtain a complete understanding of the 
underlying physical system, a sequence of experiments may be required. It is not 
recommended that all resources be put on a large, complex, and exhaustive experiment. 
Instead, several smaller experiments performed in sequence are usually more effi-cient to 
reach the target. 
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Index 

 

 

A 
AA5754 alloys, surface cracking and, 81–102 
AA6111 alloys, surface cracking and, 79–81 
ABAQUS, 337, 343, 358 
Acoustic emission (AE), 146, 157 
Adaptive noise cancellation (ANC), 159–161 
AE (acoustic emission), 146, 157 
Air cylinders, 312–320 

equations for, 313–316 
Alcan electrodes case study, 364–367 
Algorithms; 

see also Equations 
constant-current, 180 
constant-power control, 176 
constant-power density, 177, 180 
coupled/uncoupled algorithms case study and, 360–362 
recursive least squares, 160 

Aluminum welds, structures of, 12 
Analysis 

experiments with categorical responses and, 402 
experiments with continuous response and, 376–381 
two-stage sliding-level experiments and, 392–399 

ANC (adaptive noise cancellation), 159–161 
Angular misalignment of domed electrodes case study, 364–367 
ANSYS, 337, 343 
Artificial neural networks, 182–189 
A-scans, 211 
Austenite grain growth, 9 
Axisymmetric models, 346 

 
B 
Bend test, 110 
Binary responses, 402 
Blocking, 376 
Boundary conditions, 341, 344, 345 
Box plots, 377 
B-scans, see Ultrasonic B-scans 
Bulk resistance, 20, 24 



Burn-through holes, 66 
Button diameter, 192, 194 
Button size analysis, 397–399 

 
C 
Carbon steels, continuous cooling of, 8 
Categorical responses, experiments with, 401–411 
CCT diagrams, see Continuous-cooling transformation diagrams 
Chisel tests 

instrumented, 108, 111 
shop-floor, 208 

Codes effects, 378 
Cold cracking, 14 
Cold welds, 72, 217 

identifying, 218–222 
Computer simulation experiments, 411–421 
Consistency, 194 
Constant current, 53 

power density and, 176–182 
Constant-current algorithm, 180 
Constant-power control algorithm, 176 
Constant-power density, 176–182 
Constant-power density algorithm, 177, 180 
Contact area 

equations for, 325, 349 
simulations and, 347–351 

Contact electrical conductance, 350 
Contact properties simulations, 347–351 
Contact resistance, 21–24 

electrode life and, 41, 46 
simulations and, 347 
total resistance and, 24 

Continuous-cooling transformation (CCT) diagrams, 5, 8, 353 
Continuous response, experiments with, 373–400 
Control, see Process monitoring and control 
Cooling rates, 354 
Corrosion-resistant coatings, contact resistance and, 22 
Coupled/uncoupled algorithms case study, 360–362 
Coupon size, tensile-shear strength dependence on, 389 
Coupon width, cracking suppression and, 96 
Crack angles, 84 
Cracking, 14–16, 67–69 

AA5754 alloys and, 81–102 
AA6111 alloys and, 79–81 
mechanisms of, 88–96 
suppressing, 96–102 

Critical specimen width, 120–123 
Cross arrays, 375 
Cross-tension tests, 112 
Current equations, 54, 56, 149, 175 
Current profiles, 53–59, 352 
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Current range, 394–397 
Current shunting, 26 
cracking suppression and, 98–102 
Cycles to failure, equation for, 128 

 
D 
Damping ratio estimates, 295–300 
Data acquisition, 145–147 
Data analysis, 371 
Data collection, 371 
Data presentation, fatigue tests and, 128 
Decision making, 372, 381–390 

categorical responses and, 402 
expulsion and, 411 
two-stage sliding-level experiments and, 399–400 

Deduction, 369 
Designs 

robust parameter, 375 
second-order, 375 

Destructive evaluations, 207–210 
Discontinuities, 61–104 

classification of, 61–73 
cracking and, 79–102 

Discretization, 334 
Distortion, 69 
Drop impact tests, 129, 130 
Ductility, 105 
Dummy variables, 379, 385 
Dynamic force analysis, 306–309 
Dynamic resistance, 146, 151 

simulations and, 347 
Dynamic tests, 123–140  

 
E 
Edge welds, 62 
Electrical characteristics, 20–26 
Electric analysis, formulating, 344 
Electric current, 146, 147, 150, 287–290 

equations for, 54, 56, 149, 175 
Electric current profiles, 53–59, 352 
Electric potential, equations for, 344, 346 
Electric process 

equations for, 340 
formulating, 340 

Electric-thermal process, steps in formulating, 339 
Electric voltage, 145, 147, 287–290 

equation for, 149 
Electrode alignment, 323–327 

effect of machine stiffness on, 294 
Electrode axial misalignment case study, 362–364 
Electrode displacement, 28, 146, 151–154, 287–290 
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machine friction, effect on, 302 
machine stiffness, effect on, 292 

Electrode force, 38, 146, 154–157, 287–290, 327 
changes in, 327 
equations for, 239, 295, 298 
expulsion and, 237–241 
machine friction, effect on, 302 
machine stiffness, effect on, 290 

Electrode geometry 
case study of, 360 
cracking suppression and, 96 

Electrode life, 41–51 
Electrode touching behavior, effect of machine stiffness on, 292 
Electrothermal processes, 19–60 

electrical characteristics and, 20–26 
thermal characteristics and, 27–29 

Energy consumed by welded specimens, equation for, 134 
Environmental effects, fatigue tests and, 127 
Equalizing guns, 286 
Equations, 369; 

see also Algorithms 
computer simulation statistical model, 413 
contact area, 325, 349 
contact electrical conductance, 350 
critical specimen width, 120, 122 
current, 54, 56, 149, 175 
current range, 394–397 
cycles to failure, 128 
dynamic force analysis, 306 
electric potential, 344, 346 
electric process, 340 
electrode force, 38, 239, 295, 298 
energy consumed by welded specimens, 134 
estimation error over measured nugget size, 186 
expulsion probability, 254, 265 
failure mode probability, 118 
Faraday’s law, 150 
four-node elements, 343 
gas bubbles, 76, 77 
heat for heating solids or liquids, 34 
heat generation, 19, 54, 341 
heat transfer, 341, 345 
Laplace, 340, 344 
latent heat, 342 
law of thermal similarity (LOTS), 30 
linear effects, 393 
liquid nugget, pressures in, 241–250 
loading, 128 
logistics model, 252, 402 
Mallow’s Cp criterion, 379 
mass of HAZ, 34 
maximum displacement, 419 
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maximum energy, 419 
maximum load, 418 
model selection (sample equation), 383 
multiple regression models, 377 
normalization for neural networks, 185 
nugget diameter, 388 
orthogonal coding system, 404, 410 
pneumatic cylinders, 313–316 
polynomial terms, 404, 405, 408 
power density, 177 
quadratic cost function, 185 
quadratic effects, 393 
regression function, 393 
second-order model, 389 
sheet stack-up heat input, 37 
temperature distributions, 346 
tensile-shear strength, 201 
thermal expansion, 311 
thermal stresses, 93 
thickness, 386 
undercooling, 358 
virtual work, 342 
voltage, 149 
voltage drop, 350 
weight update, 185 
weldment temperature, 38 
weldment total heat, 34–36 
weld quality, 201–203, 204, 207 
weld strength, 414, 415 
Wiedemann-Franz-Lorentz law, 350 

Estimation error over measured nugget size, equation for, 186  
Eutectics, 2 
Evaluations of weld quality, 191–226 
Experiments 

with categorical responses, 401–411 
computer simulation, 411–421 
with continuous response, 373–400 
results of, combining, 385–387 

Expulsion, 53, 61, 65, 193, 227–281 
detecting, 144, 165–167, 233 
predicting/preventing, 235–256 
probability of 

discussion about, 266–279 
equations for, 254, 265 

process of, 233 
sample study of, 403–411 
severity of, 144 
welding machine stiffness and, 293 

External discontinuities, 61–70 
 

F 
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Factorial designs, 374 
Factors, 373 

screening, 381 
Failure modes, 105, 122 

equation for probability of, 118 
tensile-shear tests and, 116–118 

Faraday’s law, 150 
Fatigue strength, 105 
Fatigue tests, 124–129 
Faults 

identifying, 164 
preweld, 167–173 

FDM (finite difference method), 334–336 
FEM, see Finite element method 
Fiber-optic displacement sensors, 152–154 
Finite difference method (FDM), 334–336 
Finite element method (FEM), 119, 120, 334–336, 338 

three-dimensional, 339 
two-dimensional, 344–346 

Finite element simulations, 333–368 
examples of, 360–367 
methods of, 336–339 

Follow-up stage of welding cycle, 311–320 
Force-balance model of expulsion, 235, 237–250, 255 

examples of using, 256–263 
Formulation, FDM/FEM and, 336 
Four-node elements, equation for, 343 
Friction in welding machines, influence on weld quality, 300–305 

 
G 
Gain scheduling, 179, 180 
Galvanized coatings, 351 
Gas bubbles, 74–78 

equations for, 76, 77 
Geometry, FDM/FEM and, 335 
Geometry comparison model of expulsion, 235, 236, 255 
Graphs, 376 

 
H 
Half-normal plots, 377 
Half-sine current profile, 53–55 
HAZs (heat-affected zones) 

cracking in, 72 
mass of, 34 
microstructure evolution in, 354 
transformations in, 9 

Heat balance, 29–41 
modified heat balance theory and, 33–38 

Heat for heating solids or liquids, equation for, 34 
Heat generation 

in electric circuit, 19 
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equations for, 19, 54, 341 
in time period, 54 

Heat transfer process 
equations for, 341, 345 
formulating, 341 

Hold time, 320–323 
Holes, 66 
Hot cracking, 14, 16, 82 

intergranular characteristics and, 88 
 

I 
Impact energy, 106 
Impact tester (new), 132–140 
Impact tests, 129–140 
Indentation, 64 
Induction, 370 
Inference, 372, 381–390 

categorical responses and, 402 
computer simulation experiment and, 417–421 
expulsion and, 411 
two-stage sliding-level experiments and, 399–100 

Inspections, 191–226  
Instrumented tests, 111–141 
Insufficiently spaced welds, 62 
Interaction plots, 376 
Intercritical region, 10 
Interfacial fractured welds, 74 
Internal discontinuities, 70–73 

 
L 
Laplace equation, 340, 344 
Latent heat, 342 
Latin hypercube method, 415 
Law of thermal similarity (LOTS), 30 
Linear effects, equation for, 393 
Liquation cracking, 14, 15, 82, 83–87 
Liquid metal embrittlement (LME), 68 
Liquid nuggets 

pressures in, 233, 237, 241–250 
components of, 242–248 
equations for, 241–250 
examples of, 256–260 

solidification of, 1–4 
Liquid pressure, cracking and, 95 
LME cracking, 68 
Loading, equation for, 128 
Loading conditions, fatigue life and, 125 
Loading modes, 129 
Loading selection, fatigue tests and, 128 
Lobe diagrams, 51–59, 174–176 
Location-dispersion modeling for variance reduction, 380 
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Logistics model, equations for, 252 
Logistics regression model, 402 
LOTS (law of thermal similarity), 30 
LVDT displacement sensors, 152 

 
M 
Main effect plots, 376 
Mallow’s Cp criterion, 379 
Mass of HAZ, 34 
Material properties 

fatigue tests and, 126 
workpieces and, 327–330 

Mechanical characteristics 
typical welding machines and, 284–290 
of welding machines, influence on weld quality, 283–331 

Mechanical properties, microstructure simulations and, 353–359 
Mechanical testing, 105–142 

instrumented tests and, 111–141 
in production environment, 108–111 

Melting simulations, 342 
Metallographic cross-sectioning examinations, internal discontinuities and, 70 
Metallographic tests, 208 
Metallurgical effect of cracking, 88–90 
Microsegregation, 2 
Microstructures 

effect of machine friction on, 303 
simulating, 353–359 

Mislocated welds, 62 
Modeling 

experiments with categorical responses and, 402 
experiments with continuous response and, 376–381 
two-stage sliding-level experiments and, 392–394 

Model selection 
sample equation for, 383 
techniques for, 379 

Modified heat balance theory, 33–38 
Monitoring, see Process monitoring and control 
Moving mass of welding machines, influence on weld quality, 287, 305–310 
Multiple regression models, 377–380 

 
N 
Nondestructive evaluations, 211–224 
Normalization for neural networks, equation for, 185 
Normal plots, 377 
Nucleation, 5 
Nugget diameter, 192 

equation for, 388 
Numerical simulations, 333–368 

examples of, 360–367 
methods of, 336–339 
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O 
Orthogonal arrays (OAs), 374 
Overlapped welds, 62  

 
P 
Peak load, 105 

tensile-shear tests and, 115 
Pedestal welders, 286 
Peel tests 

instrumented, 108, 111 
shop-floor, 208 

Pendulum impact testers, 129 
Phase diagrams, 5 
Phase transformations 

in resistance spot welding, 4–13 
in steels, 6–8 

Pinch guns, 286 
Pneumatic cylinders, 312–320 

equations for, 313–316 
Pneumatic pressure fluctuation, 157–159 
Porosity, 65, 70, 73 
Power density, equation for, 177 
Preweld fault condition, determining, 167–173 
Process control, 144 
Process fault diagnosis, 144 
Process monitoring and control, 143–190 

objectives of, 143 
Production environment, mechanical testing and, 108–111 
Pseudodata, using, 406 

 
Q 
Quadratic cost function, equation for, 185 
Quadratic effects, equation for, 393 
Quality control, see Process monitoring and control 

 
R 
Recursive least squares (RLS) algorithm, 160 
Regression function, equation for, 393 
Residual analysis, 380 
Residual stresses, 126 
Resistance Welder Manufacturers’ Association (RWMA), 29 
Responses, 373 
Response surface exploration, 387 
RLS (recursive least squares) algorithm, 160 
RMS (root mean square), simulations and, 352 
Robust parameter designs, 375 
Rocker-type gun, 285 
Roller tests, 108, 111 
Root mean square (RMS), simulations and, 352 
RSW (resistance spot welding), 1 
Runs, 373 
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S 
Scatter plots, 377 
Second-order designs, 375 
Second-order model, equation for, 389 
Separation, 64 
Shear impact loading tests, 130 
Shear impact tests, 129, 130 
Shear tests, 111 
Sheet stack-up heat input, 37 
Shop floor tests, 108–111 
Shrinkage, 78 
Shunting, 26 

cracking suppression and, 98–102 
Signal collection, 147–159, 287–290 

welding processes and, 161–173 
Single arrays, 375 
Sinusoidal current profile, 56 
Solidification, 1–4, 357 

cracking and, 14, 71, 82 
shrinkage and, 78 
simulations and, 342 

Specimens 
critical width of, 120–123 
fatigue tests and, 127 
mechanical testing and, 106–108 
width of, cracking suppression and, 96 

Spot welds, computer simulation experiment and, 414 
Squeeze time, 320–323 
Standards organizations 

critical specimen widths and, 122 
lobe diagrams and, 174 
specimen size recommendations and, 107 

weld quality and, 191, 194 
Static resistance, simulations and, 347 
Static tests, 111–123 
Statistical design, 369, 374–376 

parts of, 370 
Statistical modeling, 371 

examples of using, 263–279 
expulsion and, 235, 250–256 

Statistics, 370 
Steels, transformations in, 6–8 
Steel welds  

structures of, 10–13 
transformations in HAZs of, 9 

Stiffness 
damping ratio estimates and, 295–300 
of welding machines, influence on weld quality, 290–300 

Straight-acting guns, 285 
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Strain rate, 139 
Strength 

machine stiffness, effect on, 294–300 
as relates to weld attributes, 196–207, 222–224 

Stress 
residual, 126 
tensile, 79, 93–95 
thermal, 91–95, 93 

Stress concentration, 125, 129 
Subcritical region, 10 
Supercritical region, 10 
Suppressing cracking, 96–102 
Surface cracking, 67–69 

AA5754 alloys and, 81–102 
AA6111 alloys and, 79–81 

 
T 
Temperature distributions, equations for, 346 
Tensile-shear strength 

dependence on coupon size, 389 
equations for, 201 
machine friction, effect on, 304 

Tensile-shear tests, 111, 114–123 
Tensile stress, 79, 93–95 
Tension impact loading tests, 129, 130–132 
Tension-shear tests, 111, 114–123 
Tension tests, 111, 112–114 
Testing, see Mechanical testing 
Thermal analysis, formulating, 345 
Thermal characteristics, 27–29 
Thermal expansion, 311 
Thermal similarity, law of (LOTS), 30 
Thermal stress 

cracking and, 91–95 
equations for, 93 

Thermomechanical analysis, formulating, 342 
Thermomechanical effects of cracking, 90 
Thickness, equation for, 386 
Time-temperature transformation (TTT) diagrams, 5, 7, 353 
Tip voltage, see Electric voltage 
Torsional shear tests, 141 
Torsion tests, 140 
Total resistance, 24–26 
Transformations, in HAZs of steel welds, 9 
Treatment comparisons, 382 
TTT diagrams, see Time-temperature transformation diagrams 
Twist tests, 140 
Two-stage sliding-level experiments, 390–400 
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Ultrasonic A-scans, 211 
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Ultrasonic B-scans, 212–218 
identifying cold welds and, 218–222 
weld attributes as relates to strength and, 222 

Ultrasonic imaging, internal discontinuities and, 70 
Undercooling, equation for, 358 
U-tension tests, 112 

 
V 
Variance reduction, 380, 388–390 
Voids, 70, 73–79 
Voltage drop, equation for, 350 

 
W 
Washer clamping, cracking suppression and, 98 
Weight update, 185 
Weld attributes, dependency on welding parameters, 387 
Weld diameter, 106 
Weld discontinuities, see discontinuities 
Weld formation, effect of machine stiffness on, 293 
Welding abnormalities, identifying influential factors in, 381 
Welding machines 

friction in, influence on weld quality, 300–305 
mechanical characteristics of, influence on weld quality, 283–331  
moving mass of, influence on weld quality, 287, 305–310 
stiffness in, influence on weld quality, 290–300 

Welding metallurgy, 1–17 
Welding processes, signal collection and, 161–173 
Welding schedules 

comparing, 382–384 
developing, 29, 36 
predicting, 39–41 

Welding sequences, cracking suppression and, 97 
Welding tests, comparing, 382–384 
Weld lobe diagrams, 392 
Weldment temperature, 38 
Weldment total heat, 34–36 
Weld nugget width, 106 
Weld performance, 193 
Weld quality, 191–226 

attributes of, 191–194 
computer simulation experiment and, 414 
equations for, 201–203, 204, 207 
expulsion, influence on, 228–233 
requirements of, 194–196 
weld attributes as relates to strength, 196–207, 222–224 
welding machine mechanical characteristics, influence on, 283–331 

Weld size, 143, 194 
Whiskers, 65, 67 
Wiedemann-Franz-Lorentz law, 350 
Workpiece stack-up time, 323–327 
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X-ray imaging, internal discontinuities and, 70 
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Zinc coatings, 351 
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