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Foreword

“Precision Surveying comes as a very needed textbook in North America. It fills the gap
between existing textbooks dealing with basic principles of surveying and textbooks dealing
with the theory of geodetic science. Theory of advanced surveying techniques, their proper use
in engineering and geoscience projects and thorough accuracy analysis have been missing in
the contemporary technical literature in geomatics. Dr. John Olusegun Ogundare, the author of
the book, was one of my best graduate students at University of New Brunswick about 20 years
ago. He was a hard working, young scientist, eager to learn, and very thorough in his work.
This is reflected in this textbook, which brings enormous amount of information on modern
surveying techniques of high precision, their proper use, and very detailed analysis and
evaluation of surveying projects. Setting out and high-precision alignment of engineering
structures, advanced techniques in mining and tunneling surveys, and structural and ground
deformation monitoring and analysis are covered in this book with several case studies and
practical examples. Readers at all levels of their knowledge in geomatics will certainly benefit
from this textbook. My congratulations go to the author.

Adam Chrzanowski, Ph.D., Drh.c., P.Eng.
Director of Canadian Centre for Geodetic Engineering

University of New Brunswick



Preface

Precision surveying is not a specific area of discipline such as geodesy, hydrography, remote
sensing, and photogrammetry. It is a geomatics engineering practice that applies any
appropriate field of geomatics to projects in order to achieve a desired accuracy or precision;
it deals with important aspects of real-world problems, such as designing and monitoring
human-made infrastructures for millimeter-level movements, alignment of large machines in
industrial environment, and so on. Some of the concepts and techniques involved have been
developed over several decades, and some have just been accomplished recently. Although the
basic concepts and techniques have not changed significantly and are not likely to change in the
next several years, they are still not popular and are mainly understood by researchers or
academic experts. This is partially due to the complex theoretical background involved, which
are usually difficult for students and practicing surveyors/geomatics engineers to grasp.

My primary motivation to write this book came from my over 15 years of experience in
teaching related courses to the Bachelor of Geomatics engineering technology students at the
British Columbia Institute of Technology (BCIT) Canada, and my 8 years of being a special
examiner for the Canadian Board of Examiners for Professional Surveyors (CBEPS) on
Coordinate Systems, Map Projections, and Cartography subjects. My involvement in 2007 and
2009 as a consultant to the Canadian Council of Land Surveyors (CCLS)/CBEPS to develop
learning outcomes, study guides, and reference materials for one of the subjects they use as
entrance requirements toward becoming a Canadian professional surveyor also gave me an
invaluable insight into a definite need for a comprehensive textbook on precision surveying.
One of the most difficult tasks I have had is finding appropriate books on Precision
(Advanced) Surveying to recommend to students; to the best of my knowledge, no
comprehensive and dedicated books are available for this subject. I also wrote this book as a
framework for learning underlying principles and procedures of precision surveying with
examples that are simple enough for the geomatics students and the practicing
surveyors/engineers to understand and to help them develop their interest in precision
surveying and the interdisciplinary aspects.

I had two main goals in writing this text: to satisfy the need for a comprehensive textbook on
precision surveying that would deal with the totality of precision surveying principles and
practice, including the recent developments in geodetic surveying and the interdisciplinary
collaborations with other fields; and to demystify various aspects of precision surveying so
that practicing surveyors/geomatics engineers can apply them to real-world problems. My
initial effort toward realizing a comprehensive precision book was in developing a manual
titled “Precision Surveying: The Principles and Practice,” funded by BCIT, which I have been
using in delivering my precision surveying courses to students at BCIT. This manual has
evolved over a number of years with many updates based on suggestions and corrections from
students, academic colleagues, and those from the industry. Recently, during my 1 year
professional development leave to the Canadian Centre for Geodetic Engineering (CCGE) at



the University of New Brunswick (UNB) in Canada, I updated the manual to include more
undergraduate and graduate courses, such as Survey Design and Analysis (or Geomatics
Network Design and Analysis), Precision Surveying, Engineering Surveying, Mining and
Tunneling Surveying, and Industrial Metrology.

In comparison with other geomatics books, this book is considered unique because of its in-
depth treatment of many specialized topics and modern trends in geomatics that have only been
discussed, up till now, in articles, journals, and conference papers. Although the book places
more emphasis on concepts and principles to prevent its contents from aging too quickly, some
theoretical discussions and complex derivations of formulae are avoided when they are not
relevant to the understanding of the concepts being presented. Moreover, this book does not
include descriptions of measuring techniques and some basic instrumentation, which can be
found in elementary surveying books.

This book consists of 14 chapters and 4 appendixes. Chapter 1 explains the main properties of
precision surveys with regard to basic survey procedures and different traditional
measurement techniques; it distinguishes the properties of the main classes of precision
surveys, examines general terms in the precision geodetic survey techniques, and presents
some safety issues and their management in relation to precision survey projects.

Chapter 2 discusses survey observables, measuring instruments, and the theory of observation
errors, including the application of the concepts of confidence regions, the importance of
equipment testing and calibration and the statistical analysis tools for survey measurements and
parameters. In Chapter 3, an in-depth discussion is given on various standards and
specifications available for geomatics projects, including their representations, interpretations,
relationships with quality assurance/quality control measures, and their use in geomatics
projects.

Accuracy analyses and evaluations of survey measurements and their measurement systems,
including error sources and their treatment are presented in detail in Chapters 4-6. Chapter 4
deals with angle measurement and the measurement systems; Chapter 5 describes electronic
distance measurements and the measurement systems; and Chapter 6 analyses elevation
difference and coordinate difference measurements and the relevant equipment, such as
geodetic leveling and Global Navigation Satellite System (GNSS) equipment.

Chapter 7 discusses survey design and analysis, including the main purpose, the steps
involved, the elements and problems of network design, and the issues related to deformation
monitoring schemes. The description of commonly used three-dimensional coordinate
reference systems, their needs, and the common models for three-dimensional coordinating
systems are presented in Chapter 8. Also presented in this chapter are detailed explanation on
the concepts, features, and accuracy limitations of some coordinating systems, such as
electronic theodolite coordinating system, GNSS, airborne laser, and terrestrial laser scanning
systems.

Comprehensive discussions on deformation monitoring techniques and analysis with regard to
operating principles of relevant instruments, design elements of deformation monitoring



schemes, data gathering, data processing, and data analyses, including comparisons of different
techniques and their main advantages and limitations are given in Chapters 9—11. Chapter 9
discusses the traditional geodetic techniques; Chapter 10 covers modern high-definition
surveying (HDS) and remote sensing techniques while Chapter 11 carefully evaluates
geotechnical and structural techniques. Some of the discussions in Chapter 10 include the
essential properties and features of HDS techniques, such as laser scanning, ground-based
interferometric synthetic aperture radar (GBInSAR) and Light Detection And Ranging
(LiDAR) systems; and the satellite-based INSAR. Chapter 11 identifies the differences between
geotechnical and geodetic deformation monitoring schemes, analyses geotechnical deformation
measurements, and explains the accuracy specifications for various geotechnical
instrumentations with regard to deformation monitoring and how the geotechnical monitoring
techniques complement geodetic monitoring techniques. This chapter is presented from the
geomatics point of view so as to inform and acquaint the geomatics specialists with the
relevance of geotechnical monitoring techniques to their practice.

Chapters 12 and 13 describe the main elements of mining and tunneling surveys. Chapter 12
starts with the definitions of some mining terminology, discusses the problems and various
techniques of orientation transfer in mining and tunneling surveys, and evaluates the sources of
systematic and random errors in alignment and underground surveys, including how the errors
are minimized. In Chapter 13, the basic elements and methods of tunneling surveys are
described. This includes a discussion on approximate effects of lateral atmospheric refraction
on alignment surveys, horizontal and vertical design and simulation of tunneling surveys, error
analysis of underground traverse surveys, and the determination of grid azimuth from gyro
azimuth measurement for underground traverse surveys.

Chapter 14 gives a comprehensive description of the main techniques of precision alignment,
such as direct laser alignment, conventional surveying techniques, optical tooling, laser
interferometric techniques, and polar measurement techniques; the chapter also explains the
main sources of error and the advantages and limitations of the different techniques. The book
ends with four appendices: Appendices I-III containing sample tables for use in statistical
analyses of data, and Appendix IV presents some commonly used units.

Since this book is based on the manual that has already been used for several courses taught by
the author at the undergraduate level, it can be considered to have been tested through teaching
on the bachelor degree level. Certain features of the book are designed to aid in the learning
and teaching activities: the chapter objectives, which provide an overview of the material
contained in that chapter; and a number of example problems with suggested solutions, which
are to assist readers in understanding the principles discussed. The use of this book, however,
is recommended for third and fourth year technological and university undergraduate courses
as well as for graduate courses. Some aspects of the book, however, can be adapted for use in
second year courses if the topics of the courses are well organized with the method of least
squares adjustment course taken concurrently. In general, a good understanding of elementary
surveying, geodesy, and the method of least squares adjustment are recommended prerequisites
to understanding some of the concepts discussed in this book.



Apart from being appropriate for use as textbook in college and university classes, this book is
also a valuable tool for readers from a variety of surveying backgrounds, including practicing
surveyors/engineers who are interested in precision surveys, geomatics researchers, software
developers for geomatics, and so on.

John Olusegun Ogundare
Burnaby, B.C., Canada

9 July 2015
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Chapter 1
Precision Survey Properties and Techniques

Objectives
After studying this chapter, you should be able to

1. Explain the main properties of precision survey procedure with respect to basic survey
procedure

2. Discuss the properties of the main classes of precision surveys

3. Explain different traditional measurement techniques used in precision surveys
4. Discuss the uses of different coordinate systems for precision surveys

5. Discuss the geodetic challenges of some precision survey projects

6. Evaluate some safety issues relating to precision survey projects

1.1 INTRODUCTION

Precision surveying is not a specific area of discipline like geodesy, photogrammetry and
remote sensing. It is about applying appropriate field(s) of surveying to projects in order to
achieve a desired accuracy (or precision). Ordinary measurements to a few millimetres are
sufficiently precise in some projects such as construction of buildings and bridges; but greater
precision may be required for alignment of prefabricated steel structure or members, and for
deformation monitoring. For example, an alignment of magnets of accelerator facilities may be
required to a tolerance of up to 0.1 mm or better; in monitoring and deformation surveys, strict
requirements on observations and data handling methods are imposed in order to achieve
desired accuracy; and in long tunnel surveys, the critical factor is usually to minimize lateral
breakthrough error which requires special methods of network design that are different from
those applied to ordinary geodetic networks. Precision surveys are done by educated
specialists who are able to determine the appropriate instrumentation, evaluate sources of
error and prescribe suitable error-mitigating procedures, for a given project.

The most significant properties distinguishing precision surveys from ordinary surveys can be
summarized as follows:

1. Precision surveys require the use of precise and expensive instrumentations.

2. Precision surveys require stricter observations and data handling methods, which
require directly proportionate increase in time and effort of the surveyor and also increase
in cost of the surveys.

3. Precision surveys involve collecting a larger number of observations. In order to obtain



accuracies in the millimetre range, a high degree of redundancy is required in the survey
network which, in practice, translates into a large number of observations. Redundant
observations are needed in order to be able to assess the accuracy and reliability of the
results.

4. Precision surveys require more rigorous mathematical treatment for error evaluation.
Errors in data handling, from observation stage to final processing can often contribute
significant errors in final results. Reducing the magnitudes of these errors in data handling
as well as in processing the data can significantly improve the accuracy of the survey.

It is the duty of the surveyor to maintain a degree of precision as high as can be justified by the
purpose of the survey, but not higher. For the surveyor to achieve an appropriate degree of
precision for a survey, the surveyor must have possessed a thorough understanding of the
following:

a. The intended use of the survey measurements.
b. Sources of errors and types of errors in survey measurements.
c¢. Design of appropriate survey scheme to aid in choosing appropriate survey instruments.

d. Field survey procedures (including the amount, type, and survey data acquisition
techniques) for keeping the magnitude of errors within allowable limits. The procedures
should also include performing instrument setup or calibration or both.

e. Methods of adjustment and analysis of the acquired measurements which will include
providing an indication of the quality and reliability of the results.

1.2 BASIC CLASSIFICATION OF PRECISION SURVEYS

It should be mentioned that the classification being attempted in this section is subjective and
may not be generally accepted; it is made to facilitate the understanding of various aspects of
precision surveys. For the purpose of this book, the high precision survey will be classified to
include the following:

1. Geodetic control network surveys
2. Monitoring and deformation surveys
3. Geodetic engineering surveys

4. Industrial metrology

5. Surveys for research and education

1.2.1 Geodetic Control Network Surveys

Geodetic control network survey is a survey process which takes into account the true shape
and size of the earth; it employs the principles of geodesy and is generally conducted over
large areas with precise instruments and precise surveying methods. The survey is conducted



in order to establish horizontal and vertical positions of points as well as three-dimensional
positions of points. A geodetic control network is a series of widely-spaced, permanent and
interconnected monuments whose positions (or coordinates) and elevations are accurately
known. The agencies of governments, such as the Geodetic Survey Division (GSD) of Canada,
are primarily responsible for conducting geodetic surveys. Relatively few engineers and
surveyors are involved in geodetic control surveys but the resulting data are usually of great
importance since they provide precise points of reference to which a multitude of surveys of
lower precision may be tied.

Geodetic control survey is typically carried out in order to provide:

1. Basic framework (e.g., the Canadian reference framework and the Canadian Spatial
Reference Systems (CSRS), the American National Spatial Reference System (NSRS), the
European Spatial Reference System (ESRS)) for detailed site plan topographic mapping,
boundary demarcation (international, and inter-state or inter-provincial), mapping natural
resources, and so on. Generally, it provides control for large geopolitical areas where
there is a need to accurately connect with adjacent political areas, and also for the purpose
of controlling inter-state transportation corridors, such as highways, pipelines, railroads,
and so on.

2. Primary reference for subsequent engineering and construction projects (e.g., building of
bridges, dams, tunnels, highways, pipelines, etc.).

3. Reference for positioning marine construction vessels (continuous positioning of
dredges and survey boats).

4. Reference for effectively and efficiently monitoring and evaluating deformations of large
extent, which may include tectonic plate, land slide, dams, and so on.

1.2.2 Monitoring and Deformation Surveys

Monitoring and deformation surveys are essentially for the purpose of modeling and analysing
natural phenomena (earthquakes, landslides, crustal movement) and man-made structures
(bridges, buildings, tunnels, dams, and mines). The accuracy requirements of the surveys can
differ significantly from those of control or legal surveys. In monitoring and deformation
surveys, stricter requirements on observation and data handling methods are usually imposed
in determining the relative positions of the monitored or observed stations.

Geodetic control surveys are different from geodetic deformation surveys. In geodetic control
surveys, the determination of absolute positions (coordinates) of points is of interest while in
the geodetic deformation surveys, one is interested only in the determination of changes of
positions (displacements). Some specific monitoring and deformation surveys projects are as
follows:

e Deformation measurements of Flaming Gorge concrete dam on the Green River in Utah
(Roehm, L.H., 1968).

e Monitoring Earth filled dams in Southern California (Duffy et al., 2001).



¢ Monitoring exposed pit walls at the Highland Valley Copper mine in British Columbia,
Canada (Wilkins et al., 2003).

Other projects requiring deformation monitoring surveys are as follows:

e Measurement of deformation on buildings exposed to some particular mechanical or
thermal strain. Accuracy requirements may be in the order of millimetres for object
dimensions of more than 100 m (e.g. cooling towers, chimneys, dams, sluices, cranes,
historical buildings, etc.).

e Deformation of concrete tanks used for galvanizing and electroplating may need to be
measured under working conditions. The tanks are constructed from special concrete and in
operation, are slowly filled with liquid of several tons. The tank walls are subject to
critical deformations which may need to be observed at regular intervals.

e Deformation analysis of rotary cement kiln. A rotary kiln is a cylindrical vessel made of
steel plate and lined with firebrick. The vessel slowly rotates about its axis between 0.5
and 5 revolutions per minute and continues to run 24 hours a day and only stop a few days
once or twice a year for essential maintenance. The kiln must be monitored for safety
reason. By measuring the surface of the vessel, critical areas of the kiln can be detected
and deformation monitored.

e Tunnel profile measurement requires measuring tunnel interiors for shape and deformation
analysis.

1.2.3 Geodetic Engineering Surveys

Geodetic (or precision) engineering surveys apply rigorous geodetic methods to control and
support construction and building projects which include construction and maintenance of
tunnels, bridges, hydroelectric power stations, railways, and so on. Unlike in geodetic
positioning, geodetic engineering surveys are based on local coordinate systems and relative
positioning of objects are of more importance than absolute positioning. Many of today's
engineering surveys require relative positional accuracies in the order of 1:100,000 or better.
Most first order national geodetic networks, however, may not be suitable for controlling
engineering projects where high precision is required because of possible distortions in the
national geodetic networks. What is usually appropriate is to adopt appropriate geodetic
model and local coordinate system.

Engineering Surveys deals with special survey techniques and precision measurement
techniques developed for three purposes:

1. Positioning the construction elements of large engineering works such as dams, tunnels,
pipelines, deep mine shafts, high-rise office buildings, and bridges;

2. Deformation monitoring of these works and their surrounding (ground subsidence and
slope stability) and their analysis;

3. Positioning and alignment of machinery and scientific apparatus.



“Mining surveying is an important branch of engineering surveying dealing with rock stability
control and protection of underground and surface structures that may be influenced by ground
subsidence” (Chrzanowski, 1999). Actual mining surveying consists of undermining and
controlling caving of the ore; it is also necessary that the position of the workings at one level
be known precisely at the next level above. Mine surveying are done in cramped areas, with
irregular routes, no reference objects such as sun or star to provide azimuth.

Land surveying is a highly specialized branch of geodetic engineering surveying that focuses
on establishing boundary lines of real property ownerships, which include establishing new
boundaries as may be required in re-establishing the original boundaries or in land
partitioning; it also deals with the determination of areas of land tracts. With regard to
construction projects, the land surveying problem usually arises when costly land acquisition
is involved, such as in pipeline surveys.

For convenience and simplicity, engineering and land surveys are usually made as if the
surveys are done on a plane earth surface. In this case, plane local coordinate system
(requiring map projection process) is commonly used. Since a local coordinate system is an
isolated system with respect to other types of coordinate system such as geodetic coordinate
(latitude, longitude, ellipsoid height) systems, it is impossible to directly correlate one
engineering survey with others when large areas are involved. Moreover, local coordinate
systems cannot be extended too much from their origins since the extension may introduce some
unacceptable distortions to the surveys.

Some of the geodetic engineering challenges that may be encountered in geodetic engineering
surveys include the following:

1. With regard to pipeline projects, for transportation of oil and natural gas, over a long
distance, for example, Trans Mountain Pipeline (TMPL) project from the oil fields in
Alberta to British Columbia (Hamilton, 1951; Chrzanowski, 1999), the following geodetic
engineering challenges are encountered:

e Choosing the best possible route for the pipeline with consideration for the
environmental impact of the project as well as the possible presence and impact of
subsidence and geological fault lines on the functioning of the pipelines. This will
require consulting other geoscientists and using appropriate tools, such as topographic
maps, Geographic Information system (GIS), Google Earth tools and LIDAR system, to
identify the best route.

¢ Acquiring the right-of-way, which may involve relocating and settling the owners of the
acquired landed properties; this will require carrying out legal surveys for the route.
Today, traditional surveys with theodolite and chains are giving way to the use of
modern technology, such as total station equipment and Global Positioning System
(GPS).

e Providing the desired grades of pipelines, since pipelines are sensitive to grades which
are very important in the calculation of pumping facilities and attaining appropriate
pressures in the pipelines. Today, in establishing grades for pipelines, the use of



traditional differential leveling procedure is still common.

¢ Ensuring that all necessary safety regulations at all government levels are complied
with and that the environmental impact of the pipeline project is minimized.

2. With regard to construction of large dams, such as hydroelectric dams, the following
geodetic aspects are usually involved:

¢ Preliminary reconnaissance surveys using large-scale (1:50,000 or larger) topographic
maps in order to identify and tentatively select the extent of the dam, the reservoir and
tail-water areas.

e Establishing permanent precision survey control stations around the dam site.

e Mapping the topography beneath the dam with high precision for the purpose of
designing the dam and estimating the quantities of materials involved.

e Mapping the corridors for the layout of power lines; and carrying out other surveys
needed for the drawing of general layout plans and the setting out of concrete forms.

e Carrying out precise monitoring surveys to detect and measure any deformation during
the dam construction and during the loading and unloading of the dam.

e Carrying out surveys for the positioning of the generating equipment, and the related
penstocks and outflow conduits.

Further information on geodetic surveys for large dam construction project can be found in
Williams (1958), Moreau and Boyer (1972), and Chrzanowski (1999). Examples of
transportation tunneling surveys is the survey for the 14.5 km long railway tunnel at the Rogers
Pass in British Columbia, Canada (Lachapelle et al., 1984 1985, and 1988) and the survey of
50.5 km Channel Tunnel transportation system connecting Britain and France in Europe; and an
example of tunneling surveys for scientific research is the tunneling surveys for the
Superconducting Super Collider (SSC) project in Texas involving 4.2 m diameter, 87-km-long
tunnel (Chrzanowski et al., 1993; Chrzanowski, 1999; Robinson et al., 1995; and Dekrom,
1995).

1.2.4 Industrial Metrology

Metrology, in general, is the science of performing accurate measurement. Industrial metrology
is the use of precision measuring techniques for positioning and aligning industrial machinery
and scientific apparatus. It deals with aligning components of large antennas (parabolic, flat,
etc.), checking aircraft dimensional quality of the various subassemblies which form the
structure of the aircraft (aerospace alignment), making geometrical checks on finished
components in ship and car buildings, alignment and positioning of magnets of colliders,
alignment of accelerator facilities, setting up and aligning machines in the industries, in-situ
calibration of industrial robots, and so on. These types of project usually require that tight
tolerances be satisfied and the work is done in the environment where there are a lot of
vibrations and unpleasant conditions. The commonly employed techniques (which are different
from those used in conventional geodetic surveys) are based mainly on special mechanical and



optical tools such as jig transits, optical squares, aligning telescopes, optical micrometers,
laser interferometry.

Nowadays, geodetic measuring techniques are increasingly used in the industry (because of the
advent of electronic theodolites which are easily interfaced with computers), where three-
dimensional micro-triangulation surveys can be carried out in real-time positioning of
industrial components with accuracies satisfying the requirements of industry. For example, in
the Chalk River Nuclear Laboratory of the Atomic Energy of Canada in 1987, the University of
New Brunswick (UNB) Canada team used 3D coordinating system to align over 40 magnets in
a cramped laboratory space over a distance of about 40 m with accuracies better than 0.1 mm
in the transverse and vertical directions and better than 0.2 mm in the longitudinal direction
(Chrzanowski, 1999).

Industrial metrology or industrial surveying has another specialized component known as
optical tooling (or optical alignment). It is a method of making extremely accurate
measurements for manufacturing processes where small tolerances are required. Measurements
are usually made by a person interpreting a scale or optical micrometer by looking through an
alignment telescope, or the lines and planes are created by a laser with digital measurements.

1.2.5 Surveys for Research and Education

Surveys for research and education deal with scientific experimentation of ideals. They
provide theoretical and practical testing procedures for different measurement systems. Some
of the examples of such research projects are as follows:

¢ Photogrammetric and terrestrial deformation surveys for Turtle Mountain (Fraser and
Gruendig, 1985; Chapman, 1985).

¢ Integrated analysis of ground subsidence in a coal mining area: a case study (Chrzanowski
and Szostak-Chrzanowski, 1986).

¢ Implementation of the UNB generalized method for the integrated analysis of deformations
at the Mactaquac generating station in Canada (Ogundare, 1990).

e Use of GPS in integrated deformation surveys (Chrzanowski, et al, 1990).

1.3 PRECISION GEODETIC SURVEY TECHNIQUES

Generally, specifications for precision geodetic survey techniques include the least angular
count of instruments to be used, number of observations, rejection criteria of observations,
spacing of major stations, and the expected angular and positional tolerances. To obtain
precise measurements, the surveyor must use precision equipment and precision techniques.
Many of the techniques used in precise surveys are adapted from the conventional geodetic
positioning methods and instrumentation, but with some differences in the field survey
procedures and with the stretching of instrument performance to the limit of accuracy.
Conventional (non-Global Navigation Satellite System, non-GNSS) horizontal and vertical
survey techniques using traditional ground survey instruments (theodolites, electromagnetic



distance measurement (EDM), total stations, levels) and the GPS survey techniques are used.

1.3.1 Positioning using Global Navigation Satellite System

Global Navigation Satellite System (GNSS) currently refers to the United States' GPS, the
Russian Federation's GLobal Orbiting NAvigation Satellite Systsem (GLONASS), the
European Union's Galileo system and China's Compass system. GPS, however, is currently the
predominant satellite surveying system in use; GLONASS is operational, but the full
constellation of the satellites is yet to be launched; Galileo and Compass are still under
development. All these satellite positioning systems are known collectively as GNSS. The
GNSS positioning techniques are now generally used for most horizontal control surveys
performed for mapping frameworks. The current trend is to use GNSS in precision surveys, but
conventional terrestrial techniques are still required in local and isolated monitoring schemes,
especially for economy and relative accuracy. The surface control for large tunnels, such as the
87 km long main Collider tunnel for the SSC in Texas was established by means of GPS
surveys using dual frequency equipment (Chrzanowski, et al., 1993). Control stations
established using GPS techniques will inherently have the potential for higher orders of
accuracy in control surveys.

Selection of the right GNSS receiver for a particular project is critical to the success of the
project. Receiver selection must be based on a number of criteria, which include the
applications for which the receiver is to be used, accuracy requirements and signal processing
requirements. GNSS receivers range from high-end, high-cost, high-accuracy geodetic quality
through moderate cost, meter-level accuracy mapping grade, to low-end, low-cost, low-
accuracy resource grade or recreational models. Geodetic quality type is used mainly in high
precision surveys.

There are two general types of GNSS receivers: code phase and carrier phase. Geodetic
quality receivers process both code and carrier phases. The receivers and their auxiliary
equipment can cost several thousands of dollars. A code phase receiver requires access to the
satellite navigation message of the P- or C/A-code signal to function, while carrier phase
receiver utilizes the actual GNSS signal to calculate position. There are two general types of
carrier phase receivers: single frequency and dual frequency. The single-frequency receivers
track the L1 frequency signal and are not very accurate in resolving long baselines where
ionospheric effects are very high. Dual frequency receivers track both the L1 and L2 frequency
signals and will effectively resolve baselines longer than 20 km where ionospheric effects
have a larger impact on calculations. All geodetic quality receivers are multi-channel, in
which a separate channel is tracking each satellite in view. Some of the qualities to look for in
GNSS geodetic receivers are as follows:

1. In the case of dual frequency receivers, the receivers must provide at least the following
time-tagged (based on time of receipt of signal referenced to the receiver clock)
observables:

e Full L1 C/A code, and L1 P-code



e Continuous full wavelength L1 carrier phase
e [.2 P-code and continuous full wavelength L2 carrier phase

2. In the case of single frequency receivers, the receivers must provide at least the
following time-tagged (based on time of receipt of signal referenced to the receiver clock)
observables:

e Full L1 C/A code
e Continuous full wavelength L1 carrier phase

3. When the GNSS reference receiver is used with a remote one, the reference shall be
capable of 10 mm + 2 ppm accuracy or better on baselines of 1-100 km in length when
used in the static differential mode. The receivers shall have an accuracy of 5 mm or better
on baselines less than 1 km

4. The receiver shall have L1 and L2 full wavelength carrier phase measurement
accuracies of 0.75 cm (RMS) or better, exclusive of the receiver clock offset.

5. The receiver shall have an L1 C/A code phase measurement accuracy of 30 cm (RMS)
or better, exclusive of receiver clock time and frequency offsets.

6. The processing software must allow baseline computations with the options of using the
broadcast and precise ephemerides.

Typical equipment selection for precision GNSS surveys will include the following:
1. A minimum of two receivers (four receivers for economy and efficiency).

2. Ideally, an antenna type with the smallest sensitivity to multipath and the smallest phase
center variation should be selected. Same type of antenna for all receivers on the project is
recommended to minimize phase centre biases.

3. Dual frequency receivers are recommended where the ionosphere is unpredictable and
irregular and also for second order accuracy or better and where the baseline lengths
consistently exceed 15 km.

1.3.2 Conventional Horizontal Positioning Techniques

Typical conventional horizontal positioning techniques include triangulation, trilateration,
combined triangulation and trilateration, traversing, intersection, and resection. A
triangulation survey network consists of a series of interconnected triangles in which an
occasional line is measured and the remaining sides are calculated from angles measured at the
vertices of the triangles. This method of survey was originally favored for extending the first-
order control since the measurement of angles (and only a few sides) could be taken more
quickly and precisely than the measurement of all the distances as in trilateration. It is now
possible to measure precisely the length of a triangle side in about the same length of time as
was required for angle measurement. A triangulation net usually offer the most economical and
accurate (first-order accuracy) means of developing a horizontal control system when



extremely rough terrain is involved.

Trilateration survey network consists of interconnected triangles in which all lengths and only
enough angles or directions for azimuth determination are measured. The trilateration
techniques have become competitive with the triangulation techniques for establishing
horizontal control since the advent of precision EDM. Usually, the triangles of a triangulation
or a trilateration network should contain angles that are more than 15-25°. The EDM
equipment used should yield the required standard deviations in distances and the distances
must be corrected for all systematic instrumental errors and for the effects of atmospheric
conditions. Trilateration techniques may be used for extending first-order horizontal control
through an entire continent.

Combined triangulation and trilateration network consists of interconnected triangles in
which all the angles and all the distances are measured. The combined triangulation and
trilateration survey techniques produce the strongest network of horizontal control that can be
established by conventional terrestrial methods. Modern terrestrial control survey practice
favors the survey techniques since they ensure many redundant measurements. The combined
triangulation and trilateration techniques may be used to provide first-order or primary
horizontal control for the national control network and the network can be used for earth
crustal movement studies, engineering projects of high precision, and so on. The combined
techniques have also been used in providing surface geodetic network for tunnel construction,
network for preconstruction work for dams.

A traverse consists of a series of straight lines connecting successive established points along
the route of a survey. Distances along the lines are measured using tape or electromagnetic
distance measurement (EDM) equipment and the angle at each traverse point is measured using
a theodolite or a total station. Traversing is a convenient, fast method for establishing
horizontal control in densely built up areas and in heavily forested regions where lengths of
sights are too short to allow triangulation or trilateration. The advent of reliable and precise
EDM instruments has made traverse method very important in strengthening a triangulation net
and in providing control points. In surveying work for tunnels in mountainous areas, a
combination of triangulation and traversing is most suitable. The underground survey is based
on an open traverse measured with precision theodolite and EDM equipment with precision
surveying gyroscope providing orientation. A typical fully automatic precision surveying
gyroscope is GYROMAT 2000 with precision of one measurement of astronomic azimuth
being +3-in. This is a gyroscopic traversing for the purpose of guiding the boring machine
during tunnel construction. Precision traversing can also be carried out in dam monitoring
surveys. In this case, traverses are measured in corridors which have pillars with forced
centring tribrachs. Traversing, however, have limited uses in precision surveys since it is
incapable of providing sufficient redundancy required in most projects.

Intersection method provides the coordinates of unknown points based on the measurements
made from at least two other points. This technique is commonly used in 3D coordinating
systems, terrestrial laser scanning systems, automatic monitoring systems, and so on.

Resection method is used in determining the position and height of an instrument setup station



by making measurements to at least two points whose coordinates had been previously
determined. In this method, the accuracy of resected point increases with strong angular
relationship (approaching 90° at the resected point) of the resected point and the observed
points, the number of points observed to (creating redundant measurements) and the accuracy
of the observed points. Resection has an important advantage of allowing the instrument to be
located in any favorable location of choice by the instrument person so that one is not forced to
set up on a known point that is in an unsatisfactory location. This procedure allows the effects
of instrument centering errors on angular measurements to be minimized since one is not
required to center on a particular station.

1.3.3 Geodetic Vertical Positioning Techniques

The geodetic vertical positioning surveys consist of establishing the elevations of points with
reference to the geoid. The surveys are used to establish a basic network of vertical control
points. From these, the elevations of other positions in surveys are determined by lower-
accuracy methods. Differential leveling is a precise leveling technique for providing vertical
control with high precision (within the limits of first- or special-order accuracy). In dam
monitoring, precise leveling is performed along the crest as well as in corridors in the dam.
Precision spirit levels with micrometer or digital levels, and invar rods are used in order to
obtain a standard deviation of less than 1 mm/km or better in leveling.

1.4 REVIEW OF SOME SAFETY ISSUES

A safety program should be designed as part of every survey project. In this program, the
survey crews are trained or instructed to conform to some designed safety rules that will
enable them to perform their duties in a safe manner. Dedicated personnel should be assigned a
sole responsibility of managing and promoting the safety of work crews, which includes the
following:

e Taking appropriate action in matters relating to safety of the crews
e Creating safety awareness in the crews

e Organizing regular safety meetings as may be needed, usually before starting any hazardous
project.

The subjects that are usually considered as part of safety programs may include training of
survey crews on the following:

1. How to recognize and avoid or respond to potential hazards, such as poisonous plants,
poisonous snakes, insect bites and stings, and so on.

2. How to detect and take precautions with regard to threatening weather conditions, such
as tornado, lightening, extreme temperatures, and so on.

3. How to properly use and operate equipment and tools, such as motor vehicle;
transportation of tools and equipment, such as cutting tools; proper use of protective



equipment and clothing suitable for a work area, which may include use of safety boots,
eye protection and gloves; and in the case of working in boats, to use Coast Guard-
approved life jackets; and so on.

4. First aid procedures and how to equip themselves with proper first-aid kits with
appropriate medication and manuals.

5. Awareness of safety precautions, existing laws and policies with regard to ice crossing,
working near traffic, and working underground and under overhead utility lines. For
example, when working near traffic, personnel are to be constantly alert, wearing
reflective colored vests and hats at all times; when surveying around the Federal highways,
the laws concerning security must be strictly obeyed; when working on railway rights-of-
way, permission should be secured from the railway management; and so on. Typically,
when working near traffic (within 15 m from the edge of the highway), there should be an
appropriate sign boards (about work ahead) 250 m before the survey activity area of 1 km
with 100 m buffer ahead displaying another sign board of the ongoing survey activity.
There must be a display of sign board also at 100 m before the activity area, showing that
“Survey work” is going on ahead. There must also be a first-aid kit in a standby vehicle in
case of emergency.



Chapter 2
Observables, Measuring Instruments, and Theory of
Observation Errors

Objectives

After studying this chapter, you should be able to
1. Identify basic survey techniques and their typical observables
2. Explain basic modern survey instruments and their limitations
3. Discuss the error properties of measurements and how they are propagated

4. Discuss the needs for accuracy analysis and the steps for estimating accuracy of typical
survey observables

5. Discuss the application of the concepts of confidence regions in uncertainty
determination of measurements

6. Explain statistical tools for analysis of measurements and parameters

7. Discuss the importance of calibrating and testing survey equipment

2.1 OBSERVABLES, MEASUREMENTS AND
MEASURING INSTRUMENTS

An observable is a physical or geometrical quantity to which a numerical value can be
assigned (through measurement process) with a degree of certainty. Some of the typical
geomatics measurement techniques and the corresponding observables are given in Table 2.1.



Table 2.1 Geomatics Measurement Techniques and the Typical Survey Observables

Survey Techniques
Differential leveling

Trigonometric
leveling

Traverse
Triangulation

Trilateration

Gyro
station/gyrotheodolite
measurements

GPS surveys

Gravimetric leveling

Conventional
photogrammetry

Close-range
photogrammetry and
remote sensing

Typical Observables
Elevation (leveled height) differences between sections

Zenith (or vertical) angles, slope (or horizontal) distances, heights of
instruments, heights of targets or staff readings, and horizontal
directions (or angles)

Horizontal directions (or angles), horizontal (or slope) distances,
zenith (or vertical) angles, and bearings

Horizontal directions (or angles), zenith (or vertical) angles, baseline
distances, and bearings

Horizontal (or slope) distances, zenith angles, and bearings

Astronomic azimuths (or bearings)

Baseline vectors (coordinate differences of baselines) and ellipsoidal
heights

Relative gravity values

Photo coordinates of points (x, y); coordinates of fiducial center (x,,
Yo) of photo; focal length of camera (f); orientation of photo in space (if
measured using gyro or inertia navigation system), such as Q,, @, Ky;
and translations (X, Yy, Zy) if measured using GPS

Distances in laser altimeters; phase shifts and intensity values of
returned radar energy in interferometric synthetic aperture radar
(InSAR); and the x, y, z coordinates (or the vertical angles, horizontal
angles, and slope distances) in light detection and ranging (LiDAR)
scanning systems

A measurement or an observation is a numerical value that is assigned to an observable. The
term measurement or observation is also used, in practice, to refer to the actual process of
assigning a numerical value to an observable. For example, the process of determining that an
observable (the distance between two points) has a value of 100 m is a measurement, and the
value so determined (e.g., 100 m) is also referred to as measurement. Since the exact values of

observables cannot be

determined, but estimated, it has become a fundamental principle of

measurement in surveying that no measurement is exact and the true value of an observable can
never be known. This, however, does not mean that the exact or true values of the observables
do not exist, but that they cannot be determined exactly. Surveying is concerned with estimating
the values of observables through measurement process.



2.2 ANGLE AND DIRECTION MEASURING
INSTRUMENTS

Angle and direction measuring instruments are essentially theodolites with different forms of
modifications. It should be pointed out that direction observables measured by theodolite (or
total station) equipment are arbitrary; they are directions with respect to the reference zero
scale point of the instrument. These directions should not be confused with azimuths (or
bearings), which are directions with respect to the direction of the north (serving as reference
zero point in space, not of the instrument). It should also be pointed out here that the term
“angle and direction” discussed in this section can also be considered for vertical (or zenith)
angles. Different types of angle and direction measuring instruments can be summarized as
follows:

e Optical theodolites

e Electronic digital theodolites

e Gyrotheodolite/gyro station equipment

e Global navigation satellite system (GNSS) surveying equipment.

2.2.1 Optical Theodolites

Optical theodolites are nonelectronic theodolites. Typical examples of such theodolites are the
Kern DKM3 precision theodolites with horizontal and vertical angular accuracy of 0.5” and
telescope magnification of 45% and Kern DKM2 precision theodolites with horizontal and
vertical angular accuracy of 1" and telescope magnification of 32x. The optical theodolites are
of two types: repeating theodolites and directional theodolites.

The repeating theodolites are designed to allow horizontal angles to be repeated any number of
times and added directly on the instrument circle. They have lower lock and tangent screw,
which allows angles to be set and repeated. Excessive effort, however, is required to obtain
results of sufficient accuracy. Their main advantage is that better accuracy is obtained through
averaging of errors and mistakes by comparing values of single and multiple readings. Using
repetition method (with m the total number of turnings of the same angle in both face left (FL)
and face right (FR) positions), the average angle measurement can be expressed as follows:

R — Ry +360° x g 2.1

m

Average angle =

where Ry is the first direction reading (zeroing the circle), Ry is the direction reading after final

(mth) repetition, and q is the number of times a complete 360° is turned on the graduation scale
of the instrument. In repetition method, the cumulative angle is divided by the number of
repetitions (m) with the resulting average angle having a precision that exceeds the nominal
least count of the instrument used. Repetition can be up to between 6 and 12 repetitions;
beyond 12 repetitions, the precision is not appreciably increased because of other error



sources such as graduation errors. Figure 2.1 and the field notes in Table 2.2 show an example
of the observations made of an angle AOB (when the instrument is set up at point O) by
repetition twice in FL position of the telescope and twice in FR position of the telescope.

A

. . FL
< Ry
- ~FL %
N FR
g

2 ——

— e B

Figure 2.1 Angle measurement scheme in face left (FL) and face right (FR) positions of the
telescope.

Table 2.2 Field Notes for Angle Measurement by Repetition Method.

Station Sighted Repetition Face Circle Reading

A 0 FL. 0°1010"
B 1 FL. 146°5420"
B 4 FR 227°0710"

The average angle is determined as follows:
The approximate angle AOB = 146°5420" — 0°10'10" (or 146°44'10").
For four repetitions, the approximate total angles turned = 4 (146°44'10") or (586°5640").

Add this value to the initial direction reading (0°10'10"), giving 587°0650", which would
have been the final direction reading if the scale graduations are limitless (more than
360°). This indicates that the circle index mark had gone past the zero (or 360°) graduation
mark of the instrument once (q = 1 in Equation (2.1)) and 360° must be added to the final
circle reading to calculate the final angle; the average angle (@ ) can then be given as
follows:

_ 707 107 4+ 26E0° — 0° 107 107
5 — 22770710 +.4ﬁﬂ' 0" 10710 — 146°44'15"

Directional theodolites are traditionally nonelectronic and nonrepeating instrument that have no
lower motion; they are capable of reading directions rather than angles. An example of
directional theodolites is Wild T2. Angles are obtained by subtracting the first direction
reading from the second direction reading. For example, using the directional method with an
angle observed in n sets (i.e., one face left and one face right measurements per set), the
average angle measurement (g ) can be expressed as follows:
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2n

0 =

where the subscripts FS and BS represent foresight and backsight, respectively; Frs, is the
foresight pointing in face left (or face I) position of telescope, s, is the backsight pointing in
face right (face II) position, and the subscripts “1” to “n” denote the set number of the
measurements (with each set consisting of two separate angle measurements). For example, the
field notes in Table 2.3 are the observations made of an angle AOB in two sets (when the
instrument is setup at point O) by directional method. Angles are computed by subtracting
direction readings to A from the corresponding direction readings to B. For each set, two
angles are determined, and the mean angle is given in column 6. The final average angle is the
average of the mean angles (from sets 1 and 2) given in column 6.

Table 2.3 Field Notes for Angle Measurement by Directional Method.

Set Station ~ Reading Reading Mean Mean
(1) Sighted(2) Face I(3) Face II (4) Direction (5) Angle (6)
1 A 0°0000" 0°0000" 0°0000"

B 37°3027" 37°3021" 37°3024"

Angle 37°30'27" 37°3021" 37°3024"  37°3024"
2 A 0°0000" 0°0000" 0°0000"

B 37°3026" 37°3026" 37°3026"

Angle  37°3026" 37°3026" 37°3026"  37°3026"
Final average 37°3025"

2.2.2 Electronic Digital Theodolites

For several years, the technological progress in angle measurements has been mainly in the
automation of the readout systems of the horizontal and vertical circles of the theodolites. This
has resulted in the invention of electronic digital theodolites. In terms of accuracy, electronic
theodolites have not brought any drastic improvements in comparison with precision optical
theodolites. Electronic digital theodolites will automatically read and record horizontal and
vertical angles. Thus, they eliminate personal reading errors due to manual reading of scales
on graduated circles and provide enhanced accuracy and facility in data collection.

Electronic theodolite instruments of highest accuracy are usually designed for first-order
surveys. Standard deviations of such instruments can be reduced to 0.1" for a single reading
and the instruments are usually equipped with biaxial leveling compensator. For example,
electronic theodolites such as Kern E2 and Wild T3000 are equipped with microprocessor-
controlled biaxial sensors (biaxial leveling compensator) or electronic tiltmeters, which can
sense inclination (misleveling) of the theodolite to an accuracy of about 0.5" and automatically
correct horizontal and vertical direction readouts for the effects of the misleveling. Some of the
characteristics of the electronic digital theodolites are as follows:



e Circles can be instantaneously zeroed or initialized to any value.
e Angles can be measured with increasing values either left or right.

¢ Angles measured by repetition can be added to provide a cumulative value that is larger
than 360°.

e Mistakes in reading angles are greatly reduced.

e They are easy to operate and the speed of operation is high.

2.2.3 Gyrotheodolite/Gyro Station Equipment

Azimuths (or bearings) are not measured directly with theodolites or total station; they are
derived by measuring angles to celestial bodies, such as stars and the Sun. The derived
azimuths (or bearings) are known as astronomic azimuths. Currently, azimuth determination
through direct measurements to celestial objects is becoming outdated. The modern
technologies, such as gyrotheodolites (or gyro station) and GPS methods are capable of direct
determination of astronomic azimuths without making measurements to the celestial bodies. For
example, the automatic gyro station such as Sokkia GP3X and the manual gyrotheodolite such
as GAK1 are capable of astronomic azimuth determination to an accuracy of 20". Other typical
precision gyrotheodolites are Gi B-23 (MOM, Hungary), MW 77 (WBK, Germany),
GYROMAT 2000, and GYROMAT 3000 with compatible accuracies of about 3”; and MOM
GiB-11 gyrotheodolite with an accuracy of +5".

2.2.4 Global Navigation Satellite System (GNSS) Survey Equipment

GNSS survey methods are gradually being used for determining geodetic azimuths since the
methods can be more cost—effective, faster, accurate, and reliable than conventional
(terrestrial) survey methods. GNSS methods do not require intervisibility between adjacent
stations unlike conventional methods; however, they produce geodetic azimuths that are
different from astronomic azimuths.

The difference between geodetic azimuths derived from GNSS surveys and those derived from
astronomic observations to celestial bodies (stars and Sun) can be less than a few tens of
seconds of arc. The GNSS method uses GINSS satellites to determine the coordinates of
antennas located on the earth surface, which are then used to derive the needed azimuths. For
example, two GNSS antennas located on the stations where the geodetic azimuth is needed are
observed simultaneously and the geodetic azimuth is derived from the GNSS-determined
geodetic latitude and longitude of the two stations by using, for example, the Gauss mid-
latitude method. The alternative approach for deriving the geodetic azimuth is by obtaining the
grid coordinates of the two stations on the basis of a reference horizontal datum; the grid
azimuth obtained is then corrected for arc-to-chord and the meridian convergence to obtain the
geodetic azimuth.



2.3 ELEVATION DIFFERENCE MEASURING
INSTRUMENT

The precise measurement of height differences has been traditionally done by geometric or
differential leveling. Differential leveling with vertical position to very high accuracy of

+1 mm over short distances (10-100 m) using precision levels is usually required. A precision
level with micrometer and capable of reading elevations to 0.001 m and at least 30
maghnification is commonly used in precision leveling. Three major classes of precision levels
commonly used are automatic levels, tilting levels, and digital levels. Note that refraction
influences can deteriorate the accuracy of leveling, thus causing systematic deviations in
measurements. A dangerous accumulation of refraction error up to 15 mm for each 100 m
difference in elevation may take place along moderately inclined long routes if forward and
backward horizontal lines are of unequal heights above the terrain.

Digital levels are currently replacing optical levels and are being used for precision works.
Digital levels make it easy to level without having to read leveling rod through the telescope
and also allow electronic data recording. Sources of errors in leveling with digital levels are
similar to those from leveling with automatic levels. Some of the commonly used precision
spirit levels (with micrometer) and digital levels are given in Table 2.4.

Table 2.4 Examples of Precision Leveling Instruments

Make Description Accuracy (Per 1 km Double Run)

Wild N3 M = 42x; bubble sensitivity/div: 10”; £0.2 mm
Precision accuracy of leveling line of sight:

Level 0.25"

Leica Automatic optical levels 0.7 mm (0.3 mm with parallel-plate

NA2/NAK2 Magnification: 32% micrometer); compensator setting

accuracy of 0.3"

Leica Digital level 1.0 mm (0.3 mm with invar)

DNAO3 Magnification: 24%

Sokkia PL1 Tilting level 0.2 mm (0.1 mm with micrometer)
Magnification: 42%

Sokkia Digital level 1 mm (0.6 mm with invar)

SDL30 Magnification: 32x

Sokkia B20 Automatic level 1.0 mm (0.8 mm with micrometer)
Magnification: 32%

Topcon DL- Digital level 0.4 mm with invar; compensator setting

101C Magnification: 32% accuracy of 0.3"”

In surveying, precise heights are determined from measured elevation differences obtained
through geodetic leveling. Differential or trigonometric leveling techniques can be used to



obtain the elevation differences with the differential leveling technique still considered the
better. The elevation differences so determined, however, must first be converted into height
differences before they are used in height system, knowing that height differences are usually
different from measured elevation differences. Height differences are unique quantities (since
they represent differences in unique height values of given points), while elevation differences
(from leveling) depend on the leveling route taken. The measured elevation differences, even
starting from the same benchmark, will generally result in different heights for the end
benchmark of a level circuit, depending on the leveling route. The number of possible height
systems is limitless; some of them are geopotential numbers, dynamic heights, normal heights,
and orthometric heights.

Height systems based solely on measured elevation differences from differential leveling (with
no gravity corrections applied) and orthometric height systems based on elevation differences
and gravity measurements have geometric significance because their height measurements can
be likened to measurements made with a graduated scale rule in a given linear unit such as
meters. In this case, points with the same height value are of the same geometric length above a
reference surface. This, however, is not the case with geopotential numbers and dynamic height
systems, which have no geometric significance. In geopotential numbers, geopotential units are
used instead of linear unit of meters, and in dynamic height systems, the scale of measurement
is incompatible with the well-known linear scales such as meters and feet.

The orthometric height system is the most commonly used of the height systems in precision
surveys. It indirectly converts measured elevation differences obtained from geodetic leveling
into uniquely defined height differences (the true geometric lengths between the geoid and the
given ground surface points measured along plumb lines) by applying gravity-dependent
correction known as orthometric correction. The calculated orthometric corrections are
applied to known heights of starting points in order to determine orthometric heights of the
unknown endpoints connected by geodetic leveling. Usually, for orthometric correction
determination, gravity observations are required at every 1-2 km in the mountainous areas and
at every 5-10 km in flat terrains. Orthometric correction, however, will not be necessary for
short level runs in relatively flat terrains.

The concept of orthometric corrections is based on the concept of level surfaces or
equipotential surfaces. The equipotential surfaces are known to correspond with the lines of
sight through the telescope of a leveled surveyor's instrument so that the surfaces are
perpendicular to the direction of gravity at every setup point of the instrument. The gravity
field, however, increases with latitude due to earth's centrifugal force and decreases with
altitude above the earth's surface. This gravity field variation causes level surfaces to converge
toward the pole, instead of being parallel to each other. The orthometric correction is to
account for the convergence of level surfaces for long level runs in north—south directions or
runs at high elevations. In determining the orthometric heights of benchmarks, the measured
elevation differences are first converted into geopotential differences by using the measured
surface gravity values. For example, the geopotential differences for a geodetic leveling
between points A and B can be expressed mathematically as
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where £; is the average measured gravity values between turning points k = i and k =i + 1 on
the surface and A#, is the elevation difference between the turning points k = i and k = i + 1.
If the gravity measurements (g, ) along the leveling route are available, the geopotential

difference can be evaluated by using Equation (2.3). The geopotential difference can then be
converted directly into any height difference of interest. For example, the geopotential
differences can be divided by the average value of gravity (G) for a given area in order to
produce the dynamic height differences, which are in units of length. Using the dynamic height
of a fixed point and the dynamic height difference between the point and another point, the
dynamic height of the other point can be determined. For a geodetic leveling between a fixed
point A and an unknown point B, the orthometric correction (OC,p) to be applied to the

observed (measured) elevation difference between the two points can be given (Heiskanen and
Moritz, 1967) as follows:
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where DC,p is the dynamic correction expressed as
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h, and hpg are the heights of points A and B (which only need to be known approximately),
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respectively; G is the mean value of gravity for the region of interest; g, is the mean gravity
value along the plumb line through point A to the geoid and g}, is the mean gravity value along
the plumb line through point B to the geoid. The main problem in using Equations (2.4) and
(2.5) is that g, and 7, must be predicted by using some models since they cannot be measured
directly. The commonly used prediction models are discussed by Heiskanen and Moritz
(1967). The choice of model determines whether Helmert orthometric heights or normal
orthometric heights are determined.

The two commonly used height systems (differential leveling and orthometric) are attractive to
surveyors because of their geometric significance since points having the same numerical
height value will have the same geometric length from a reference datum (or level surface).
For example, a point with an orthometric height value of 4.000 m will have the length from the
geoid to the point as 4.000 m if measured with a scale rule along the plumb line passing
through the point. The two height systems, however, have no physical significance since points
on a given level surface, apart from the reference datum, will likely have different height
values due to nonparallelism of level surfaces.

Geopotential numbers and dynamic height systems have physical significance but no geometric
significance. In these systems, points on the same level surface will have the same height
value, meaning that the surface of a lake will be represented as a flat surface in the systems.



This explains the concept that a height system cannot satisfy both the geometric and the level
surface properties simultaneously since the two properties together are actually incompatible
with the nonparallelism of equipotential surfaces of the earth's gravity field.

The orthometric, geopotential number, and dynamic height systems are single-valued systems
compared to the differential leveling height system. This means that in differential leveling
systems, there will be misclosure when the height of the same point is determined following
different routes due to nonparallelism of equipotential surfaces resulting from the earth's
gravity variations; this is based on the assumption that no observational, environmental,
instrumental, and personal errors are introduced into leveling measurements. The other systems
will provide single height value for the same point irrespective of the route taken, unlike in the
differential leveling system, whose leveling results are route dependent.

2.4 DISTANCE MEASURING INSTRUMENT

Different types of distance measuring instruments can be summarized as electromagnetic
distance measurement (EDM) equipment and total station instruments. The two main commonly
used types of EDM are electromagnetic (microwave) EDM and electromagnetic (light wave or
electro-optical) EDM. The main properties of these two types of EDM are summarized in
Table 2.5 with the details of the properties discussed in Chapter 5.

Table 2.5 Main Properties of the Two Main Types of EDM

Property Electro-Optical Type
Accuracy Short-range types (0.1 mto 5 km): 5

of

mm + 5 ppmto 5 mm + 0.1 ppm

instrument Long-range types (up to 70 km):

Operation
principle

S5mm+ 0.1 ppmto 0.1 mm + 0.1 ppm

a. Set up EDM at one end of the line

being measured and a reflector at
the other end of the line

b. EDM sends a modulated beam of
light to the reflector

c. Reflector acts like a mirror and
returns the light pulse back to EDM

d. EDM registers readings that are
converted into linear distance
between the EDM and the reflector

e. Requires one operator

Microwave Type

For distances up to 150 km and
depending on atmospheric refractive
index: 22 mm + 5 ppmto 1 mm+ 1 ppm

a. Master unit transmits a series of
modulated radio waves to remote
antenna in the remote instrument

b. Remote instrument interprets these
signals and sends them back to the
antenna of the master unit

c. Master unit measures the time
required for the radio waves to make
the round trip

d. Distance is computed based on the
velocity of the radio waves

e. Requires one operator at each end
of line



The total station instruments are electronic digital theodolites integrated with EDM
instruments and electronic data collectors to replace manual field data recording; they are
capable of providing electronic angle readings as well as distance measurements and are
currently replacing theodolites, EDM, and levels. The type of EDM incorporated to the modern
total station instruments is commonly of electro-optical type, using infrared and laser light as
carrier signal. Examples of precision EDMs and total station equipment are shown in Table
2.6.

Table 2.6 Examples of Distance Measuring Instruments

Make Description Angular/Direction Distance Accuracy
Accuracy
Kern DM502 Precision EDMs N/A Range: 2 km for DM502
and 5 km for DM503
3 mm+ 2.0 ppm
Kern ME3000 Precision EDM N/A Range: 2.5 km
0.2 mm+ 1.0 ppm
Kern ME5000 Precision EDM N/A Range: 8 km
0.2 mm + 0.2 ppm
ComRad Precision EDM N/A Range: 10 km
Geomensor 0.1 mm+ 0.1 ppm
204DME
Leica TC2003/ Without/with ATR total ~ 0.5" Resolution: Range: 2.5/3.5 km
TCA2003 and station Magnification: 30x 0.1" 1 mm + 1.0 ppm (with
TC2002 one prism and average
weather)
Leica TDM/ TDA  Industrial total station 0.5" Resolution: Range: 2—600 m
5005 Magnification: 30% 0.1" 1 mm + 2.0 ppm

2.5 ACCURACY LIMITATIONS OF MODERN SURVEY
INSTRUMENTS

The main instruments used by surveyors of today are the digital levels, the total stations, and
the GNSS receivers. Details of the technological progress on the geodetic surveying equipment
can be found in Riieger (2003). In the past, accuracy of measurements is solely dependent on
the skills of the observers and the precision of the equipment used. Today, limitations to the
accuracy of measurements are mainly due to atmospheric and target conditions, equipment
design and precision, and the instrument operator factor. These limitations are discussed in the
following sections.

2.5.1 Atmospheric and Target Conditions



Atmospheric conditions limit the accuracy of modern survey equipment as follows:

i. Atmospheric refraction causes the total station horizontal and vertical angle
measurements to be refracted away from their ideal paths in space. The total station and
EDM distance measurements are also refracted away from their ideal paths, and the
distance measurements are shortened or increased in length depending on the atmospheric
temperature, pressure, and humidity. When the atmospheric conditions change, the velocity
of the measuring signal in the atmosphere and the resulting distance measurements are
consequently changed.

ii. Atmospheric refraction generally deteriorates the accuracy of leveling operations,
causing systematic deviations in elevation difference measurements. For example, the total
station distance measurement depends on the signal strength of radiation in the atmosphere.

iii. Atmospheric temperature changes usually have higher effects on modern electronic
instruments, reducing their accuracy. Because of this, most of the electronic equipment
(e.g., electronic levels) need to acclimatize before use in the field.

iv. EDM instrument may fail in tunneling surveys or may not work smoothly due to usually
poor conditions in tunnels.

v. Intervisibility between targets and instrument (e.g., GPS and receiver) are required for
good results to be possible.

vi. Reflectorless EDM or reflectorless total station equipment depends on the type of
surface that is measured to and the orientation of the surface of the measuring beam in order
to produce good results; they are currently not suitable for high-accuracy measurements.

One of the attempts at minimizing the effects of atmospheric refractions on EDM measurements
includes developing two-color precise EDM instrument, which produces a precision of 0.5—
1.0 mm (or £0.1 ppm) for ranges between 1 and 12 km (USGS, 2010). This instrument uses
two colors (red and blue) to measure the travel time of light through the atmosphere, unlike the
commercially available ones that use one color (red or infrared laser) as a carrier. The
difference between the travel times of red and blue wavelengths in the atmosphere is a direct
function of temperature and pressure of the atmosphere between the instrument and the
reflector. This difference is used to determine the average refractive index between the
instrument and the reflector, which is then used to calculate the precise distance. This system is
more precise than GPS at ranges less than 10 km but its range is limited, and it requires
intervisibility between stations unlike in GPS. Moreover, the two-color EDM was only
available commercially for a few years in the early 1980s; only a few of them were made and
they cost as high as $250K. The two-color EDM was used until 2005 in Parkfield on the San
Andreas Fault in California (USGS, 2010).

2.5.2 Equipment Design and Precision

Electronic theodolites have not brought any drastic improvement in accuracy compared with
precision optical theodolites (old types); the precision of electronic equipment and their



accessories is similar to that of the old types except that reading errors are reduced and
mistakes in transferring data are reduced by the use of electronic data recorders. There are,
however, some peculiarities with some of the modern survey equipment, such as the following:

i. Laser scanners provide measurement precisions, which are dependent on the precision of
direction, zenith angle, and distance measurements; they are currently not suitable for
precision works. Use of laser scanners, however, provides some advantages since they are
able to provide x, y, z coordinates of a large number of points. Further details on this are
given in Chapters 8 and 10.

ii. GPS provides unacceptable relative precisions for typically short baselines (<500 m)
involved in structural deformation monitoring; the relative precision of measurements using
GPS survey techniques is in the order of 2-5 mm, which is unacceptable.

iii. Vibrations and internal workings of electronic components will further reduce the
accuracy of measurements.

iv. Poor calibration of electronic equipment will further compromise the accuracy of
measurements; electronic equipment usually require more frequent calibration than the
older types.

2.5.3 Instrument Operator Factor

Most of the modern survey instruments operate like black boxes; they are based on hardware
and software components that are controlled by the manufacturers of the instruments with only
little input from the operators of the instruments. Compared with traditional survey equipment,
the skill requirements for an operator of modern equipment are different, such as the following:

1. Most modern instruments have digital readout and data recording units, so that the skill
of being able to read plate circle scales and record measurements in a particular format is
no longer important nowadays.

2. Skill of being able to perfectly level a theodolite is no more required since one can
approximately level an electronic instrument and let the dual-axis compensators integrated
with the instrument complete the remaining fine leveling operations.

3. With automatic target recognition (ATR) system of modern equipment, the modern
equipment requires less skill in accurately bisecting survey targets; and with the motorized
systems integrated with some modern instruments, the instruments are capable of
automatically changing their telescope positions while making repetitive measurements.

4. Motorized total station instruments with telemetric links can recognize and track moving
reflectors. The operators of such instruments, through remote controllers, are able to send
instructions to the instruments to record data as they move from one point to another with
reflectors. This type of instrument, which allows one-person surveys, increases greater
efficiency and cost savings of survey works.

5. Robotic surveying system has made it possible to automate repetitive survey works; the
instrument operator points to the reflector and then leaves it unmanned and the unmanned



instrument will automatically locate and follow the reflector. The system can be
programmed for sequential self-pointing to a set of prism targets at predetermined time
intervals. In this case, the system is first trained by manually pointing it to a set of targets in
the desired sequence and the information is then used later by the system to find the targets
again during routine measurements. This requires that the system be well calibrated in
order to ensure that the results obtained are accurate.

2.6 ERROR PROPERTIES OF MEASUREMENTS

A major concern in every survey is closeness of measurements to their true values (i.e., their
accuracy). The accuracy of a survey is limited because of imperfections of the measurement
system (surveyor, instrument, and environment). The difference between a measurement and its
true value can be due to three types of error: blunders (or gross errors), random errors, and
systematic errors. No measurement is exact; a measurement is its best estimate plus the
measurement uncertainty. The measurement uncertainty provides a measure of quality of the
measurement by accounting for both systematic and random errors. This is a measure of how
well one believes one knows the true value of the observable. Uncertainty of measurement is
the doubt that one has about the validity of the outcome of a measurement. A measure of
uncertainty, however, is not intended to account for mistakes and blunders.

2.6.1 Blunders (or Gross Error)

Blunder (or gross error) is a mistake caused by carelessness of the surveyor or by failure of
the measuring equipment. The carelessness of the surveyor may include recording wrong
numbers in the field notes, misreading the numbers on the measuring instrument, adding
numbers incorrectly, and so on. Blunders can be eliminated by a careful checking or
consistently following a self-checking procedure during measurement. All survey
measurements are suspects of mistakes until the measurements have been verified. As a rule,
every measurement should be immediately checked or repeated. Immediate repetition of every
measurement will enable the surveyor to eliminate most mistakes and also to improve the
accuracy of the measurement.

2.6.2 Random and Systematic Errors

Compared with blunders, random and systematic errors are usually very small in magnitude.
The errors cannot be completely eliminated but can be minimized by following careful survey
procedures and by applying appropriate corrections to measurements. There are three main
sources of these errors: people (personal errors due to imperfect sight and touch), instruments
(manufacturing defects, aging of instruments), and nature (temperature, wind, moisture,
magnetic variations, etc.).

A random (also known as accidental or compensating) error is a type of error whose
magnitude and direction are just by accident and are beyond the control of the surveyor. For
instance, when a person reads a tape, they are usually not able to read it perfectly; one time



they may read a value that is too large and the next time they may read a value that is too small.
Since these errors are just as likely to have one sign as the other, they tend to a certain degree
cancel each other or compensate for each other. Because of the imperfections in measurement
systems (people, instruments, and nature), random errors are unavoidable. They cannot be
mathematically modeled, but are known to follow statistical laws of probability, and they can
be controlled, minimized, investigated, and estimated, but never eliminated.

A systematic (or cumulative) error is the type of error that, for constant conditions, remains
the same as to sign and magnitude. For instance, if a steel tape is 0.10 m too short, each time
the tape is used, the same error is made. If the full tape length is used 10 times, the error
accumulates and totals 10 times the error for one measurement. Systematic errors obey
mathematical or physical laws and are predictable, correctable, or avoidable. The systematic
errors must be removed by following some specific observation procedures or using some
mathematical models to calculate appropriate corrections to measurements.

2.7 PRECISION AND ACCURACY INDICATORS

The overall goal of a surveyor is to make measurements that are both precise and accurate. It is
generally known that physical measurements acquired in the process of surveying are correct
only within certain limits because of random and systematic errors. Precision and accuracy of
measurements are related directly to random and systematic errors. The terms precision and
accuracy are commonly used in surveying to mean the same thing, but they are not exactly the
same.

Precision (or apparent accuracy) is the degree of closeness of one measurement to another or
the repeatability of the readings. It increases when random errors decrease and decreases
when the random errors increase; precision is then considered a measure of the amount of
random errors present in the measurement. Precision is related to random errors due to the
centering of equipment used, leveling of the equipment, pointing of telescope, atmospheric
refractions, design of targets, number of repetitions of measurements, skill of observer, survey
techniques, least count of instruments, and so on. Everything affecting random errors, in fact,
will affect precision, since reducing random errors improves precision. Precision has to do
with the method of measurement as well as the expressed value of measurement.

Accuracy refers to the degree of closeness of a measurement to its true value; it is a measure of
the amount of systematic and random errors present in the measurement. Theoretically, true
value of an observable exists, but it cannot be determined exactly from values based on
measurements because of errors and variations in the standards and systems used to measure it.
A standard value or a set of standard values must be available for comparison, for example,
comparing a meter with international meter; comparing sums of angles in plane triangles with
180°; or comparing a value with a value determined by refined methods deemed sufficiently
near the true value to be held as constant (like adjusted elevation of a permanent benchmark). If
stable standards and systems of control are more accurate than what the surveyor can measure,
accuracy will be reduced only to the effects of errors and blunders in measurements. Accuracy



of measurement is determined by calibration of instruments, avoiding or removing blunders (or
mistakes) and by detecting and removing systematic errors caused by the environment or
instrument adjustments. Any procedure that cannot detect systematic error will not fully check
accuracy.

The main steps for estimating accuracy of typical survey observables, such as spatial
distances, horizontal directions and angles, height differences and zenith (or vertical) angles,
are as follows:

1. Understand the procedure to be taken in the data acquisition.
2. Identify all the possible random and systematic error sources.

3. Remove the major parts of the effects of the systematic errors from the raw data by
applying appropriate corrections to them. The residual systematic effects caused by
uncertainty in the determination of the systematic errors are then considered random errors.

4. Compute the total effect of all the random errors and residual systematic errors on the
observable by using the law of random error propagation. If one assumes that the effects of
all the different types of errors on the observable are statistically independent, the variance
of the observable would be equal to the sum of the squares of each individual effect.

From the foregoing, it can be seen that the surveyor can attain accuracy and precision by
exercising care and patience, by using good instruments and procedures, and by applying
appropriate corrections. If systematic errors have been effectively accounted for in survey
measurements, one can safely take precision as being the same as accuracy.

2.8 SYSTEMATIC ERROR AND RANDOM ERROR
PROPAGATION LAWS

2.8.1 Systematic Error Propagation Laws

Consider a quantity z as a function of two quantities (x and y) as expressed by the following
equation:

=[x, y) 2.6
where z is a subject whose systematic error is to be determined, given the systematic errors of

x and y as dx and dy, respectively. The differential change (dz) of z in terms of the differential
changes (dx, dy) of x and y can be derived as follows:

I (x, v iIf(x, y
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dx dy

dz = dy 2.7

Equation (2.7) can be considered the rule for the propagation of systematic errors, where dx
and dy are considered component systematic errors and dz is the propagated systematic error.
Equation (2.7) can be expressed in matrix form:
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where J is the Jacobian matrix which can be given as

J= |F®Y) Hxy) 2.9
- dx dy
The systematic error propagation Equation (2.7) for z expressed as a function of two variables

x and y can be extended for a case of where more than two variables are involved, by
appropriately increasing the terms in Equation (2.7).

2.8.2 Random Error Propagation Laws

Standard deviation s usually serves as a measure of precision of measurements or their
functions affected by random errors; it is calculated as the square root of its variance, s%. The
term covariance with symbol s, is used as a numerical measure of the correlation between
two quantities x and y or between two functions of the quantities. Two measurements may be
correlated if the same instrument is used and there are common sources of errors that could
influence both measuring procedures in a similar way. Standard deviation of a quantity (say x)
is usually so small that its variance (s7,) may be approximated by its squared differential
change (dx), such as

2, = (dv)? 2.10

Similarly, the covariance ($:y or %) of two quantities x and y may be approximated by
products of their differential changes (dx and dy) as:

Sop = [fb.'}{.rf_r] = [:h.}{”r_l_] -

Consider a quantity z as a function of two quantities (x and y) as expressed by Equation (2.6).
Let z now be a subject whose variance s2. is to be determined, given the variance of x as s,
variance of y as s;, and the covariance of x and y as % (or %:). According to the laws of
variance—covariance propagation, the variance s2. can be expressed as follows:

2.12
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where it is assumed that ¥y = 5, . Equation (2.12) is considered as expressing the variance—
covariance (random error) propagation laws. This equation can also be expressed in matrix
form as follows:

g =] R 2.13

where J is the same Jacobian given in Equation (2.8) since we are dealing with the same
Equation (2.6); and €., is the variance—covariance matrix of x and y variables, given as
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with the covariance between x and y being the same in the case of symmetric matrix, that is,

Sy = Syx .

2.8.3 Confidence Regions for One-Dimensional Parameters

The one-dimensional parameters discussed here are the population means (u) of survey data. A
population mean here can also be considered as the adjusted one-dimensional parameters, such
as adjusted elevations of benchmarks, and the adjusted values of survey observables, such as
distances, angles, directions. In creating a confidence region for the population mean, the
sample standard deviation (s) will be considered as a sufficiently good approximation to the
population standard deviation (o), provided the sample is large enough. The often quoted
criterion for the required size of the sample, by the authorities in statistical inferences, is that a
size larger than 30 constitutes a large sample. The population mean (u) can be estimated in two
ways: as point estimate and as interval estimate.

The point estimate of population mean provides a specific value () known as sample mean
as a single estimate of the population mean (i) and stipulates the precision of this estimate at a
certain probability. The uncertainty (or precision) of the estimation of ¥ at a given probability
1 — a (where « is the statistical significance level) depends on the sample size (n). If the
sample size is greater than 30 or the population variance (2) is given, the z-score can be used
to determine the precision of estimate (or what is sometimes known as uncertainty, error bar
or margin of error) at probability 1 — « (for two-tailed case) as follows:

1% — stl1_q = (SE)zgs 2.15

where SE is the standard error or the standard deviation of the error (¥ - ) determined from
its error propagation, which is equivalent to the standard deviation of the mean () or the
standard deviation of the adjusted quantity (5: ) if the least squares adjustment procedure is
used; in the case where the mean (¥ ) is a simple average of n measurements, the standard
error, SE = ¢/4/n for n greater than 30 with a known population standard deviation (o), or

SE = s/+/n if the standard deviation of the population is unknown but the sample standard
deviation (s) is determined; <2 is the critical value of z at probability 1 — a.

The t-statistic is used instead of z-score for a case where the sample size is less than or equal
to 30 and the population standard deviation is unknown. In this case, the precision of estimate
at probability 1 — a can be expressed as

|I: = _,“ | l—a = {HIE-:]-F,”."E_,.][ 2.16

where SE is determined based on whether o or s is known as discussed above, /2.4 is the
critical value of t (in two-tailed case) at probability of 1 — a, and df is the number of degrees
of freedom. The precision of estimate in Equations (2.15) and (2.16) above can be given as

¢ = |x - ul,_,. From Equation (2.15), the probability of |x— x|,_, being less than (SE)z,;; is 1 —



a; similarly, in Equation (2.16), the probability of |¥ — u|,_, being less than (SE)r, ;4 is 1 — a.
For example, from Equation (2.15), the uncertainty of an estimate (having a standard error of
0.005 m) at 99% probability will give z012 = 2.58 (Table II.1 in Appendix II), so that the
uncertainty will become 2.58(0.005 m) or 0.0129 m.

The interval estimate places the population mean (p) within an interval and stipulates a degree
of confidence as a measure of precision of this interval estimate. The interval estimate
immediately reveals the uncertainty associated with the estimation of the population mean (y).
Confidence interval is used to describe the amount of uncertainty associated with a sample
estimate of a population parameter. Confidence intervals are random regions that contain a
statistic with some confidence level (1 — a) or (1 — a) X 100% associated with it so that the
true value of the parameter can be claimed to fall within these intervals. For example, if a =
0.05, the 95% confidence interval is the range of values in which one is 95% confident that the
true value of the mean or difference between the means will fall. Remember that the population
parameters (I, o) are quantities with constant values and they cannot be treated as variables or
statistics, since their values cannot change. To express a confidence interval, one needs three
pieces of information:

e Confidence level (1 — a)
e Sample statistic (¥)

e Precision of estimate (or margin of error) of the statistic given in Equations (2.15) and
(2.16).

The range of confidence interval can then be defined as follows:

Range of confidence interval = Sample statistic £ Precision of estimate 2.17
The precision of estimate (or margin of error) is considered error in confidence interval. The
confidence intervals will be constructed differently depending on whether the sample size (n)
is greater than 30 and if o is known. In the case where n > 30, the following intervals are
obtained:

=Xz (SE),
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where SE is the propagated standard deviation of the mean (%) and <2 value is obtained from
the standard normal distribution curve. In the case where the number of observations or sample
size n < 30, the student's t-distribution value will be used as follows:

=X (SE), 2 g1 2.20

or
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where f./24r value is obtained from the t-distribution table with the degrees of freedom (or
redundancy) df. The t-distribution is similar to normal distribution, except that the degrees of
freedom are now involved.

2.8.4 Confidence Regions for Two-Dimensional Parameters

The two-dimensional parameters referred to in this section are the positions of points in two
dimensions, such as (x, y) coordinates of points. Confidence regions will be constructed for
adjusted (x, y) coordinates of points or the adjusted coordinate differences (Ax, Ay) of pairs of
points. Confidence region is the area within which one has a certain degree of confidence that
the true value of the quantity being determined will lie. The immediate local measure of
accuracy for the adjusted coordinates of a point is the covariance matrix of the adjusted
coordinates for that point. The covariance matrix of the adjusted coordinates p of a point
(using the 2 x 2-block covariance matrix corresponding to the point) can be given as follows:

2.22

where the standard deviations (or precisions) of the adjusted coordinates ¥ and v are $.. and
Sy, respectively; and 5.y and $,. are the covariances between 7 and v . If the a priori variance
factor of unit weight (¢?) is unknown but set equal to 1, a new value (s2) called a posteriori
variance factor of unit weight must be calculated and used to scale the cofactor of the adjusted
coordinates in order to obtain a more realistic covariance matrix of the adjusted coordinates.
Usually, a confidence region indicating the accuracy of horizontal control survey coordinates is
bounded by an ellipse. Standard error ellipses are generalizations of standard deviations.
Confidence error ellipses are the 2D equivalent of the confidence intervals (for 1D cases).
Three quantities (parameters) are required to define an error ellipse: the semi-major axis a,
semi-minor axis b, and the bearing of the semi-major axis 3. A typical error ellipse is shown in

Figure 2.2.



Figure 2.2 A typical error ellipse.

The standard ellipse bounds a confidence region of from 30% to 39%, depending on the
number of degrees of freedom (redundant observations) in the adjustment. There are two types
of error ellipses depending on where the error ellipses are situated: Absolute error ellipses
are usually situated at the station point, thus referring to that given point; relative error ellipses
are situated in between two station points that are connected by observations and the ellipses
refer to the position difference of the two points. An error ellipse can be constructed for a
given point by using the covariance matrix (¢ ) of the adjusted coordinates of the point. If the
cofactor matrix of the point is estimated (and a priori variance factor of unit weight is unknown
or the standard deviations of observations not perfectly known), it must be multiplied by the
estimated variance factor of unit weight (s?) computed in the least squares adjustment. The
parameters of an absolute error ellipse can be computed from the covariance matrix in
Equation (2.22) depending on whether o is known or not. The steps for the computations are
as follows.

e Compute the eigenvalues 4, (maximum value) and 4, (minimum value) from the covariance
matrix C; of the adjusted coordinates of the point (from Equation (2.22)) as follows:

A = ;I}-(.af_! + 52 +2) 2.23
e O ik e 2.24
= 2 Ly VY
where
3 1/2
7= |:I'.: = .H‘E,I ]' + -]-.\fl 2.25
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e In the case where ¢ is known, the parameters of the confidence error ellipse (at 1 — o
confidence level) can be given using 7 ,_,(upper-tail area) distribution with the degrees of



freedom df = 2 and the 2 representing two coordinates (X, y) associated with the point as

follows:
Ao —moos = \/i|j{::ldj-_:{LI|111uI'—li1i| area) 2.26
| —ayroon = \f"'ifi,ur_z{“FF"UT"MH area) 2.27
B = Lil'clun( - *n - ) 2.28
Ay — 55,

where @i-ayio0w, bi—io0w, and g are the semi-major axis, semi-minor axis, and the bearing
of the semi-major axis of the (1 — a)100% confidence error ellipse, respectively. For
example, z2 ,_,(upper-tail area) = 5.99 and 9.21 for a = 0.05 and 0.01 respectively.

e In the case where ¢ is unknown and s? is used in scaling the cofactor of the adjusted

coordinates, the parameters of the confidence error ellipse (at 1 — a confidence level) can
be given as follows:

The Foar,=2.4r,=n—(upper-tail area) distribution is used with the degrees of freedom df; = 2, df,
= n — u, where 2 represents the two coordinates (x, y) associated with the point, n is the

number of observations, and u is the number of unknown parameters (coordinates)
determined in the original adjustment.

Ay —ay100% = 1/2;1]f"mu-l:3_{“-:_:,,._Hl[uppur-lui] area) 2.29
b —ayio0% = \XM:‘F‘};.LII'.:_.m';:u-rrU'I'-'Pﬂ'"li'“ area) 2.30
5 -
f= am:i:trl( - : - ) 2.31
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where @i-ayo0i, bii-wio0w, and g are the semi-major axis, semi-minor axis, and the bearing
of the semi-major axis of the (1 — «)100% confidence error ellipse, respectively.

Relative error ellipses are constructed for coordinate differences (Ax, Ay) between pairs of
stations and are usually drawn at the midpoint of the two stations involved. In this case, the
variance—covariance matrix of the coordinate differences between the two points will be used
to construct the relative error ellipses. For example, the relative error ellipse between two
stations 1 and 2 in Figure 2.3 can be constructed as follows:
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Figure 2.3 Relative error ellipse between points 1 and 2.
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Let the variance—covariance matrix (from the least squares adjustment) for the two stations 1
and 2 be given as follows:

¥
Sy Sqyy Sqr Sy 2.32
]
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For a symmetric matrix, upper diagonal elements are the same as the corresponding lower
diagonal elements, for example, x,y; = %y,5,%y,x,, and so on. The coordinate differences between
the two points 1 (x4, y;) and 2 (x,, y,) can be given as follows:

Ax =x; — X 2.33
Ay =Yy, — ¥ 2.34
By variance—covariance propagation law on Equations (2.33) and (2.34), the relative
covariance matrix (C,;,) for the two points can be given as follows:
Cyp = BC;BT 2.35

where B is the Jacobian of Equations (2.33) and (2.34) with respect to the coordinates of
points 1 (x1, y;) and 2 (x5, y»):

dAx dAx dAx dAx 2.36
x| dy, x4 dy, ] 01 0
B = -
dAy dAy dAy dAy l 0 =1 0 I]
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Using Equations (2.32) and (2.36) in Equation (2.35) gives
) i“ Saxay 2.37
Canz = 4
S AvAx .\'E“

where
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To compute the parameters of the relative error ellipse between points 1 and 2, use the relative
covariance matrix (C,,-) in Equation (2.37) as follows:

Ay = %(xi_l +53, +R) 241
b= (2, + 52, - R) 2.42
( Saxay ) 2.43
# = arctan | - -
Ay — .-.'L
N T K 2.44
R = (H-__"n - ‘\.11') +4"._.11_‘u.l

where 4, and 4, are the maximum and minimum eigenvalues of the relative covariance matrix
Ca1» (here also note that 4, is always greater than 4,); 0 is the bearing of the major semi-axis
of the relative error ellipse. The confidence relative error ellipses can be obtained similarly as
in the case of the absolute error ellipses, by substituting the eigenvalues in the appropriate
equations into Equations (2.26)—(2.31):
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2.9 STATISTICAL TEST OF HYPOTHESES: THE TOOLS
FOR DATA ANALYSIS

The type of hypothesis testing discussed in this section is based on the null hypothesis (Hy)
probability distribution in which it is assumed that H; is true (with an error of judgment of a,

known as significance level). This hypothesis testing does not include a distribution based on
the alternative hypothesis (H,) being true (so that the probability 1 — 3, the power of test, is not

considered).

2.9.1 Observations of One Observable: Test on the Mean

The statistical test of the mean of the observations of one observable is a case in which one has
to decide if a population mean (i) is equal to a known standard value (§ ). In this test, it is
required to find if the sample mean (%) is consistent with the population mean that is assigned
a standard value ( 4 = 4 ). The hypotheses in Table 2.7 can be formulated for one-tailed and
two-tailed tests:

Table 2.7 Formulated Hypotheses
Null Hypothesis Alternative Hypothesis

One-tailed test Hy:pu =46 Hy:pu>d(or Hy:pu <o)

Two-tailed test Hy:pu =4 Hy=u#é

At a selected significance level a and a given sample size n, the decisions in Table 2.8 are
possible.

Table 2.8 Decisions on a Single Population Mean

Decision

One-tailed test Accept Hy if the following are satisfied:

For n <30 : f <fyar (Or > fyar) Or ¥ — pu < (SE), 4

Forn>30:z<z, (or z>2z,)or x— u <(SE)z,
Two-tailed test Accept Hy, if the following are satisfied:

For n <30 : x—1,,8E < pu <x+1,,,SE

or |X— ul < (SE)Mg /24

Forn>30:x-z,,SE<pu<x+z,,SE

or |x—ul < (SE)z, 12

(x):

t=(x—u)/SE
z=(x— u)/SE. The critical values f.4r or z. for one-tailed tests and %.,2.4r or Z.;2 for two-tailed
tests are extracted from the appropriate statistical distribution curves. Remember that if H; is
accepted, it is being accepted against the alternative hypothesis H,. In the case of two-tailed

In Table 2.8, SE is the propagated standard deviation of the mean and



tests, if ¥ is significantly less than p, we must accept Hy.

2.9.2 Observations of Two Observables: Test on the Difference of
Their Means

The statistical test of the difference of the means of observations from two observables is a
case in which one is trying to decide if two population means (#; and #:) for two observables
are equal. For example, if two survey crews independently determined the elevation of a
benchmark (as ¥, and ¥,) based on their leveling run from different starting points and along
different routes, one may want to decide if ¥, and ¥, are statistically equal or they are from the
same population, that is, #; and #. are equal. The hypotheses can be formulated as follows:

One-tailed test: Hy:puy=p, versus Hylpu # 15 2.45

Two-tailed test: Hy @ py—p; =0 versus H, =pu, — o #0 2.46
For this test, the t-statistic is used if the sample sizes n; or < n, <30 and z-score used when the

sample sizes nq, n, > 30. The decisions in Table 2.9 can be made according to the above
hypotheses.

Table 2.9 Decisions on the Difference Between Two Population Means

Decision

One-tailed test Accept Hy if the following are satisfied:
Fornyor n, <30 :r<1, (ort>1,)
or xX; —Xx; < (SEX, 4
Forny, n,>30:z<z, (orz>g,)
or x; —x, < (SE)z,
Two-tailed test Accept Hy, if the following are satisfied:
For ny or n; £30 1 (X} —X%) = 1,5SE <0 < (X} —%;) +1,,SE
or [, — x| < (SE), 24
For ny, m > 30 1 (&) —X) —2,pSE <0 < (¥} —X;) +2,,SE
or |X; —x;| < (SE)z,

In Table 2.9, the standard error (SE) is propagated from the difference (¥, — ;) using the
corresponding variances and covariances of the two means (¥,.%,) and following the variance—
covariance propagation laws (refer to Section 2.8.2); the t-statistic and the z-score are
determined from the following equations:
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Considering the two-tailed test further, it can be shown from Equations (2.47) and (2.48) that
the expected critical value of the difference between the two sample means at (1 — «)
confidence level will be

.l'| —.T:l — {f’“‘.‘]i’ {2 df

ofd

N9
N=}

or

%, — %, = (SE)z

Ty f2

N9
=}

where the standard error (SE) is propagated from the difference (¥, — ;) using the
corresponding variances and covariances of the two means (%,.%,) following the variance—
covariance propagation laws (refer to Section 2.8.2).

There is a common relationship between the -2 critical values from the normal distribution
curve and the Chi-square (+? ,_, (upper-tail area)) critical values for one-dimensional cases

(upper-tail areas) from the Chi-square distribution curve, which can be expressed as follows:

1

| £
N9
[y

g = 2.51
where df is the number of degrees of freedom, df = 1 for one-dimensional cases and « is the
level of significance (for upper-tail areas). If Equation (2.51) is substituted into Equation
(2.50), the following expression can be used to test if the difference between two parameters
(¥, —¥,) is significantly different from zero value:

N

X, =X%,| = {SEJ\/giLH._II[Llppcr-luil area) 2.52



Example 2.1

The line between two survey markers P and Q was measured repeatedly by survey crew A
and the adjusted distance obtained was 1500.030 m; survey crew B obtained the adjusted
distance for the same line as 1500.042. If the standard error of the adjusted distance by
each crew is 4 mm (considered well known), determine if the expected critical value of
the difference in the two distances has exceeded at 80% confidence level. Based on your
result, are the two distances significantly different at 80% confidence level?

Solution

Difference in measurements, [¥, —xg||x, — X3 = 1500.042 — 1500.030 (or 12mm)
By the error propagation of the difference, SE = 4mm+/2 (or 5.66 mm)
Significance level: a = 0.20

Using Equation (2.50), if ¥4 — | < (SE)z, . is satisfied, then the distances are not
significantly different at 80% confidence level.

Since the standard deviations are considered well known, z-score will be used:
zoz = 128 (two-tailed test)

From Equation (2.50), is 12mm < 5.66(1.28)? or is 12mm < 7.2mm? Since this
condition is not satisfied, the two distances are significantly different at 80%
confidence level.

S

2.9.3 Observations of One Observable: Test on the Variance

The statistical test on the variance of the observations of one observable is a case in which one

is to decide if the sample standard deviation (s) compares with the published precision (or
population standard deviation) o. The hypotheses can be formulated as follows:

One-tailed test: H,:s* <o° versus H,:s*>o° 2.53

Two-tailed test: Hy:s°=0" versus H,:s* #o° 2.54

The test statistic for this type of test is the y* statistic (or Chi-square statistic) given as

N9

. fdj‘}‘;':
x°
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If 42 o 21war Xapnar @nd 27, 4 (with df as the degrees of freedom) are the critical values

from the Chi-square distribution curve (upper area type), the decisions given in Table 2.10 can
be made with regard to the above hypotheses.

Table 2.10 Decisions on a Population Variance

Decision

One-tailed test Accept Hy if the following are satisfied:
rr<xag(or ¥out i)

X .J._lu o’

df

or

5 <

Two-tailed test Accept Hy, if the following is satisfied:
}.‘; < Il < X:

‘- _ Af{upper area) — Af(upper area)

Considering the one-tailed test (in Table 2.10) further; it can be shown from Equation (2.55)
that the expected critical value of the sample standard deviation at (1 — «) confidence level
will be

N9
[=p}

where s, is the critical standard deviation. Usually, the sample standard deviation must be less
than or equal to this critical standard deviation in order to accept that the sample standard
deviation (s) compares with the published value (o) according to the one-tailed hypothesis test
formulated earlier. In this type of problem, the one-tailed test seems to be more reasonable than
the two-tailed test since having a smaller standard deviation (s) than the published one (o) is
usually not critical.



Example 2.2

The standard deviation of measuring a 1000.000-m-long baseline with the Leica TPS
1203 equipment is 1.8 mm (according to the manufacturer's specification). After
calibrating the equipment on the baseline, the calculated standard deviation is 2.5 mm
based on 15 measurements of the baseline. Determine, statistically at 95% confidence
level, if the equipment is performing according to the manufacturer's specification.

Solution
g=18mm;s=25mm;ax =0.05df =15-1
H; : s < 1.8°mm?  versus H, : 52 > 1.8° mm?
X di=14a=005 = 23.685

+

A e 14 o) (15 ¥ 3
di |-1.-.r 005 s<18 | 23.685
di V14

2.5mm < 2.34mm

Since 2.5 mm is not less than or equal to 2.3 mm, we are 95% certain that the
equipment is not performing according to the manufacturer's specification.

(. /

2.9.4 Observations of Two Observables: Comparison of Their
Standard Deviations

Comparison of standard deviations of observations of two observables deals with testing if
two experimental standard deviations, s; and s,, for the two observables as determined from

their different samples of measurements belong to the same population (o) at the confidence
level 1 — a. The two samples will be considered different if (1) the samples are collected
using the same instrument but different observers, (2) the samples are collected using different
instruments with the same observer, or (3) the samples are collected at different times using the
same instrument with the same observer. The statistical tests can be expressed as follows:

H,: rrf = ﬁ_f H, :rrf # a_f 2.57

The corresponding H: o7 = o; is not rejected if the following condition is satisfied:

N9
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- ~ / . \
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where the smaller of the two variances is used as the numerator in Equation (2.58); df; and df,
are the degrees of freedom for determining s; and s,, respectively; and

Fi_ap2.ar, ar,(upper-tail area) and 2 gy, ar, (upper-tail area) are the Fisher distribution values that can
be extracted from the F-distribution curve for o being the upper-tail area of the F-distribution
curve. Note that it is assumed in Equation (2.58) that s; is smaller than s,, otherwise, they
should be switched around and also their corresponding degrees of freedom. Generally,

1/ fh:r;:l:..flij ;E;:[_:I}:;j“:.l:; g . taking note of the flipping around of the degrees of freedom in
the denominator as well as the change in the significance level.

2.10 NEED FOR EQUIPMENT CALIBRATION AND
TESTING

Calibration is the process of establishing the accuracy performance of an instrument within
some stated and limited criteria. It is the act of checking or adjusting by comparison with a
standard or reference, the accuracy of a measuring instrument. It involves comparing the output
of an instrument being tested with a known standard in order to determine some conversion
factor or a constant (both systematic and random effects) that can be applied to the instrument
output to make the output more accurate. The manufacturer's claimed accuracies of instruments,
however, usually represent in general the average situations and may be significantly different
from the actual situations under which observations are being made, hence the need to
independently estimate accuracies of measurements. The calibration procedures to be adopted
must conform to an acceptable standard and be within statistically stated rules in order for the
results to be valid. A standard or a reference in this case can be taken as an instrument or a
method that will measure more accurately and precisely the desired quantity than the measuring
instrument itself. For an example, a laser interferometer can measure more accurate distances
(relative displacements) than an EDM does, so it is considered a standard or a reference
instrument for calibrating the EDM.

Testing is a simpler process used to find out if the instrument is performing according to the
manufacturer's specification. This process will not require comparison with a set of standards;
it simply determines the random component of the accuracy measure (i.e., the precision that can
be expected under similar conditions of testing). Testing procedures usually exclude the
influences of external factors such as atmosphere, targeting devices, or observers. If the
specification claimed by the manufacturer is not satisfied, then it may be possible to calibrate
the instrument so that it does. Usually, instruments are calibrated less often than they are field
tested; calibration is done by the manufacturer or by the accredited calibration laboratory,
while testing is done by the instrument users.

Calibration and testing of precision instruments are important in investigating if the precision
in use of the measuring equipment is appropriate for the intended survey project. A priori
knowledge of accuracies of proposed observations in the project is needed at the design stage
in order to understand how the project and the final results are to be affected by both the



instruments and the environment. Note that precision is used as a measure of accuracy and
standard deviation is the expected precision of one measurement based on the use of the given
procedure. To arrive at a reliable standard deviation for a measurement, a test must be done,
using several repetitions (about 15 or 20) of a measurement, simulating the field conditions to
be used later.

Before calibrating and testing the measuring equipment, the equipment must be in known and
acceptable states of permanent adjustment as specified by the manufacturer, and the equipment
must be used with recommended supporting equipment. It should also be noted that results of
tests are influenced by meteorological conditions, especially by the gradient of temperature.
An overcast sky and low wind speed will guarantee the most favorable weather conditions.
Notes should also be taken of the actual weather conditions at the time of measurement and the
type of surface above which the measurements are made. Laboratory tests will be most
preferred since such tests are almost unaffected by atmospheric influences but are too costly
and are not practicable for most users. Laboratory tests also yield precisions that are much
higher than those that can be obtained under field conditions.

In Chapters 4-6, the field procedures for determining and evaluating the accuracy (precision)
of survey equipment when used in surveying measurements will be specified. Rigorous
procedures for testing distance measuring equipment (EDM or total station instruments),
direction and angle measuring equipment (precision theodolites), elevation difference
measuring equipment (precision levels), and the GPS survey equipment are considered in those
chapters. The procedures adopted in these chapters are to create awareness of the existence of
the internationally accepted standards, such as the International Organization for
Standardization (ISO) standards and the German Deutsches Institut fiir Normung (DIN)
standards.

The ISO and DIN standards specify field procedures to be followed each time the achievable
precision (or accuracy) for a given surveying instrument used together with its supporting
equipment (tripod, staffs, etc.) has to be determined. These procedures, which are not to
discredit the equipment manufacturers' quoted precisions for their equipment, are to help the
surveyor investigate if the precision given by the measuring equipment is appropriate for the
intended project. Moreover, the procedures are to provide a means of associating precision
(accuracy) to different survey equipment and in the process help in classifying equipment, such
as 5"- and 3"-instruments. With this, the surveyor is able to know those instruments that are in
the same category and those that are not.

A number of recommendations concerning the needs for calibration and testing of survey
equipment have been made (Becker, 2002) to partners (surveyors, survey institutions, etc.) that
are responsible for maintenance and quality specifications of survey instruments. The
recommendations to the surveyors include the following (Becker, 2002):

e Always require a calibration document from the manufacturer at the delivery of equipment.

e Be familiar with the equipment and read the technical documents in order to understand the
possibilities and limitations of the equipment.



¢ Follow the manufacturer instructions for proper handling of the equipment.

e Check the instrument performance regularly for its repeatability and suitability.

e Monitor continuously the instrument health in a logbook from the time of its delivery.
e Check before each project the functionality and suitability of the equipment.

e Use appropriate equipment for each specific work type.

e Report all changes, weaknesses, errors, and so on to the manufacturer, owner and other
users, of the equipment.

It can be generally understood from the above list that it is important that surveyors be familiar
with the ISO standards and their procedures in order to determine the precision of their
measuring system and to monitor the health of their equipment. Some of the recommendations
(Becker, 2002) to the surveyor training institutions are as follows:

e Test all new and current equipment.
e Report about the possibilities, limitations, and weaknesses of equipment to all partners.

e Report also about how to operate and how to minimize the error budget when using
different equipment (i.e., the best use practice).

¢ Ensure that the students are trained to carry out routine checks and calibrations in
accordance with existing standards and regulations.

e Make the students aware about the error sources and their minimization.
e Spread the importance of guidelines, standards, and so on.
e Collaborate with users, manufacturers, and ISO to upgrade guidelines and standards.

The recommendations go further to encourage students to be more involved in the
standardization work in order to better understand the needs for standards, maintenance, and
calibration of instruments. The overall interest in error testing, however, seems to be relatively
low among surveying professionals. A surveyor needs to have very good understanding of how
errors are investigated through calibration and testing. Assumptions, or manufacturers'
statements as to precision, can be considerably far from reality, and the geometry and
atmospheric conditions of the survey affect the errors much more than many realize. Depending
on how the instrument is used, the measurement accuracy may be higher or lower than the
specified value. The ISO or DIN accuracy (or precision) values indicated for instruments
should, therefore, be used with caution.



Chapter 3
Standards and Specifications For Precision Surveys

Objectives
After studying this chapter, you should be able to

1. Explain various standards available for geomatics projects
2. Discuss accuracy standards and specifications for precision surveys

3. Explain how the concepts of confidence regions are applied in accuracy standards and
survey specifications

4. Interpret the common standards used in conventional horizontal control surveys

5. Interpret the common standards used in conventional vertical control surveys

6. Apply various standards to geomatics projects

7. Determine network and local accuracy values and use them to classify geomatics
projects

8. Discuss and apply the various specifications for precision leveling and GPS surveys

9. Discuss the differences between quality assurance (QA) and quality control (QC) as
applied in geomatics

10. Develop QA/QC checklists for some geomatics projects

3.1 INTRODUCTION

Standards are limits, requirements, or rules approved as minimum acceptable benchmarks or a
list of technical specifications describing the important characteristics (the quality) of a
service or a deliverable. If a service or a deliverable satisfies the given standards, the service
or the deliverable will be said to have quality according to the standards. In this case, the
quality of any work is defined by some standards that are ideally dependent on the generally
accepted characteristics of the work. According to the American Congress on Surveying and
Mapping (ACSM), four types of standards can be identified as (ACSM, 2002) precision
standards, accuracy standards, content standards, and performance standards. They are
discussed in the following sections.

3.1.1 Precision Standards

In order to understand what precision standards are, the concept of precision must be
understood first. Precision is the level of closeness of agreement of a set of measurement



results of the same observable among themselves. It can also be referred to as the repeatability
or reproducibility of the measurement results of the observable. Repeatability of results of
measurements is defined as precision of measurement results in which repeated measurements
of the same observable are made over very short time intervals under the same conditions such
as same measurement procedure, observer, measuring instrument, location, and environment.

Reproducibility of results of measurements is the same as repeatability of results of
measurements except that measurements of the same observable are repeated over long time
intervals at different conditions, such as different measurement principle, method, observer,
location, or environment. With regard to the meanings of precision and standards, precision
standards can be defined as approved limits with which precisions of measurement results can
be compared for conformance. Quality of instrument operation or the degree of perfection in
instrument and the method used in making measurements are determined by using the precision
standards. The allowable discrepancy between independent forward and backward leveling
runs between benchmarks for the vertical control surveys in Canada and in the United States
(discussed in Section 3.3) can be taken as an example of precision standards.

3.1.2 Accuracy Standards

Understanding what accuracy standards are starts with the understanding of what accuracy is.
Accuracy of measurement refers to closeness of mean of measurement results to the true value
and the degree of agreement within individual measurement results. This is a measure of
combined effect of systematic and random errors in a measurement. A measurement that is
affected only by random errors is considered accurate to within the precision of the
measurement. If systematic errors are present in the measurement, the accuracy of the
measurement cannot be based on the precision alone, but on the combined effects of systematic
errors and the precision. In determining the accuracy of measurements, however, the focus is
usually on identifying and eliminating systematic errors since precision is random in nature and
cannot be eliminated but can only be minimized.

With regard to the meanings of accuracy and standards, accuracy standards can be defined as
accepted values (considered to be close to their true values) with which measurement results
can be compared for conformance or the maximum acceptable uncertainties in a result. They
are a measure of quality of end results. Accuracy standard describes the standard for
classifying results; in this case, accuracy can be seen as closeness of an estimated or measured
value to an accuracy standard. Accuracy of a survey, for example, cannot be determined solely
from measurements; a standard value or set of standard values must be available as a reference
for comparison somewhere during the accuracy determination. A reference for comparison, for
example, could be 180° for the sum of angles in a triangle, the internationally accepted
standard unit values for the conventional unit of measurements, a value determined by refined
methods and deemed sufficiently near the ideal or true value to be held constant as reference
for other similar determination, and so on.

The main component of accuracy standard is the positional accuracy, which deals with how
closely the coordinate descriptions of features compare with their actual location. Typical



standards based on positional accuracy are standards for geodetic control networks for
determining the quality of geodetically surveyed points (discussed in Sections 3.3.2 and 3.4.3)
and those designed to allow users of maps and geospatial data to determine if their maps or
data are suitable for use, such as National Map Accuracy Standards (NMAS), the American
Society for Photogrammetry and Remote Sensing (ASPRS) standard and the National Standard
for Spatial Data Accuracy (NSSDA) (discussed in Section 3.6). Other example of accuracy
standards is the accuracy standards for vertical control in the United States in which the order
of accuracy is determined by using the standard deviations from least squares processes of
elevation differences between directly connected points (discussed in Section 3.3). Generally,
the standards for geodetic control networks are to provide common methodology for
determining and reporting the positional accuracy for all geodetic control points represented
by permanent monuments (FGDC, 1998a). With the standards, the accuracy of coordinate
values of some points determined from GPS surveys, for example, can be compared with the
accuracy of coordinate values of corresponding points based on conventional terrestrial survey
methods.

3.1.3 Content Standards

Content standards specify the amount of features to be measured and represented on a
deliverable and describe issues with attribute accuracy, extent to which geometric problems
and drafting inconsistencies are taken care of, sources of data and data processing steps, and
completeness of data representation.

3.1.4 Performance Standards

Performance standards specify steps to follow in a survey operation, which may go beyond
purely technical operations of the survey. They define the levels of performance to be made
available to clients and cover issues, which include accuracy standards and precision
standards.

3.1.5 General Comparison of Standards

Precision and accuracy standards deal with quality in technical ways, which are more
meaningful to practitioners. Content and performance standards deal with steps to be taken in
order to complete a project by establishing the scope of work for both the practitioner and the
client. These standards are conceptual in nature and are of more interest to clients who see
them as being less complex than the technical standards. In general, all the standards present
the specific requirements and basic characteristics of an acceptable quality system. In order to
help meet the requirements of the standards, some accepted technical specifications and
guidelines are usually designed to provide survey options, methods, procedures, tolerance
limits, equipment, technologies, and so on to be used in order to be able to achieve the given
standards.

3.1.6 Standards and Specifications



Specifications or survey specifications describe the field operations and procedures required
in order to attain a particular accuracy standard. They prescribe precision and allowable
tolerances for data collection, appropriate network geometry, field procedures,
instrumentation, calibration procedures, office procedures, monumentation, and description of
survey points. Specifications are not substitutes for instrument manuals that give recommended
field operations and procedures for achieving the specified accuracy of the instrument. Before
an instrument is chosen for any survey, one must be sure that the instrument will meet the
precision requirements of the specifications. Accuracy specifications will be considered a
means of quantifying and documenting accuracy. Some of the advantages of specifications can
be summarized as follows:

e They help the surveyor in understanding the techniques to be used for a particular project.

e They provide an outline of the practices and standards of how work is to be carried out and
how it is to be presented.

e They help the surveyor in managing the client expectations; the surveyor is then able to
focus on what a client actually needs.

e They help the surveyor to be accountable with regard to the survey process.

There are international standards, which can be considered as specifications or guidelines for
field procedures, such as International Organization for Standardization (ISO) standards (e.g.,
ISO 17123 standards) and the German Deutsches Institut fiir Normung (DIN) standards (e.g.,
DIN 18723). The ISO 17123 standards specify field procedures to be adopted when
determining and evaluating the precision of geodetic instruments and their ancillary equipment
when used in surveying measurements. This type of standard provides standard deviation that
is repeatable for particular equipment for the specified measuring procedure. The procedures
constitute the first step in the process of evaluating the accuracy of a surveying instrument. The
ISO standards, for example, make it possible to compare the achievable precision of different
instruments or the precision of one instrument at different times.

3.2 STANDARDS AND THE CONCEPT OF CONFIDENCE
REGIONS

The use of standards requires a fundamental understanding of statistics and adjustments, while
specifications are based on considerable practical experience. The precision and accuracy
standards are based on the concepts of standard deviation and confidence region estimation.
Confidence region is a region where one has a specified level of confidence (e.g., 95%
confidence) that a true value of quantity being estimated will lie. For example, a 95%
confidence region about an adjusted point is a region within which the probability is 0.95 that
the true coordinate position (vertical or horizontal) of the point lies relative to the selected
point (or group of points) used as datum in the survey network. The concept of confidence
regions is used for control survey specifications in Canada.

Generally, for classifying survey projects, 95% confidence region (or « = 0.05) is used for



specifications. For example, in a loop traverse survey, 95% confidence region may be
computed for the unclosed traverse to check the actual misclosure against what is expected for
that level of confidence. If the 95% confidence region does not enclose the starting position,
then there is a probability that either blunder or bias or both may exist in the measurements. If
such a blunder or bias is indicated to exist and an investigation cannot disclose and correct the
error, there will be a need to do the survey all over again.

The application of the concept of confidence regions in surveying can be summarized as
follows:

1. Vertical control surveys specifications in Canada require that uncertainty of the
discrepancy between independent forward and backward leveling runs between survey
benchmarks at 95% confidence level be used to assess the leveling runs. The formula for
estimating this uncertainty value (€y.9s) is given in Equation (2.15), where SE is the
propagated standard error of the discrepancy and z-value at 95% probability (two-tailed)
is obtained from the standard normal distribution curve. Equation (2.16) can also be used
depending on the situations surrounding the field measurements.

2. Horizontal control surveys specifications in Canada require that 95% confidence region
be used as the basic criterion for assessing the accuracy of horizontal control. In this case,
the related observations are statistically assumed to be normally distributed and the
confidence region indicating the accuracy of horizontal control survey coordinates is
bounded by a 95% relative confidence error ellipse discussed in Equations (2.41)—(2.44).

3. The following should be considered with regard to constructing any type of confidence
regions for horizontal control surveys:

a. In the case of minimal constraint adjustment (where only one station is fixed), if
good estimates of standard deviations of observations are available, the a priori
variance factor of unit weight (¢2 = 1) should be used in determining the variance—
covariance matrix of the adjusted coordinates and the Chi-square statistics should be
used in Equations (2.26) and (2.27) in order to determine the confidence ellipses.

b. In the case of overconstrained adjustment (where more than one station is fixed), if
good estimates of standard deviations of observations are available, the a posteriori
(or computed) variance factor of unit weight (s2) should be used in determining the
variance—covariance matrix of the adjusted coordinates and the Chi-square statistics
should be used in Equations (2.26) and (2.27) in order to determine the confidence
ellipses.

c. In the case of minimal constraint or overconstrained adjustment, if good estimates
of standard deviations of observations are not available, the a posteriori (or
computed) variance factor of unit weight (s?) should be used in determining the
variance—covariance matrix of the adjusted coordinates and the F-statistics should be
used in Equations (2.29) and (2.30) in order to determine the confidence ellipses.



3.3 STANDARDS FOR TRADITIONAL VERTICAL
CONTROL SURVEYS

3.3.1 Accuracy Measure of Vertical Control Surveys

The inherent precision of differential (or spirit) leveling has made it the most commonly used
geodetic measurement system in vertical control surveys. The measurement system can reliably
be designed to enhance the precision of height determination of survey points, considering the
sources of systematic and random errors and minimizing or eliminating their effects. The
majority of the field specifications and instrumental requirements in differential leveling are to
eliminate or minimize possible systematic errors; and the statistically independent random
errors associated with the leveling procedures are generally controlled through redundant
measurements and randomization procedures. The concepts of accuracy measure of vertical
control surveys can be summarized as follows:

1. The accuracy of leveling a line of length L (km) is influenced by random and systematic
errors of measurements. Generally, the influence of systematic errors is much smaller than
that of random errors if leveling lines do not exceed a few kilometers and if leveling
specifications are followed in field measurements. The effect of systematic errors (o) in L
(km) of leveling accumulates as follows (Bomford, 1980):

3.10= rrmf,

where 7y is the systematic error accumulating in proportion to length L (km). The effect of
random errors (0) in L (km) of leveling accumulates as follows (Bomford, 1980):

0 = Opy UII Q

where 7, is the random error accumulating over 1 km of leveling (the standard deviation
of elevation difference over 1 km). The accumulation of the total errors may also be
proportional to the number (n) of setups or time spent on the work. According to Bomford
(1980), these quantities are both roughly proportional to length L. It is the recognition of
the potentially large error contribution from systematic effects that has dictated many of the
procedural requirements specified for geodetic leveling, as listed in Section 3.3.2. The
total systematic and random errors in leveling a line of L (km) is given (Bomford, 1980) as

Total = fﬂ"l}'!': & I'dﬁr_\.:rn";'}I'lll: 3.3

2. According to Bomford (1980), the effect of random errors (Equation (3.2))
predominates for a short distance (about 1-5 km) of leveling, while the effect of systematic
errors (Equation (3.1)) predominates over a long distance (greater than 5 km) of leveling.
Over a short distance of leveling, Equation (3.2) can be considered the standard deviation
of the difference in elevation between the benchmarks in a single-run section (assuming
the systematic error effects are minimized). The main sources of random errors are due to
centering the spirit level, reading the leveling rods, and variations in refractions.



3. If the leveling is run round a loop of length L (km), Equation (3.2) can be considered as
representing the standard deviation of the loop closure. From Equations (3.2) and (2.15),

the loop closure, which is the precision of estimate at 95% confidence level for one-way
leveling in a loop of length L (km), can be given as follows:

|ﬁ'|-.|-.||'| = ﬁmn VI x ] .g'ﬁ M

where the standard error (SE) of the discrepancy is expressed by Equation (3.2) and the
standard normal distribution value at 95% confidence level (Z:=00s/2) is 1.96.

4. If one levels between two benchmarks separated by L (km) (once forward (F) and once
backward (B)), the standard deviation of the discrepancy (A = F — B) between forward (F)
and backward (B) leveling runs can be determined. Assuming the error in forward and
backward leveling is each expressed by Equation (3.2) and using variance—covariance
propagation laws on the discrepancy, the propagated standard deviation for the
discrepancy over the line of length L (km) can be given as follows:

Op = \/E X O ran "f}_ 3;5

From Equations (3.5) and (2.50), the maximum discrepancy or the section closure (A.cion)
between two leveling runs over the line of length L (km) can be given as

ﬂl\-.--.'li'.m = ‘I""E X Oran V/EX 1.96 ﬁ

where the standard error (SE) of the discrepancy is expressed by Equation (3.5) and

Za=005/2 = 1.96,

5. The accuracy specifications for vertical control in Canada and in the United States are
given (NRC, 1978; Blachut et al., 1979) in Table 3.1, where L (km) is the approximate
distance between benchmark positions measured along the leveling route. (Note: L is one-
way distance in a section or the distance round the loop in the case of a loop.) The table
provides the maximum discrepancies of leveling for different orders. In each order, the
choice of value for 7., and the spacing L (km) will vary in order to maintain fairly
consistent expected maximum discrepancy in all orders. In this case, if the value for o, is
reduced, then the spacing between the benchmarks in that order must be increased. On this
basis, higher order benchmarks have greater separation than lower order ones; in the same
way, the higher order leveling requires higher precision than its lower order counterpart.



Table 3.1 Accuracy Specifications for Vertical Control in Canada and the United States

Order of Order of Allowable Discrepancy between Independent Forward
Accuracy Accuracy and Backward Leveling Runs between Benchmarks
(Canada) (USA)
Special order First-order,  +3mmy/L
Class I
First order First-order,  +4mmy/L
Class I
Second order Second- iHmm\/E (USA ClassI: + ll’nnm\,fI)
order, Class
II
Third order ilJmm\/r’_. (Lffi.f-‘k third order + Ilmmﬁj
Fourth order +120mmy/L

6. The precision of the vertical distances between points depends on the spacing between
the points. According to Blachut et al. (1979), the common separations between
benchmarks are as follows:

e First-order control points are spaced 2—4 km (with an average of 3 km).
e Second-order control points are spaced 0.5-1 km (with an average of 0.75 km).

e Third-order control points are spaced 0.1-0.3 km (with an average of 0.2 km). For
example, the third-order benchmarks are spaced at 200-m intervals in the core city and
at 500-m intervals in suburban areas.

For example, given (Table 3.1) the specification for first-order vertical control as
+4mm+/L , where L = 3 km, the maximum discrepancy expected will be 6.9 mm; and for
second-order vertical control, the specification is +8mm+/ , where L = 0.75 km, the
maximum discrepancy expected will be 6.9 mm. It can be seen that the precisions of
leveling runs in the first-order and second-order surveys are different and the separations
between the corresponding benchmarks are correspondingly varied in order to maintain
consistent maximum discrepancy in leveling.

7. With regard to step 6, A, = 6.9mm between two first-order benchmarks having an
average separation of L = 3 km; if we use these values in Equation (3.6) and solve for o,
we will have o, = I.44mm/km. Similarly, A,..,, = 6.9mm between two second-order

benchmarks having an average separation of L = 0.75 km; if we use these values in
Equation (3.6) and solve for ..., we will have o, = 2.87mm/km. These results are
consistent with the general conclusion (Blachut et al., 1979) that the accuracies of higher
order networks are usually at least twice as high as that of lower order networks. From
this, it can be seen that by leveling over a 1 km section, the standard deviation of second-
order leveling will be two times as high as that of first-order leveling. Similarly, it is



likely that the third order will be about four times as high as the first order, and so on.

8. Generally, it can be stated that there are more accumulated errors in lower order
benchmark elevations than in higher order benchmark elevations; this means that the lower
order benchmark elevations are less accurate than the higher order benchmark elevations,
in absolute term. The precision of the vertical distances between the third-order
benchmarks will be due to three sources: the leveling errors of the third-order network
itself, errors due to the second-order network, and errors due to the first-order network.

3.3.2 Specifications and Guidelines for Vertical Control Surveys

Specifications for leveling are based on the different orders of vertical control, which are
defined in terms of the allowable discrepancy between independent forward and backward
leveling runs between benchmarks (refer to Table 3.1). Special-order leveling surveys are the
most precise type and are usually conducted for monitoring earth movement. Fourth-order
surveys are the lowest order type, which are conducted to support construction works. If
recommended procedures and equipment are used in each survey type, it is expected that the
above-specified allowable discrepancies will not exceed in approximately 95% of the
sections over the course of a level line. Those sections exceeding the allowable discrepancy
must be releveled. If loop misclosures are to be used, the allowable discrepancy is not to be
exceeded by taking L (km) as the length along the level route around the loop. In this case,
long, narrow loops should be avoided in order to maintain the specified accuracy.

Note that the discrepancy between the forward and backward leveling runs will not detect
systematic errors that remain the same in the forward and backward leveling runs; the
classifications in Table 3.1 cannot be referred to as accuracy standards, but as part of field
specifications. They are specifications since achieving these values alone does not actually
guarantee the accuracy of the job except all of the other field specifications stated in the
following list are satisfied. For example, it is possible to achieve the numerical value
specified for a special-order job by using an inappropriate field procedure (e.g., using wooden
staff, engineer levels, and observing readings below 0.5 m on the rod); however, it is obvious
that the value so obtained is not a confirmation that the job has been precisely done. There is
obviously no attempt in this type of procedure to remove possible systematic errors and to
minimize random errors, making the job unacceptable for the special order even though the
value for the order is achieved.

Some of the typical specifications for the differential leveling field procedures, which must be
followed together with the specifications in Table 3.1, are discussed as follows. The emphasis
is being placed on the special-order and the first-order geodetic leveling runs since they
require the highest possible level of care. To achieve the standards of accuracy set out for the
special-order and the first-order leveling runs in Table 3.1, the following procedures are
recommended (NRC, 1978):

1. Level each section once forward and once backward independently using different
instrument men, and if possible, different instruments under different weather conditions
and at different times of the day. This is referred to as double-run leveling procedure.



Redundancy is introduced through double running and through the use of double-scale rods,
making measurements more precise and blunder free. Since the procedure forward is about
the same as that of backward, the random error is reasonably assumed to accumulate about
the same way in forward and backward. If the forward and backward runs are done on
alternate days, there are possibilities that random effects of refraction, movement of tripod
during setups, and gradual movement of turning pins/plates between setups might be
minimized.

2. After a section is double run, check that the elevation differences from the two runs
agree within the allowable discrepancies specified in Table 3.1. This process of checking
for the agreement is usually referred to as “closing the section”. Each leveling section will
be complete if the agreement is achieved. Otherwise, the section must be releveled. It
should be mentioned that the misclosures between the forward and backward runs in
double-run leveling provides a measure of systematic errors, but does not provide any
direct insight into the source of the errors. Significant misclosures may be due to blunders
or the occurrence of crustal deformation during the completion of a run, so that misclosures
alone cannot be taken as the overall indicator of systematic errors in leveling,

3. The following rejection steps should be carried out if the allowable discrepancy is not
satisfied in step 2 . Note that this rejection test is not a substitute for the overall test to
check the compliance with the allowable discrepancy specified in Table 3.1. This test is
only an intermediate test for deciding which of the forward and the backward leveling runs
to be used for the final compliance test with regard to Table 3.1:

i. After three or more runs of a section, check agreement again.

ii. Compute the mean (¥ ) of all the runs (disregarding signs) including those that have
been rejected previously.

iii. Compute the differences between the mean and each running, (x - ¥).

iv. Perform the following leveling rejection test:
lx—x| = 3.7"mnw’? (For special order) 3.7

— ||li_ - -
|x =X| > 4.7mmVL (For first order) 3.8

v. Remove the one that fails the rejection test and compute new mean, excluding the
failed one and performing the test again.

vi. After all have been tested, if there are at least two forward runs and two backward
runs passing the rejection test (even though there is no check between the forward
running and backward running), the releveled section is said to be complete.

vii. If only two forward runs and no backward run passed, rerun the leveling for the
section; include the new section run with all of the previous runs (including those
previously rejected) and start the test from step (ii).



viii. Some runs rejected previously may now pass after the number of runs has
increased; this is acceptable since the mean of sample has also improved.

4. The mean elevation difference for forward ( A/4;) and backward (A#;,) runs between two
benchmarks are given as follows (while retaining their negative or positive signs):

Al — Al
3.9 Mean = —

5. All sections must have an even number of setups. This is to cancel out the effect of the
zero-point offsets of two leveling staffs used.

6. Difference between backsight (BS) and foresight (FS) distances at each setup and their
total for each section must not exceed 5 m for special order or 10 m for first order. This is
to minimize the effects of collimation error of leveling instrument, collimation change due
to refocusing of telescope, and the refraction effects.

7. Alternate readings of backsight and foresight at successive setups must be adopted, for
example, backsight—foresight, foresight—backsight, backsight—foresight, and so on. This
will minimize the effects due to the sinking of instrument/tripods between measurements.

8. Maximum length of sight is 50 m for special order or 60 m for first order, with weather
conditions and terrain permitting. This has been found to have improved precision of
leveling.

9. Line of sight must not be less than 0.5 m above the ground. This is to minimize the effect
of refraction, which might be higher when the line of sight is closer to the ground.

10. Rod reading must consist of mean of center-wire reading on each scale after applying
constant; if three-wire method is used in the case of first-order leveling, mean of the
readings for the three wires must be used. The mean of redundant measurements is more
precise than that of individual measurements.

11. Benchmark stability must be checked by carrying out two-way leveling between the
starting and an adjacent benchmark and comparing the new difference of elevation with the
original difference. The two benchmarks must be far enough apart so that any disturbing
influence is not the same on both benchmarks. If the check is within the allowable
discrepancy for the order of leveling, both benchmarks are assumed to be stable.
Otherwise, other benchmarks must be used for the check until an agreement is obtained
with respect to the allowable discrepancy. This will help check blunders due to the
occurrence of crustal deformations that may be misconstrued as random misclosure.

In order to achieve the standards of accuracy set for precise leveling, the following
equipment is recommended by Natural Resources Canada (1978) for special-order and
first-order leveling works:

1. Self-leveling instrument equipped with parallel-plate micrometer, telescope
magnification of at least 40x for special order (and 32x for first order), and a high-
speed compensator with sensitivity equal to or better than a 10"/2-mm-level vial; or
spirit-level instrument equipped with parallel-plate micrometer, telescope



magnification of at least 40% for special order (and 32x for first order), and a 10"/2
mm or better level vial. The compensator is to take care of under- or
overcompensation, collimation error due to collimation fluctuations with temperature
or collimation change due to refocusing of telescope.

2. Invar, double-scale rods with line graduations of width 1-1.6 mm (invar rods of
checkerboard design with smallest graduations not less than 1 cm and with check
graduations on the reverse side is also acceptable for first-order jobs).

3. Rod supports for special order (not required for first order).
4. Circular levels permanently attached to the rods.

5. Foot plates or steel pins for turning points.

6. Sun shade and instrument cover.

7. Calibration of rods to check rod scale error; and in abnormal temperature, thermal
expansion corrections to leveling rods must be made.

Parallel glass plate micrometer is usually fitted in front of the objective of a precise or
geodetic level. The plate is to enable the interval between the crosshair and the nearest
staff division to be read directly to 0.1 mm. The plate is tilted till a full reading of the staff
coincides with the crosshair; this will result in a certain displacement, which gives the
fractional reading that can be obtained directly from the micrometer drum. It is required
that when employing the parallel-plate method of leveling for special-order or first-order
leveling, double-scale line-graduated rods be used. The spacing of the smallest graduations
must be equivalent to the displacement of the parallel-plate micrometer. Using the three-
wire method for first- or second-order leveling requires that rods with checkerboard
design be used.

3.3.3 Typical Field Procedure for Precise Differential Leveling

Three-wire leveling is a differential leveling method applied in geodetic or precision work. In
ordinary (nongeodetic) leveling procedure, the leveling staff is read against only the middle
horizontal crosshair, whereas in three-wire leveling procedure, leveling staff is read against
all the three horizontal crosshairs [upper (u), middle (m), and lower (1) cross hairs] and
recorded as shown in the sample field notes in Table 3.2. In the table, for example, u, m, and I
crosshair readings are recorded for the backsight in column 2 and u, m, and I crosshair
readings for the foresight in column 5. The crosshair readings are considered the stadia
readings. These stadia readings can be used to determine the approximate distance (known as
the stadia distance) between the instrument and the staff sighted to if the stadia factor of the
instrument is known (usually the stadia factor is 100).

For example, referring to Table 3.2, the stadia readings are made in stadia unit (in this case,
millimeters); the stadia intervals (u — m) and (m — [) are given in columns 3 and 6; assuming
the stadia factor is 100, half of the stadia distance between the instrument and the rod is the

corresponding stadia interval (in columns 3 and 6) multiplied by 100; the sum of two halves



for a given setup gives the approximate distance between the instrument and the staff sighted to.
Half the stadia distances are recorded in columns 4 and 7 for the backsight and foresight staffs,
respectively (assuming the stadia factor is 100). For example, in Table 3.2, half stadia interval
for the BS reading on BMA is (u — m) = (0819 — 0733) or 86 mm; half stadia distance to BMA
is 100(86 mm) or 8.6 m. Similarly, the other half stadia distance to BMA is 8.5 m; the total
stadia distance between the instrument and the backsight staff at BMA is 17.1 m (shown in
column 4).

The surveyor must guide against blunders in field notes. Before the stadia readings on a given
staff can be accepted, the readings must be checked using a number of procedures such as

1. The interval values (u — m) and (m — [) must agree within one or two of the smallest
units being recorded (e.g., £2 mm) or repeat observations.

2. The average (u + m + 1)/3 must be close to m reading within the last digit (1 mm).
3. If steps 1 and 2 are not satisfied, you must do the measurement again.

Assuming, for some reasons, the blunders were not detected and removed immediately in the
field, you can still do some minor alterations on the field measurements; in this case, steps 1
and 2 will still be performed for each set of readings in a setup to be followed by the
following additional steps:

4. If steps 1 and 2 are not satisfied, adjust just one of the digits in only one of the stadia
readings (u, m, or [). For example, if you are adjusting u, do not adjust m and [; if you are
adjusting m, then u and [ should be left as they are, and so on. In Table 3.2, the original BS
readings (0819, 0753, 0648) to BMA do not satisfy step 1 (stadia intervals 66 and 105 are
obtained); if 0753 is changed to 0735 (note that 3 and 5 are transposed here as a possible
mistake), step 1 will still not be satisfied (stadia intervals 84 and 87 are obtained) even
though the sum of the stadia distances will be close to that of FS readings (8.3 + 8.2);
changing 0753 to 0733 (assuming that 5 in 0753 is a typo) will satisfy step 1 as shown in
Table 3.2.

5. Continue with step 4 until steps 1 and 2 are satisfied (making sure also that the BS and
FS stadia distances are the most identical, assuming the surveyor made a good attempt at
balancing the BS and FS distances in the field). In Table 3.2, the new stadia distance to
BMA is 17.1 (still identical to that from the FS readings and also identical to the other
trials in step 4).

6. If there are too many blunders in the field notes, it would be safer for the surveyor to go
back to the field and redo the measurements. The above procedure should only be used in
fixing the data if the blunders are obvious and few. The fixed data can then be used in
addition to the other mistake-free data in the field data reduction process.



Table 3.2 Sample Field Notes for Three-Wire Leveling Method (Forward Run)

Station Backsight Stadia Interval  Stadia Foresight Stadia Interval Stadia
(D) (BS+) (2) (Stadia Unit) (3) Distance (FS-) (5) (Stadia Unit) (6) Distance (m)
(m) (4) (7)

BMA

(u) 0819 1034

(m) 0753 86 8.6 0951 83 8.3
0733

(D 0648 85 8.5 0869 82 8.2
2200/3 171 17.1 2854/3 165 16.5

Mean +0733.3 0951.3

TP1

(u) 1052 1140

(m) 0982 70 7.0 1069 71 7.1

(D 0913 69 6.9 0997 72 7.2
2947/3 139 13.9 3206/3 143 14.3

Mean +0982.3 1068.7

TP2

(u) 2009 1365

(m) 1941 68 6.8 1293 72 7.2

(D 1873 68 6.8 1222 71 7.1
5823/3 136 13.6 3880/3 143 14.3

Mean +1941.0 1293.3

BMB

SUM 3656.6 446 44.6 3313.3 451 45.1

If during calibration of the leveling equipment, it is found that there is a collimation error, the
elevation difference in a leveling section must be corrected for the effect of this collimation
error. This will be necessary if the BS distances are not the same as the corresponding FS
distances. The amount of correction to be added to the observed elevation difference in a
leveling section can be given as

3.10

Correction = C x (Z:!HH - Z dys )
I |

where C is the collimation factor (or C-factor) in mm/m or mnvstadia unit (be sure to confirm
the units of the C-factor for your equipment), n is the number of instrument setups in the leveled



section, and ¢gs, and 9rs, are the BS and FS distances, respectively, at a given setup number i.
The corrected elevation difference over a leveled section can be given as

Ahicorrected) = Al(observed) + Correction 3.11

where Ah(observed) is the observed elevation difference.

3.3.3.1 Electronic Leveling

Due to the advancement of technology, precision differential leveling is now possible
electronically using digital level instrument with bar-code rods. In this type of instrument, the
electronic eye does the reading instead of optical reading. A typical example of a digital level
is Leica DNAO3, which is capable of electronic measurement with a standard deviation per
kilometer double-run (ISO 17123-2) of 0.3 mm (when used with bar-code invar rods). Leica
DNAO3 is considered suitable for first-order and high-precision jobs. The instrument has a
distance range of 1.8—110 m for electronic measurements. In electronic leveling, it has been
suggested in FGCS (2004) that a minimum of three readings with a standard deviation less than
or equal to 1.0 mm be taken to obtain a complete observation to a bar-code rod.

3.3.4 Accuracy of Height Differences

Height differences should be distinguished from elevation differences: height differences are
derived from the least squares adjusted heights of the leveling network points, while elevation
differences are those derived from direct differential leveling measurements. The USA
accuracy standards for vertical control are given (FGCC, 1993) in Table 3.3. In this table, L
(km) is the approximate distance between benchmark positions traced along existing level
routes (L is one-way distance in a section or the distance round the loop in the case of a loop),
and the standard deviation is for the elevation difference between survey control points
obtained by error propagation in a correctly weighted least squares adjustment procedure. The
least squares adjustment procedure allowed for the modeling of some typical systematic errors
and checking for blunders and gross errors in the leveling measurements. Remember that the
least squares adjustment is only done after the job has satisfied some leveling field
specifications (which include satisfying some section and loop misclosure specifications
similar to the Canadian version in Table 3.1). The values given in Table 3.3 are accuracy
standards since the compliance test of the measured leveling network will fail if systematic
errors in the measurements are not thoroughly accounted for; the process of statistical blunder
detection in least squares adjustment of the leveling network is to help identify and eliminate
the blunders that were not detected by following the specified leveling procedures consistent
with the order of the leveling.

The elevation difference accuracy pertains to all pairs of points; the standard deviations were
not chosen based on any special theoretical concepts, but by the experience of the National
Geodetic Survey agencies. For example, if the distance between two leveling points is 5 km,
first-order, Class I accuracy of the vertical relationship between the two points will be
+0.5mm \,IE or 1.1 mm.



The classification standards of the horizontal and vertical control networks in the United States
are based on accuracy (or the ability of that survey to duplicate already established control
values), not the observation closures within a survey. The standards take into account all the
known systematic effects that may influence the survey measurements.

3.3.5 Vertical Control Surveys Examples

Vs

Example 3.1

D
Figure 3.1 Sample leveling network.

Consider Figure 3.1, where line AD was not leveled. The accuracy of the vertical
relationship between points A and D can be derived based on the leveling route A-B-C-D
(10 km) as +0.5mm+/10 or 1.6 mm.

Table 3.3 Accuracy Standards for Vertical Control in the United States (Accuracy of
Height Difference).

Order of Relative Accuracy between Directly Connected Points or Benchmarks
Accuracy (Standard Deviation of Elevation Difference)

First order,  +0.5mm+/L

Class I

First order, +0.7mm \.;’T

Class I

Second order, +1.0mmy/Z

Class I

Second order, +1.3mm+/L

Class I

Third order  +2.0mmv/L




Example 3.2

Consider a differential leveling with the Leica NA2 automatic level with the telescope
magnification of 32% and a compensator setting accuracy of o, = 0.3" and the standard

deviation of mean elevation difference of 0.7 mm/km (double run). Determine the standard
deviation of elevation differences over 1 km (for single) and the section closure and the
loop closure over L = 3 km.

Solution

Given for double leveling run, the standard deviation of mean elevation difference as
0.7 mm/km, the following can be determined.

For single run: The leveling accuracy (double run) is propagated for the mean
elevation difference from Equation (3.9) as follows:

- Ak — Ahy
T

Error propagation on this equation gives:

. 1. »
"TT = Iiﬁ_‘n'll _"_ﬁ_‘u'lh}

Fal

Assuming oy, =03, = oy, and simplifying o = - » where o4, is the standard

deviation of single leveling (for elevation difference in one way) over 1 km;
oy = 0.7mm; &y, = 0.7mm x ,Va“E (01‘ 1.0 II]II]/kIIl)

Hence, from Equation (3.6), standard deviation of elevation differences over 1 km
(for single run), o,,, = 1.0mm/km,

Section closure (Equation (3.6)):

-
A V2xao

section

VLx196 o,,=1.0mm/km; L=3km

A= ‘»*'Ex I.[W’ﬁx 1.96mm  (or 4.8mm)

Loop closure (Equation (3.4)):

=
A=o,VLx196 o ,=1.0mm/km; L =3km;

— Yran

-
A=10v3%196mm (or 3.4mm)




Example 3.3

The error of 5 mm in difference in elevation between the third-order benchmarks (with an
average separation of 200 m) is usually accepted as the maximum allowable error at 95%
confidence level (refer to Blachut et al., 1979). Assuming the standard deviation of higher
order leveling is twice as high as the lower order leveling, determine the standard
deviation of leveling a 1-km section based on first-order procedure.

Solution

Based on the concept of confidence intervals (Section 2.8.3), the precision of
estimate at 95% confidence can be given from Equation (2.18) or (2.15) as

Maximum error(at 95%) = (SE) X 2, 220005 (24220025 = 1.96)
Smm = (SE)x 1.96 — SE = 2.55mm

Since the average separation between the third-order benchmarks is 200 m (or 0.2
km), the error in one section (2.55 mm) will be propagated over five independent
sections making up 1 km to obtain the propagated error over 1 km as 2.55 mm+/5. The
standard deviation of third-order leveling is due to three sources:

e Standard deviation (7:) of the third-order leveling
e Standard deviation (7:) of the second-order leveling
e Standard deviation () of the first-order leveling.

Total standard deviation o = o] + 03 + 0]

Since the standard deviation of the higher order leveling is twice as high as the lower
order leveling, the following relationships can be established:

g, = 20, oy=120, or (03 =40))
g

Substituting into total standard deviation gives O, = 210 — o) = 7ol

y e,

. - [= 5
Substitute e,y = 2.55mmy/5 — o, = - % = 1.24mm/km
V2 i

The standard deviation of leveling a 1-km section based on first-order procedure is
1.24 mm/km.




Example 3.4

Referring to Table 3.2, determine the elevation difference between BMA and BMB and
apply the corrections due to collimation errors on the elevation difference, assuming the
C-factor is +0.5 mm/stadia unit and the stadia factor is 100. Express the difference in
elevation in meters.

Solution (forward run)

Ahy = Sum(BS)-Sum(FS)

36,566 — 33,133 — 03,433mm (or 0.3433)

Difference in Sum of Stadia Intervals
= Sum(BS Stadia Interval) — Sum(FS Stadia Interval)

(Remember that the stadia distance divided by the stadia factor gives the stadia
interval.)

Difference in Sum of Stadia Intervals = 446 — 451 — =3 stadia unit
C-correction = +0.5 mm /stadia unit X —5 stadia unit

C-correction = —=0.3mm{or — 0.0003 m)

Adjusted Elevation difference Afi(adjusted) = 0.3433 — 0.0003 — 0.3430m

Total Forward Distance = 44.6 + 45,1 — 89.7m
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Example 3.5

Continuing from Example 3.4, if the backward leveling run gives the corrected elevation
difference as —0.3420 m, determine the mean elevation difference between BMA and
BMB and check if the leveling satisfies the first-order specification.Referring to Equation
(3.9):

Ahg — Ahy, 3.9

Mean = -

where Al = 0.3430m and Ah, = —0.3420m, giving the mean elevation difference as 0.3425
m. The misclosure is 0.001 m (or 0.3430 — 0.3420 m) and the allowable discrepancy over
the distance of 89.7 mis 1.2 mm or 4mm+/0.0897; it can be seen that the first-order
specification is satisfied since the misclosure of 1 mm is less than the allowable
discrepancy of 1.2 mm.

-

e

Example 3.6

Canadian Special Order Leveling procedures require that “...difference between
backsight and foresight distances at each setup and their total for each section not to
exceed 5 m...” with maximum lengths of sight of 50 m. Normally, invar double-scale rods
and a level [M - 40%, sensitivity - 10”/div] with parallel-plate micrometer are used. How
well would the lengths of sight have to be determined (i.e., o,)? How would they be

measured? Interpret “not to exceed” as being at 99%.
(Reproduced by with permission of CBEPS.)




Suggested Solution

Maximum discrepancy between backsight and foresight (As) is based on the concept
of confidence regions in Equation (2.52), where the maximum discrepancy between
backsight and foresight distances (As = 5 m) can be given as being equivalent to the
99% confidence interval, which is given as

- —
As = oy, ‘k" X gi=1,a=001 > BF =045V 6.63
S =0y, X2.575 = 0, = 1.9417

where ¢, is the standard deviation for the discrepancy As. Applying the error
propagation law on the discrepancy expressed as As = sy, — s; (with equal

contribution from backsight and foresight distances, sy, and s;, respectively):

Gp, =0, ".,fG
Substituting this into 74, above gives
= i]'g_”?r — +1.373m
V2

This value was obtained by error propagation backward from discrepancy. The
standard deviation of sight measurement should therefore be less than 1.4 m. How
they would be measured can be given as follows:

e Careful pacing will give an accuracy of +1/100 or about £0.4 m if consistent over
uniform terrain.

e Stadia method will give an accuracy of +1/300 or better.
e Taping will give an accuracy of £1/1000 or better.

These can be applied to the length of sight to see whether the method is appropriate,
keeping in mind the conditions, especially the nature of the terrain.

3.4 STANDARDS FOR HORIZONTAL CONTROL
SURVEYS

3.4.1 Accuracy Standards for Traditional Horizontal Control
Surveys

The various measurements for horizontal geodetic control demand different levels of positional



accuracy. In Canada, horizontal control surveys are classified as first, second, third, or fourth
order according to standard of accuracy (NRC, 1978). A survey station of a network is
classified according to whether the semi-major axis (a) of the 95% confidence region, with
respect to other stations of the network, is less than or equal to

a=Cld+0.2)em 3.12

where d is the distance (in kilometers) to any station and C is a factor assigned according to
the order of survey. Example of accuracy standards for horizontal control surveys for Canada
is given (NRC, 1978) in Table 3.4. For example, from the table, if two stations are 1 km apart,
the semi-major axis of the 95% confidence region of one station relative to the other must be
less than or equal to @ = 2.4 cmin order to classify the stations as first order. Care should be
taken to ensure that neighboring survey stations, particularly those not directly connected by
measurements, meet this criterion.

The testing of a network computation can be done by computing the semi-major axis values
(aqgs) of the relative error ellipses between pairs of points based on Equation (2.26) and the
relative eigenvalues (A;) computed by using Equation (2.41). The computed aqs values are then

compared with the “a” values (Equation (3.12)) based on the accuracy standards given in
Table 3.4; if the computed aqs values are less than the given standards, then the associated

network computations are said to satisfy the given accuracy standards.

Example of accuracy standards for horizontal control surveys in the United States is given
(FGCC, 1993) in Table 3.5. The standards are expressed as distance accuracy ratio 1:r, which
is computed from a minimally constrained, correctly weighted, least squares adjustment by

gt 3.13
5

Table 3.4 Accuracy Standards for Horizontal Control Surveys in Canada

Order For Distance d = 1.0 km

C a (cm) Ratio
First 2 2.4 1/41,700
Second 5 6.0 1/16,700

Third 12 14.4 1/6,900
Fourth 30 36.0 1/2,800



Table 3.5 Horizontal Accuracy Standards in the United States

Order of Accuracy = Maximum Closure (1:r)
First order 1:100,000

Second order, Class I 1:50,000

Second order, Class II 1:20,000

Third order, ClassI 1:10,000

Third order, Class II ' 1:5,000

where S is the propagated standard deviation of the distance between survey points obtained
from the least squares adjustment and d is the distance between the survey points. Using
distance accuracy to represent the accuracy of horizontal coordinates is like saying that the
coordinates of that control point bear a distance relation of the specified accuracy to the
coordinates of all other points in the horizontal control network. For example, if a distance of
10,000 m is measured between two points, the first-order horizontal accuracy of the distance
(from Table 3.5) is 10,000 m/100,000 (or 0.1 m).

Consider the distance measurement in Figure 3.2, where there is no direct connection between
network points B and C:

The first-order accuracy of distance AB is 15,000 m/100,000 or 0.15 m.
The first-order accuracy of distance AC is 10,000 m/100,000 or 0.10 m.

The first-order accuracy of distance BC can be derived as follows:

\(0.15)2 + (0.10)2 or (0.18m)

5000 m P ]

e %

" 5000 m

10,000 m

Figure 3.2 Indirect distance measurement.

Generally, first-order (or Primary) control is used to establish geodetic points and to
determine the size, shape, and movements of the earth; second order, Class I (or Secondary)
or second-order control is used for network densification in urban areas and for precise
engineering projects; and lower order controls are used for network densification in nonurban
areas and for surveying and mapping projects.

3.4.2 Accuracy Standards and Specifications for Traverse Surveys

Engineering and construction traverse surveys are normally specified and classified based on



the horizontal (linear) point closure ratio standard. The minimum closure accuracy standards
(traverse misclosure or precision) for N number of traverse angle stations are summarized in
Table 3.6 (FGDC, 2002). The closure standard for low-precision engineering construction is
typically of fourth order.

Table 3.6 Minimum Closure Accuracy Standards for Traverse Surveys

Closure First Order Second Order Third Order Fourth Order
Standard ClassI ClassIl ClassI Class II
Distance ratio 1:100,000 1:50,000 1:20,000 1:10,000 1:5,000 1:2,500

Angle closure 2\,."";.\.{:;:.1 j%*-._f.-"'._-'r;::u § Sy’fﬂhucx I{}Vﬁ.ﬂcu § Etlyﬁaucx ﬁ'[}\,.fﬁ.ﬁ::u ¥

Two types of traverse discussed in this section are closed and open traverses. Closed
traverses can be divided into loop and connecting traverses as discussed as follows:

1. Loop traverse. In this traverse type, position misclosure usually reveals measurement
blunders and internal loop errors, but will not disclose systematic errors or external
inaccuracies in the control point coordinates. The closure of the traverse can be given as (n
— 2) x 180° for n number of internal angles and (n + 2) x 180° for n number of external
angles.

2. Connecting traverse. This traverse type usually starts on a station of known position and
terminates on a different station of known position. The traverse is capable of detecting and
eliminating systematic errors and position inaccuracies as well as blunders and accidental
errors of measurements.

Open traverses are very seldom used in topographic surveys. They start on known stations and
terminate on stations of unknown positions, and they usually provide no checks to determine
blunders, accidental errors, or systematic errors that may occur in measurements.

In a traverse survey, the ratio of the resultant error of closure for the traverse to the total length
of the traverse provides an indication of the accuracy of the survey on a local scale and is often
referred to as the ratio of misclosure (ROM) or the relative accuracy ratio. For example, if
the resultant closure of a traverse is 0.20 m for a traverse having a total length of 2000 m, the
ROM for this traverse is 0.20 m/2000 or 1 part in 10,000 (or 1:10,000). This provides the
relative accuracy of the traverse but not the absolute accuracy in position for each station in the
traverse. The techniques of error propagation are employed to determine the covariance matrix
for each point in the traverse in order to estimate the accuracies possible at specific traverse
stations. To achieve a desired relative accuracy for a given traverse, specifications are
provided to govern the traverse field operations and the types of equipment allowed.

For a connecting (nonloop) traverse, the resultant closure is caused by random errors in
observations as well as uncorrected systematic errors in distance and direction measurements.
When blunders or uncorrected systematic errors in distance or directions are present, the
closure and consequent relative accuracy ratio will be very large. For a loop traverse, the
resultant closure depends on random errors in observations and uncorrected systematic errors



in angles or directions. Any systematic errors in distance-measuring equipment will cancel out
and will not be revealed by the mathematical closure of the traverse. Moreover, it is possible
for the entire polygon to be rotated about the starting point (due to a constant systematic error
in a direction or angle measurement) without any noticeable effect on the traverse
computations. This effect, however, will only be revealed if there is a second tie to a line of
known bearing or azimuth. Generally, it can be said that in loop traverse computation, error of
closure cannot detect systematic errors in distances, which then means that error of closure
does not check the accuracy of the work but the precision. In fact, the error of closure in this
case will be the same whether systematic errors in distances are corrected or not.

In a traverse survey, the horizontal control standard is a number corresponding to the radius of
a relative error circle (or semi-major axis of the confidence ellipse) with a probability of
0.95. The accuracy of a traverse survey can be categorized into two depending on whether one
is evaluating networks or local surveys. For network accuracy, the error circle (or the semi-
major axis of the confidence ellipse) is determined by error propagation in a least squares
adjustment between the traverse points and the geodetic datum (such as the Canadian Active
Control System (CACS)). For local accuracy, the error circle (or the semi-major axis of the
confidence ellipse) is determined by error propagation in a least squares adjustment between
known control points connected by the local survey.

Remember that taking one survey station of the project as the origin of the coordinate system
and one line to another survey station to provide orientation forms a local grid coordinate
system. This local system should always be connected by additional surveys to points of the
national or regional geodetic control network, which are usually of higher order, even though
the national or regional network may sometimes be less accurate than the local network from
the point of view of relative positioning. Some of the reasons for doing so are given as
follows:

1. To calculate some geodetic corrections to local observations, for example, convergence
of meridians in gyro azimuth measurements.

2. To calculate transformation parameters between local and national systems.

3. To integrate local surveys into the regional mapping and geographic information system
for future applications.

In township surveying, relocation work can be achieved in many ways, including using large-
scale maps supplemented by original field survey sketches and using coordinates of all points.
In some cases, coordinates of points are used as the only evidence for the positioning and
relocation of land details, including property boundaries. This, however, requires higher
density and accuracy requirements of horizontal control for the area. The geodetic horizontal
control points are usually spaced in such a way that surveyors are able to tie detailed surveys
with one or two instrument setups; the orders of control are dependent on the spacing between
the control points with first order having the longest and the lowest order having the shortest.
The concept of orders of horizontal control is discussed by Blachut et al. (1979) as being
based on the need for surveyors to be able to locate corners of properties in urban areas to



within 25 mm (taken as a positional error at 95% confidence level). The 25 mm is accepted
(Blachut et al., 1979) as the maximum positional error in a relocation survey. In this case, the
accuracy of a surveying network is fully defined if errors of relative positions between any
two points in the network are known at a certain confidence level (usually 95% confidence
level) as required in accuracy standards (refer to Table 3.4). In relocating a point by using
independent coordinate surveys, the maximum positional error (at 95% confidence level)
consists of three partial errors (Blachut et al., 1979):

1. Errors of relative positioning of the control network points (given as the covariance
matrix of the points) if the original and relocation surveys are tied to different points of the
network. If the same points of the network are used in both the original and the relocation
surveys, the errors in this step will be zero.

2. Errors of the original connecting survey.

3. Errors of the connecting surveys in the relocation procedure (based on the order of
survey).

If each factor of the aforementioned list has the same influence, the accuracy of the control
surveys would be in the order of 25/4/3mm (or 14 mm) in terms of the semi-major axis value
of the relative error ellipse at the 95% confidence level. According to Blachut et al. (1979), if
200 mis accepted as an average spacing between control points in urban areas, the required
relative accuracy becomes 14/200,000 (or 1:14,000) for the lowest order control. The higher
order control points are more accurate so that when held fixed for the adjustment of lower
order surveys, the lower order control will not be significantly distorted as a result. The order-
based classifications with listed accuracies of control networks are recommended for use with
purely numerical system of the integrated survey system, based on coordinates of boundaries as
the primary evidence in property surveys. If the third-order job (refer to Table 3.4 with C =
12) is satisfied in the connecting surveys in the relocation procedure and assuming 150 m is the
average spacing between the survey points, the accuracy (at 95% confidence level) of the
survey can be calculated by using Equation (3.12) as 4.2 cm. If each of the aforementioned
factors will have approximately the same influence, the total maximum positional error (at
95% confidence level) in the relocation survey can be determined through error propagation as
4.24/3mm or 7.3 cm. The relative positioning error in terms of the semi-major axis of the
standard error ellipse can then be determined from Equation (3.16), giving 7.3/2.45cm or 3 cm.
The limiting accuracy for relocating a point by using independent coordinate surveys is then 3
cm.

Assuming the relocation surveys were tied to the second-order control network with an
average spacing of 3 km, the expected relative positional error between a pair of control
points will be calculated from Equation (3.12) as 16 cm. This error will propagate to any point
in the traverses even if the connecting traverses are errorless.

3.4.3 Accuracy Standards and Specifications for GNSS Surveys
Accuracy standards for Global Navigation Satellite System (GNSS) surveys are not based on



the technical training or ability of the surveyor but are based on the capabilities of GNSS
measurement systems. The original GPS geodetic control networks classifications are based on
distance-dependent accuracy standards, such as

a=1ve2+ (0.1 xkxL)? 3.14

where a is the maximum allowable error (geometric relative position accuracy standard) in
centimeters between a pair of control points at 95% confidence level, e is the base error (at
95% confidence level) from 0.3 cm (highest order) to 5 cm (lowest order), and k is minimum
geometric relative position accuracy standard (at 95% confidence level) from 0.01 ppm
(highest order) to 100 ppm (lowest order), and L is the distance in kilometers between any two
stations. Equation (3.14) applies to both one-dimensional traditional terrestrial techniques and
three-dimensional GPS relative positioning techniques. The survey point in a given network is
classified based on whether the propagated error of the station at 95% confidence level is less
than or equal to the maximum allowable error (a) chosen for the project; the standard deviation
that is independently determined from the survey is multiplied by a factor of 1.96 (in one-
dimensional case) or 2.79 (in three-dimensional case) in order to convert it into error at 95%
confidence level. The base error (e) is usually associated with the sources of errors, such as
antenna setup (plumbing, centering, and measurement of height of antenna phase center above
the station mark); antenna phase center stability; and signal multipath. The parts per million
(ppm) values of constant k in Equation (3.14) can be given as

P ( Horizontal separation of a pair of control points ) 3.15

Relative positional error of a pair of control points

Specifications for GPS field procedures will be common for all precision surveys, no
differences in the field procedures for higher and lower order surveys. Note that if one or more
of the stations in a project network are continuously reoccupied during each session, these
stations are generally called “master” or “fiducial” stations. In this observing scheme, the
observations for the “master” stations are common to most or all the other observing sessions
for the project. Some of the specifications for GPS field survey procedures were extracted
from FGCC (1989) and given as shown in Table 3.7.



Table 3.7 Specifications for GPS Field Survey Procedures

Procedures Items
1. Two frequency (daylight) observations required Yes
2. Recommended number of receivers observing simultaneously, not less than 5to4

3. Period of observing session (observing span) (with 4 or more simultaneous  Not less

satellite observations not less than 25% of the observing period): than 240 to
e Processing carrier phase data using single, double, nondifferencing, or other 11\122 lml n
comparable precise relative positioning techniques thgn f;; ©

¢ Continuous observations (data collected that have no breaks involving all 60 min
satellites or those with occasional breaks for individual satellites caused by

obstructions)
4. Data sampling rate, maximum time interval between observations 15-30s
5. Maximum angle above horizon for obstructions such as buildings, trees, 10-20°

fences, human beings, vehicles

6. Antenna setup with independent heavy weight plumb bob check (if optical
plummet used in centering) is required B-M-E to

e Number of antenna phase center height measurements per session, not less B-E

than (measured in meters and feet at the beginning (B), midpoint (M), and end
(E) of each station occupation)

7. Meteorological observations (at beginning (B), midpoint (M), and end (E))

e Per observing session, not less than E'E/I-E to
e Sampling rate (measurement interval), not less than: 30—60 min

3.5 UNIFIED STANDARDS FOR POSITIONAL ACCURACY

As discussed in Section 3.3.2, the usual accuracy standards for traditional triangulation
networks or traverse surveys used to be based on proportional distance-dependent standards;
and the accuracy of GPS surveys are based on a different standard using positional covariance
matrices. In order to allow comparison of coordinate values from different survey techniques,
the National Geodetic Survey of the United States (FGCS, 1998) and Geodetic Survey of
Canada (1996) came up with a unified methodology for reporting the accuracy of horizontal
and vertical coordinate values. The unified accuracy standards are based on two types of
accuracy that can be estimated for geodetic coordinates of latitude, longitude (horizontal
coordinates), and ellipsoidal height: network accuracy and local accuracy.

3.5.1 Network Accuracy

Network accuracy is the absolute accuracy (or station error ellipse) of the coordinates of a



point at the 95% confidence level, with respect to the geodetic datum. It is an indication of
how accurately a point is positioned relative to the geodetic datum, such as the Canadian
Spatial Reference System (CSRS), the National Spatial Reference System (NSRS) for the USA
or the European Terrestrial Reference System 89 (ETRS89). The network accuracy provides
the positional tolerance associated with a set of computed coordinates of a point. For example,
the network accuracy of a newly positioned point in CSRS will depend on the network
accuracy at the known point and the relative accuracy within the new work. Since points in the
CACS and the Canadian Base Network (CBN) may be considered to approach an error-free
realization of the CSRS, the accuracy with respect to these monumented points in the national
CSRS network may be interpreted as an expression of network accuracy. Network accuracy,
therefore, can be considered a measure of how well the given coordinates approach an idea,
error-free datum. The accuracies of the horizontal coordinates and ellipsoidal heights of points
in the CSRS are computed from the elements of a covariance matrix of the adjusted parameters.
The covariance matrix is from the least squares adjustment where the known CSRS control
coordinate values have been weighted using their one-sigma network accuracies. The semi-
axes (major axis, dgs; and the minor axis, bgs) of the 95% confidence ellipse representing the

network accuracy at a given point are generally computed as follows:

tlgs = 2.45a
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where a and b are the semi-major and semi-minor axes of the standard absolute error ellipse
for the given two-dimensional network point.

3.5.2 Local Accuracy

Local accuracy of a control point is a number (e.g., mean, median, etc.) that represents the
uncertainty, at the 95% confidence level, in the coordinates of a control point with respect to
the coordinates of other directly connected, existing primary control points. The coordinates of
the primary control points are weighted by using their one-sigma network accuracies in the
least squares adjustment of the network measurements. Local accuracy is an indication of how
accurately a point is positioned with respect to other adjacent points in the network. It
provides practical information for users conducting local surveys between control monuments
of known positions. For horizontal coordinate accuracy of a point, the local accuracy of the
point is the average of the major semi-axes of the 95% relative confidence ellipses between
the point and other adjacent points. For ellipsoidal height accuracy, the local accuracy is the
average of the 95% relative confidence intervals between the point and other adjacent points.
Note that high or low individual local accuracies are not considered in computing the average
local accuracy of a control point.

Local accuracy depends on the positioning method used to establish a point. If very precise
instruments and techniques are used, local accuracies related to the point will be very good.
Local accuracy is best adapted to check relations between nearby control points. For example,
a surveyor checking closure between two CSRS points is mostly interested in a local accuracy



measure. The local accuracy is especially important for surveys that are designed to meet high-
accuracy requirements such as surveys for establishment of a precision primary network,
deformation measurement investigations (crustal motion, subsidence monitoring, motion of
structures, etc.), and other special precision surveys.

3.5.3 Accuracy Classification

The network and local accuracies may be classified by comparing the 95% confidence ellipse
for horizontal coordinate accuracy and the 95% confidence interval for ellipsoidal height
accuracy, against a set of standards. To classify control points in a survey, the survey must be
properly connected to existing datum points with established network accuracy values, and the
control points must be verified as being consistent with all other points in the network, not
merely those within that particular survey. The procedure leading to classification involves
four steps (FGCS, 1998):

1. Survey measurement systems (measurements, field records, sketches, and other
documentations) are ensured to be in accordance with specifications. If specifications are
not followed, the expected accuracy may be modified at this stage.

2. Minimally constrained, least squares adjustment of survey measurements is performed to
ensure correct weighting of observations and correct removal of possible blunders.

3. Local and network measures computed by random error propagation are used in
determining the provisional accuracy. These accuracy measures are to be computed by
weighting datum values in accordance with the network accuracies of the existing network
control.

4. The survey accuracy is checked by comparing minimally constrained adjustment results
with established control. This comparison takes into account the network accuracy of the
existing control, as well as systematic effects such as crustal motion or datum distortion. If
the comparison fails at a 95% confidence level, then both the survey and the network
measurements must be scrutinized to determine the source of the problem.

The classification standard for geodetic networks is based on accuracy. The accuracies are
categorized separately according to Table 3.8 for geodetic elements, such as horizontal,
ellipsoid height, and orthometric height (Geodetic Survey of Canada, 1996). The standards
apply to both conventional and GPS geodetic network surveys. In the case of GPS surveys, the
surveys must be performed by relative positioning techniques in which two or more receivers
are simultaneously collecting carrier phase measurements. It should also be mentioned that
long observation times are necessary to establish geodetic control. Techniques such as rapid
static, fast static, kinematic, and real-time kinematic are not acceptable to establish control that
meets the geodetic-level standards, such as millimeter accuracies.

The National Geodetic Survey of the United States of America uses similar accuracy standards
(FGCS, 1998) as Canada. Their standards include the following classes: 1 mm (or 0.001 m), 2
mm (or 0.002 m), and 5 mm (or 0.005 m). The classification standards are recommended for

use during the survey design and evaluation phases of a positioning project. The classification



process provides an opportunity to assess the reliability of the results of a positioning project
and to assign accuracy classes accordingly. The global and regional geodynamics
measurements, deformation measurements, and some precision engineering surveys will
require that 1-mm to 5-mm local accuracy standards are met. When providing geodetic point
coordinates, a statement should be provided that the data meet a particular accuracy standard
for both the local accuracy and the network accuracy. For example, it can be stated that these
geodetic control data meet the 2-cm local accuracy standard for the horizontal coordinate
values and the 5-cm local accuracy standard for the vertical coordinate values (heights) at the
95% confidence level. A similar statement should also be provided while reporting the
network accuracy.

( )

Example 3.7

Consider the network in Figure 3.3 in which two control points H and M are related to a
datum (CSRS) point CSRS-1. If the network accuracy of station H is Ny; = 3 unit and that

of station M is Ny; = 4 unit, determine the local accuracy between H and M represented as

Ly

Table 3.8 Accuracy Classification Standards (Horizontal, Ellipsoid Height, and
Orthometric Height).

Accuracy Upper Class Boundary (Less Than or Equal to) 95% Confidence
Classification

1cm 0.010 m (or 0.005-0.010 m)
2 cm 0.020 m (or 0.010-0.020 m)
5 cm 0.050 m (or 0.020-0.050 m)
1 dm 0.100 m (or 0.050—0.100 m)
2 dm 0.200 m (0.100-0.200 m)
5dm 0.500 m (0.200-0.500 m)
1m 1.000 m (0.500—-1.000 m)
2m 2.000 m (1.000—2.000 m)
5m 5.000 m (2.000-5.000 m)

10 m 10.000 m (5.000-10.000 m)
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Figure 3.3 Local accuracy between control points.

Since points H and M are not connected (as shown in Figure 3.3), only the local accuracy
between them can be determined as follows:

Ly_m = | (Ng ) + (Ny)?

or

Lywm= "xflf-?']'1 + (4)> = Sunits

Example 3.8

Consider the network in Figure 3.4 in which control point H is well connected to the
CSRS point CSRS-1 with a network accuracy of Ny = 3 unit and the local accuracy from

point H to M as Ly = 5 units. Calculate the network accuracy for station M.

Points CSRS-1 and M are not connected. The network accuracy can be given as

Nu = \/WHJ: + (Ly_m)?

! %} =1 E O .
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Figure 3.4 Network accuracy between a control point and a datum.
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Example 3.9

A new survey point is tied to one of the national geodetic control monuments using GPS
RTK survey procedure. The new point is 5 km away from the control monument whose
published network accuracy is 0.030 m; the specification for the RTK survey is such that
the standard deviation of a baseline is 1 cm + 2 ppm. Determine the local accuracy, the
network accuracy, and the accuracy classification for the new survey point.

Solution

/

Standard deviation over 5 km = V( 102 + (2% 107" % 5% 10°2 = 14.1 mm

From Equation (3.17), the local accuracy = 14.1 mm x 2.45 = 34.6 mm (or 3.5 cm)

Network accuracy = ‘l.,-“’aﬁ—l.ﬁ_\"1 +(30.0)> =45.8mm (4.6cm)

From Table 3.8, it can be seen that the survey satisfies horizontal network accuracy of
5 cm and a local accuracy of 5 cm.

3.6 MAP AND GEOSPATIAL DATA ACCURACY
STANDARDS

The map and geospatial data accuracy standards are designed to allow users of maps and
geospatial data that comply with the standards to determine if those maps are accurate enough
for them to use. These standards apply to all features on maps and spatial data but do not apply
to abstract features such as cadastral boundaries, survey networks, or geodetic network points.
Three map and geospatial data accuracy standards are common:

e The National Map Accuracy Standards (NMAS) by the U.S. Bureau of Budget (1947)

e The American Society for Photogrammetry and Remote Sensing (ASPRS) standard by the
ASPRS specifications and standards committee (1990)

e The National Standard for Spatial Data Accuracy (NSSDA) by the FGDC (1998b)

In each of the standards, the accuracy of dataset is checked by comparing coordinate values of
locations in the test dataset with coordinate values of locations that can be assumed to be the
same in the independent source of higher accuracy, such as geodetic terrestrial surveys, GPS
surveys, and maps of larger scale and better accuracy. It is recommended (ASPRS
specifications and standards committee, 1990; FGDC, 1998b) that at least 20 well-defined and
well-distributed points by independent source of higher accuracy be used as checkpoints for



comparing the coordinate values. If ground survey control points are to be used as independent
source of higher accuracy, according to the NMAS, those points must be established to an
accuracy of three times the allowable error of plotted points. The typical features whose
locations are checked are buildings, roads, contours, and spot elevations.

The three map and geospatial data accuracy standards are different in their statistical means
and methodology for presenting accuracies. The usually reported accuracy value based on the
standards assumes that systematic errors have been eliminated as best as possible so that the
accuracy value reflects all uncertainties, including those introduced by geodetic control
coordinates, map compilation, data conversion, and data manipulation (FGDC, 1998b). The
NSSDA, however, provides the best language for reporting accuracy, which makes it easier for
users to evaluate the quality of their dataset. This standard, however, is not really a true map
standard in the same sense as in the NMAS and ASPRS standards, but it is considered a
general guideline that provides a well-defined statistical estimation and testing methodology
for evaluating and reporting positional accuracy of points on maps and in digital geospatial
data. The other main elements of the three accuracy standards are given in Tables 3.9 and 3.10.




Table 3.9 Main Features of NMAS, ASPRS Accuracy Standard, and NSSDA — Part |

NMAS ASPRS Accuracy Standards NSSDA

Scope Suitable for large- Suitable for large-scale Suitable for all types of
and small-scale  topographic and engineering- maps and geospatial data
photogrammetric  grade maps (maps of 1:20,000 (digital or printed form)

mapping; focused scale or larger) derived from aerial
on paper or photographs, satellite
hardcopy maps imagery, ground surveys,
with accuracy or maps and can be used
values based on for map scales smaller
the published map than 1:20,000
scales
Methodology Accuracy is based It uses the statistical root mean It uses RMSE to estimate
(how on the residual square error (RMSE) to positional accuracy for x,
accuracies  between position estimate positional accuracy for y, z coordinate values,
are of a feature ona X, y, z coordinate values, individually; at least 20

estimated)  hardcopy map and individually; at least 20 well-  well-defined and well-
its corresponding defined and well-distributed  distributed points by an
spatial position on points by an independent source independent source of

the earth of higher accuracy are used in  higher accuracy are used
computing RMSE in computing RMSE

Confidence Based on 90% Based on RMSE (or one Positional accuracy is
level of confidence level standard deviation), which can reported in ground
accuracy for both horizontal be scaled to 95% confidence  distances at 95%

and vertical level confidence level
Sample This map complies This map was compiled to meet Tested___(meters, feet)
accuracy with NMAS of the ASPRS standard for Class horizontal accuracy at
reporting 1947 for (I, IL, TIT) map accuracy 95% confidence level, __

horizontal (meters, feet) vertical

accuracy (or for accuracy at 95%

vertical accuracy confidence level

or for both)



Table 3.10 The Main Features of NMAS, ASPRS Accuracy Standard, and NSSDA — Part II

NMAS
Pass/fail  Threshold accuracy values are
criterion defined at map units
for Residuals between measured
accuracy checkpoints and mapped
of features not to be more than 0.8
horizontal mm or 1/30" for map scales
locations larger than 1:20,000; and not
more than 0.5 mm or 1/50" for
map scales of 1:20,000 or
smaller
Pass/fail  The following are applicable
criterion on all publication scales for
for well-defined points:
accuracy For contour maps: within one-
of vertical half of contour interval (CI)
locations (and within one full CI at
of well-  100% confidence level)
defined  For spot elevations: within
points one-fourth of CI (and within

one-half of CI at 100%
confidence level)

ASPRS Accuracy
Standards

Threshold accuracy
values are defined at
ground units

Maximum allowable
RMSE or accuracy
limiting RMSE (in
meters) range from
0.0125 to 5.00 for map
scales 1:50 to 1:20,000,
respectively, for Large-
scale maps, Class I
Class II has RMSE
values twice as those
allowed for Class I

maps; Class III has three

times RMSE values
allowed for Class I

Contour maps: maximum

allowable errors

(limiting RMSE) relative

to contour interval (CI):
Class I is CI/3; Class 1I

is (2 x CI)/3; Class Il is

CI

Spot elevation:
maximum allowable
errors (or limiting
RMSE): Class I is CI/6;
Class Il is CI/3; and
Class Il is CI/2

NSSDA

Does not depend on
map scales and does
not define threshold
accuracy values. It
provides statistical
measure but does not
specify a pass/fail
RMSE

Data and map
producers are expected
to determine what
accuracy exists or is
achievable for their
data and report it
according to NSSDA

Same as in horizontal
accuracy; it does not
determine pass/fail
criterion, which is left
to the users. It gives
only statistical measure
but does not specify
RMSE

3.6.1 Positional Accuracy Determination Based on NSSDA

On the basis of NSSDA, positional accuracy is usually determined in two separate
components: horizontal accuracy and vertical accuracy. The horizontal accuracy is determined
by comparing the planimetric (x, y) coordinates of well-defined points in the dataset with the
(x, y) coordinates of the same points from an independent source of higher accuracy (at 95%
confidence level) and can be expressed as (FGDC, 1998b)



Accuracy, = 2.4477 x RMSE, 3.18
Accuracy, = 2.4477 x RMSE, 3.19
Accuracy, = 2.4477 x RMSE, / V2 3.20

where the value 2.4477 is obtained from the Chi-square statistical distribution ( y/%ar=2.c=0.95)

for the degrees of freedom df = 2 and the lower tail area a = 0.05; Accuracy, and Accuracy,

are the accuracies of x and y coordinates, respectively; Accuracyy, is the horizontal positional
accuracy;
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The vertical positional accuracy is determined by comparing the elevations in the dataset with
elevations of the same points as determined from an independent source of higher accuracy (at
95% confidence level); this can be considered the margin of error, expressed as

Accuracy. = 1.96 x RMSE. 3.25

where 1.96 is the normal distribution value at 95% confidence level.
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Z.an; 1S the vertical coordinate of the ith checkpoint in the dataset, z is the vertical

map,i ground,i
coordinate of the ith checkpoint in the independent source of higher accuracy, n is the number

of checkpoints tested, and i is an integer ranging from 1 to n.

3.6.2 Relationship between Standards

3.6.2.1 NSSDA and NMAS Horizontal Accuracy Standards

NMAS standards are commonly interpreted as the limiting size of error of which 90% of the
ground positions will not exceed. The circular map accuracy standard (CMAS) corresponds to
the 90% confidence level circular map error defined in the NMAS (FGDC, 1998b) as follows:

CMAS = 2.1460 x RMSE, = 2.1460 x RMSE, 3.07
or
RMSE
CMAS = 2.1460 X ——= = 1.5175 x RMSE, 3.28
\'Z

X s w000 fOT a being the lower tail area of Chi-square
distribution and df = 2 as the number of degrees of freedom. Using Equations (3.18) and
(3.27), the CMAS can be converted into accuracy (Accuracy,) reported according to NSSDA,
as

where 2.1460 is the same as

-
Accuracy, = el x CMAS = 1.1406 x CMAS 3.29
2.1460

The NMAS horizontal accuracy reported according to the NSSDA can be expressed for map
scales larger than 1:20,000 with the CMAS given as 5/(30 x 12) feet or 0.00278 x S feet, where
S is the map scale denominator. The CMAS can then be used in Equation (3.29) to obtain
Accuracy, according to NSSDA; for map scales of 1:20,000 or smaller, the CMAS can be

given as S/(50 x 12) feet or 0.00167 x S feet with S as the map scale denominator.

3.6.2.2 NSSDA and NMAS Vertical Accuracy Standards

INMAS specifies the maximum allowable vertical tolerance to be one-half the contour interval,
at all contour intervals. Therefore, the Vertical Map Accuracy Standard (VMAS) based on
NMAS (at 90% confidence level) is estimated by the following formula (FGDC, 1998b):

VMAS = 1.6449 x RMSE, 3.30

where 1.6449 is the same as '\.f X2e_1 wooo (lower area of Chi-square distribution). The VMAS

can be converted into Accuracy,, the accuracy reported according to the NSSDA as follows:



Accuracy, = 22090 « VMAS = 1.1916 X VMAS 3.31
2 |.6449

The NMAS vertical accuracy reported according to the NSSDA can be expressed for well-
defined points for contour maps with VMAS given as CI/2 or 0.5 x CI. The VMAS can then be
used in Equation (3.31) to obtain Accuracy, according to NSSDA, as 0.5958 x CI, where CI is

the contour interval.

3.6.2.3 NSSDA and ASPRS Standards

NSSDA standard is directly derived from the ASPRS standard but with the ASPRS
coordinate-based standard converted into a 95% radial (circular) error statistic and the
vertical from one-sigma (68%) to 95% standard (linear error), giving the following:

Radial Accuracy(NSSDA) = 24477 x RMSE(ASPRS for X or ) 3.32

Vertical Accuracy (NSSDA) = 1.96 x RMSE (ASPRS for Z) 3.33

3.7 QUALITY AND STANDARDS

Quality is the degree to which survey products (services or deliverables or both) are
satisfactory to the clients. The survey product will be considered to have an acceptable level
of quality if it satisfies some precision standards or some accuracy standards or both. In this
case, the standards ensure quality and are considered components of quality. Quality
assurance (QA) is a set of activities put in place for ensuring a desired level of quality in the
processes involved in providing survey products, while quality control (QC) is a set of
activities for verifying a desired level of quality in the survey products. Some of the elements
of QA/QC are given in Tables 3.11-3.13.




Table 3.11 Some of the Elements of QA/QC (Part I)

Quality Assurance (QA) Quality Control (QC)
Main Administrative and procedural activities to help Identifying errors in finished
concerns prevent or minimize errors in observables and products and recommending
survey products: how to correct the errors:

e Assuring the clients of the ability of the industry = e An error-detection
to deliver on contractual promises system for uncovering
errors so that decision
can be made as to
whether to accept or
reject the product

Goal at  Defining the standards and specifications to be Not applied at the design
design  followed in order to achieve the set requirements (so stage
stage of that errors will be eliminated or minimized)

project
Goal at  Verifying compliance of processes with set Validating compliance of
the standards, specifications, and requirements: finished product with set
Process ' o When testing procedure is applied to the process §tandards to 1dent1fy.err0rs
and .. - . in the product or assign
finished rather than the finished product, it is considered litv o th duct
1mz et QA procedure; this procedure is done in order to proper quality to the produc
produc control the process
stages
e [t ensures the right processes are being followed
in the right way. Some of the process parameters
that can be controlled will be checked for
rejection so as to achieve the overall QC
objective of providing error-free product or
service
Overall Ensure: Ensure:
goal e Known inconsistencies and uncertainties in data = e Products obtained are
are minimized according to expectation
e Errors and omissions in data are identified and e Sources of quality
taken care of problems are identified
e Data are correct and complete e Results obtained agree

e Reported data and conclusions are justifiable with the expected values



Table 3.12 Some of the Elements of QA/QC (Part II)
Quality Assurance (QA) Quality Control (QC)

e It physically verifies or tests
final products for compliance

How goals e It ensures quality through good project
are management, good training, use of

achieved proper tools, careful planning, good with standards and takes
documentation, continued testing of corrective steps by reclassifying
procedures, immediate provision of the quality of the product
corrective actions, and so on e Tt ensures that the products
e [t assures that a sound process is being obtained are what are expected
followed e [t tests for quality by controlling
it but does not assure quality
Who can  Everyone on the team, managers, clients, or Specific teams of experts who
provide it  third-party reviewers, such as the perform tests on the final product or

perform reclassification of the
products

International Organization for
Standardization (ISO) 9000 (NRC, 1996)

Application When statistical testing procedures are
of statistics applied to processes (observables and
intermediate parameters), they are still (process outputs), they become part
considered part of QA, but known as of QC, known as statistical quality
statistical process control (SPC) Examples control (SQC). Examples of
of statistical process control are statistical quality controls are

When statistical testing procedures
are applied to finished products

Table 3.13 Some of the Elements of QA/QC (Part III)

e Checking the acceptability of each e Post-least squares analysis of

measurement in repeated sets of
measurements

e Comparing outcome of station
adjustment with what is expected

e Blunder detection in least squares
adjustment

positional accuracy

e Statistical testing of calibration
parameters

e Precision standard testing in
control surveys

¢ Accuracy standard testing in
control surveys

In the case of project management,
quality control requires that the
project manager and the project team
inspect the completed work to

ensure its conformance with the
project scope



Quality Assurance (QA)

Verifiable Management demonstrating
features that:

Quality Control (QC)

Team of experts must demonstrate that finished
products conform to standards, such as:

1. They are committed to
quality through mission
statement and quality
policy

2. They have management
skills with regard to
budgets, milestone events,
client service

3. They have needed
resources, including
qualified personnel, field
and office equipment,
advanced technologies,
training policy for staff,
and so on

4. They have good project
work plans, including
flowchart of activities,
framework for major
projects, established
procedures for project
implementation, reporting
methodology, safety
policies, familiarity with
existing legislation and
codes, and so on

Professionals demonstrating

1. System calibration
parameters are properly
applied

2. Data collection meets
project accuracy
requirements and
adequately covers the
project area

1. Survey or mapping criteria, including review
and checking formats

2. Standards, such as NMAS, ASPRS, and
NSSDA standards

3. Office technical production procedures, such
as drafting and CAD standards, which include
final map format, mapping limits, feature
location and attribute requirements, scale,
contour interval, sheet layout, and so on

4. Accuracy reporting: when providing
geodetic point coordinates data, a statement
should be provided that the data meet a
particular accuracy standard for both the local
accuracy and network accuracy. For example,
“These geodetic data meet the 2-cm local
accuracy standard for the horizontal coordinate
values and the 5-cm local accuracy standard for
the vertical coordinate values (heights) at the
95% confidence level”

5. Checking traverse closure and compliance
with standards

Instrument calibration statistical testing (if the goal
is to determine the quality of the instrument)



3. Results match the
checks derived by an
alternative technology

4. Results meet datum,
map projection, feature
symbology, project format
criteria, and so on

5. Adequate measurements
and results are acquired to
verify the internal
accuracy of the applied
technology and process

A sample QA checklist for a typical control survey can be given as follows:

List all the testing standards to be used in each phase of survey.
Train project personnel in all aspects of the survey project.

Plot all existing geodetic stations and proposed locations considered for the project as an
overlay on a topographic map for use in reconnaissance and survey planning.

Make available all needed well-calibrated equipment and data recorder for the project.

Adhere to the milestones as indicated on the project Schedule and Task Order Statement of
Work.

Make daily QA reviews and conduct daily progress meetings.
Conduct internal team meetings on a minimal weekly basis to monitor progress.

Ensure survey work is done under the supervision of a local licensed land surveyor trained
and qualified in geodesy and in the use of the equipment and software.

Download daily all field measurements from the data collector to a field computer.
Back up all downloaded data daily onto a secure server site.

Archive the raw data and use a copy of that data for processing and adjustment.

Typical checklist of process control (sometimes considered as the QC aspect of QA) for a
typical control survey can be given as follows:

Check tripods for good working order and calibrate bubble levels prior to movement to the
field.

Check tripods for plumb at start, during, and end of each observing session.
Enter any unusual occurrences in the remarks section of the observation log.

Verify station descriptions and provide a station mark rubbing at every station occupation.



e Check field forms for accuracy and completeness.

e Check and initial all manual computations.

e Check manual data computer entries.

e Check all reports and deliverable data for accuracy and completeness.

e Check field measurements recorded on the observation forms against data retrieved from
the data collector.

e Perform a series of adjustments (both horizontal and vertical and both free and
constrained) of all project data to ensure that all project data are free of blunders.

The QC aspect on a typical survey product can be stated as follows:

e Perform postanalysis of the least squares adjusted results to ensure that all project data
meet project accuracy standards.

e Present final data and final report details according to the office standards or map accuracy
standards.



Chapter 4
Accuracy Analysis and Evaluation of Angle
Measurement System

Objectives
After studying this chapter, you should be able to

1. Discuss the sources of errors in angle measurements and how their influence can be
minimized or eliminated

2. Adjust survey instruments and measurements for the effects of systematic errors

3. Analyze the accuracy of horizontal direction (angle) measurements, including sources of
errors and the appropriate error budgets

4. Formulate error propagation for horizontal direction (including azimuth and bearing) and
angle measurements

5. Evaluate the precision of geodetic theodolite instrument under field conditions

4.1 SOURCES OF ERRORS IN ANGLE MEASUREMENTS

The main instruments for measuring directions and angles are theodolites and total stations; the
main error sources in angle measurements are associated with them. Two types of errors in
measuring horizontal direction and angle observables can be given as follows:

e Internal or instrumental errors, which consist of theodolite axial (construction) errors,
pointing, reading, and instrument leveling (due to compensator or defective level bubble)
errors.

e External errors, which consist of errors in manually leveling and centering the instrument
and targets on survey markers, and the errors due to lateral and vertical atmospheric
refraction.

The other important source of error is the operator of the survey instrument. Due to personal
differences, instrument operators tend to introduce some errors into measurements during the
measuring process. The theodolite axial errors and atmospheric refraction are the main sources
of systematic error. The random errors are unavoidable and can be due to all of the
aforementioned sources of error.

4.2 SYSTEMATIC ERRORS ELIMINATED BY
MEASUREMENT PROCESS



In order to understand the different types of systematic errors that can be eliminated by
measurement procedure, typically known as double centering (making measurements at the
face-left and face-right positions of the theodolite telescope), the relationships among the three
axes of a theodolite instrument must be well understood. The axes of a typical theodolite are
illustrated in Figure 4.1.

v

V

Figure 4.1 Relationship among the axes of a theodolite.

In Figure 4.1, VV represents the vertical axis of the theodolite, HH is the tilting (horizontal)
axis, XX is the optical or line-of-sight (collimation) axis, and LL is the plate level axis (the
straight line tangent to the longitudinal curve of the plate level tube at its center, which is
supposed to be perpendicular to the vertical axis when the instrument is leveled). The expected
relationships among the axes after the instrument has been constructed are such that VV must be
perpendicular to LL, otherwise there will be standing axis error; HH must be perpendicular to
VV, otherwise there will be tilting axis error; XX must be perpendicular to HH, otherwise there
will be horizontal collimation error. All these errors are collectively referred to as axial
errors.

Other possible instrumental errors are vertical-index (vertical collimation) error, instrument
circle graduation error, and compensator index error (if a theodolite is equipped with a
compensator). When the theodolite is equipped with the compensator, the compensator will
automatically compensate for the leveling error that may occur after the operator has
approximately leveled the instrument. The zero index of the compensator, however, may be out
of alignment with the direction of gravity, producing what is known as compensator index
error. The effects of horizontal collimation error, vertical collimation error, tilting axis error,
compensator index error, and circle graduation error are systematic and must be eliminated
from theodolite measurements.

4.2.1 Horizontal Collimation (Line-of-Sight) Error

Horizontal collimation error is a defect due to the line of sight not being constructed
perpendicular to the tilting axis of the theodolite. This defect (c) is illustrated for a theodolite
in Figure 4.2. In the figure, the defective theodolite will have its circle reading aligned with



line RR while the line of sight through the telescope is inclined at an angle c along line XX.
This means a positive value of angle ¢ must be added to the circle reading in order to make the
reading correspond with the direction in which the telescope is currently pointing (i.e., along
line XX). In this case, the construction defect or collimation error (c) is negative when the line
of sight through the telescope is to the right of the perpendicular line RR (with the telescope in
the face left position). If the telescope is rotated in the vertical plane (about the horizontal axis
HH), the telescope will not move along line RR (as expected) but along the curve X-XR, as
shown in Figure 4.2.
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Figure 4.2 An illustration of a horizontal collimation error and its effect on angle
measurement.

If a theodolite with a construction defect (or collimation error) of c is used to measure an
angle, the angle will be in error (€.), which can be expressed as

I 4.1

sin(z)

where z is the zenith angle reading. Since €, is an error contribution to a particular horizontal
circle reading, it should be subtracted from the reading in order to obtain the corrected



horizontal reading. It can be seen from Equation (4.1) that the influence of horizontal
collimation error on horizontal circle-reading depends on the zenith angle (z), and this
influence varies from the horizon (z = 90°) to the zenith (z = 0°).

Horizontal collimation error (c¢) can be determined in the field by observing to a well-marked
target (that is close to the horizon) in face left and face right positions of the telescope. The
expression for the horizontal collimation error at a particular zenith angle (z = 90°) can then be
given as

¢ = ~

where Hz; and Hz;j are the horizontal direction readings in the face left and face right positions

of the telescope to the target located in the horizon. The instrument can be adjusted to remove
this collimation defect by loosening the capstan screws and moving the crosshair ring left or
right to eliminate the error, that is, make lines RR and XX coincide. This systematic error,
however, will cancel out if all horizontal angles are measured at the same zenith angle position
or if all the angles are measured in the face left and face right positions of the telescope and
their averages taken as measured angles.

4.2.2 Vertical Collimation (Index) Error

Vertical collimation (or vertical index) error (v) is a defect due to the zero point of the vertical
scale reading not being aligned perfectly with (or parallel to) the standing axis of the
instrument, as shown in Figure 4.3. This error can be determined in the field as follows:
e With the telescope in the face left position, measure the zenith angle (z;) to a well-defined
point.

e With the telescope in the face right position, measure the zenith angle (zy;) to the same
point.
e The vertical index (or collimation) error (v) can be given as

:-| =+ :'.|| — 360 ﬁ
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Figure 4.3 An illustration of a vertical collimation error of a theodolite.

The vertical collimation error is a systematic error that will cancel out if the zenith angle is
measured in face left and face right positions of the telescope with the average (z) taken as the
measured zenith angle; this average can be given as

2




Example 4.1

An optical line of sight makes an angle 89°59'00"” (measured clockwise) with the
horizontal (tilting) axis of the instrument. In turning a horizontal angle, if the line of sight
on the backsight is horizontal and on the foresight, it is inclined with a zenith angle
60°00'00", determine the error in the observed horizontal angle due to lack of adjustment.

Solution

Horizontal collimation error, ¢ = 89°59'00” — 90° (giving the instrument defect ¢ =
—60", and the line of sight is to the right of the perpendicular to the horizontal axis).

Apply Equation (4.1) with ¢ = —=60" to the backsight (BS) reading as follows. Since
the line of sight to the backsight is horizontal, zenith angle will be z = 90°; for the
foresight, - = 60°.

—60"

or BS + 60"

Corrected backsight reading = BS —

sin(90)

—60"

. or FS + 69.3"
sin(60)

Corrected foresight reading = FS —

The corrected horizontal angle is equal to the difference between the corrected
foresight reading and the corrected backsight reading:

Corrected horizontal angle = FS + 69.3" — (BS + 60")
= (FS-BS) +9.3"

The error in the observed angle is —9.3" (following the convention that error has
opposite sign to correction).

S

4.2.3 Tilting (or Horizontal) Axis Error

Tilting (or horizontal) axis error (t) is a defect due to the tilting axis (or the horizontal axis of
theodolite) not being constructed perpendicular to the standing axis (vertical axis) of the

instrument, as illustrated in Figure 4.4. In the figure, the horizontal axis HH is tilted to the right

by angle t with respect to the horizontal plane of the instrument or inclined by angle (90° + t)
with the vertical axis through the zenith.

To determine if an instrument has a tilting axis error, the following steps can be taken:

o With the telescope in the face left position, sight a high point A with the telescope, then
drop the line of sight to the ground level and mark the point on the ground as point A.



e Reverse the telescope and sight the same high point A again, and drop the line of sight to
the ground level and mark this point as point A”.

e If points A and A" are not the same point, there is tilting axis error.

Correcting a theodolite for tilting axis error requires moving the adjustable end of the
horizontal axis up or down in order to eliminate the tilt angle t shown in Figure 4.4. The error
can cancel out by measuring all angles at the same vertical angle position, if possible, or by
measuring in the face left and face right positions of the telescope and taking the averages as
the measurements. The error contribution (¢,) of the tilting axis error (t) on horizontal angle
readings can be determined mathematically as

T S 4.5

I1
tan(z)

where t is the tilting axis error of the instrument or the angle by which the tilting axis deviates
from the horizontal plane when the vertical axis is aligned with the direction of gravity. From
Equation (4.5), it can be seen that the influence of tilting axis error on the horizontal circle
reading is dependent on the zenith angle (z), and this influence varies from zero on the horizon
and increases toward the zenith. The error ¢, can be applied to the horizontal circle readings as
in the case of horizontal collimation error ¢.. The tilting axis error (t), if the telescope is in the
face left position, is positive when the telescope is tilted to the right of the telescope (the angle
of inclination of the tilting axis with the vertical axis will be greater than 90° in this direction).
The tilting axis error t of an instrument can be determined through a calibration procedure in
the field. At this time, the combined effect of collimation and tilting axis errors at a particular
zenith angle (z) can be determined based on the procedure adopted for determining the
horizontal collimation error. By following the procedure for determining the horizontal
collimation error, if the horizontal angles are not observed in the horizontal plane, the result
obtained will be due to combined tilting axis and collimation errors, which can be expressed
as follows:

%

Combined tilting axis and collimation errors =
or

+ - =
tan(z)  smn(z) 2

where c is the collimation error of the instrument, ¢t is the tilting axis error of the instrument, z
is the zenith angle, Hz; is the horizontal direction reading in face I, Hzy; is the horizontal

direction reading in face II, and the first and second terms on the left of Equation (4.7) are the
tilting axis error and collimation error components, respectively. It can be seen from Equation
(4.7) that when the target observed to is on the horizon (z = 90°), Equation (4.7) gives the
value for the horizontal collimation error. It can also be seen from Equation (4.7) that the tilting
axis error (t) can only be determined after removing the influence of the collimation error (c).



In this case, in order to determine the tilting axis error (t), the following steps are to be taken:
1. Select a target in the horizontal plane of the instrument, then determine the horizontal
collimation error (c) by using Equation (4.2).

2. Select another target at an elevated position, then determine the combined tilting axis and
collimation errors as given in Equation (4.6).

3. Using the already determined collimation error (c) in step (1) and the zenith angle and
the combined tilting axis and collimation errors in step (2), solve for the tilting axis error

(t) in Equation (4.7).

~

Example 4.2

The circle readings to targets A and B in Table 4.1 were recorded with a theodolite.

(a)Calculate the vertical collimation (index) error for this theodolite and the adjusted
vertical circle readings to targets A and B.

Table 4.1 Circle Readings to Targets A and B.
A B
Horizontal circle reading in face I 12°2330" 74°3350"
Horizontal circle reading in face II 192°23'50" 254°3410"
Vertical circle readingin faceI ~ 60°0020" 90°00 20"
Vertical circle reading in face I 300°0020" —

Solution
For Target A: Use Equation (4.3) to determine the vertical collimation error (v) as
follows:
V= f
. . 60°00'20" + 300°00"20" — 360
Vertical collimation error, v = 2 x 2 = +20"

-

Adjusted vertical circle reading to target A : 60°00'20” = (20") = 60°00'00”

Alternatively, the adjusted zenith angle to target A is given from Equation (4.4) as
follows:

;) 60°0020" + (360 — 300°00°20™)
- ~

= 60°00'00"




Zenith

Figure 4.4 An illustration of tilting axis error of a theodolite.

For Target B: The same vertical collimation error applies, giving the adjusted
vertical circle reading to target B as 90°0020" — (20") = 90°0000".

(a)Calculate the horizontal collimation error and the tilting axis error for this
theodolite.




Solution

The adjusted zenith angle to target B is 90°00'00" so that when substituted into
Equation (4.7) gives

g

=
Substituting the horizontal circle readings to target B in the equation gives

_74°33'50" — 74°34" 10"

= —10"

&
-

Substituting the horizontal circle readings to target A and ¢ = —10" into Equation (4.7)
gives
f ~10" 2°23'30" - 12°23'50"
] " + - f " =
tan 60°00° 00 sin 6000700

— 1155 =-10"
tan 60700 (0

o |

or

t = 1.55 tan (60°00°00" Y or t = 2.7"

- /

4.2.4 Compensator Index Error and Circle Graduation Error

The compensator index error is due to the zero point of the compensator not being in alignment
with plumb line. The error comes in if the instrument has a compensator for correcting the
vertical axis (standing axis) error. The compensator will calculate the influence of the vertical
axis error (i) on the horizontal reading (iy;) and on the vertical reading or along the telescope
axis (iy) and apply them accordingly. The residual errors after these corrections have been
applied are the compensator-index errors. With a dual-axis compensator, the index error of the
compensator is divided into two components: alongside error with the telescope and
crosswise error to the telescope. The alongside error component is similar to the vertical
index error (affecting the vertical angle only); the crosswise error is similar to the horizontal
index error (affecting the horizontal angle only).

Compensators usually have specified setting accuracies of 0.3"—6" with working ranges of 2—
6. This means that compensators are capable of correcting circle readings for standing axis

effect with a precision of 0.3"—6" if the standing axis of the theodolite is within 2—6' of being
vertical.

Note that the circle graduation error is negligible with today's total station equipment.



Because of this, it will not be discussed any further.

4.2.5 Eliminating Systematic Errors by Double-Centering: Example

Double-centering or double-sighting procedure consists of making a measurement with a
theodolite once with the telescope in the face left position and once with the telescope in the
face right position; the two measurements will have equal and opposite axial errors. A typical
example of using double-centering method to eliminate some axial errors is in the extension of
a straight line. For example, consider a case in which a straight line AB is to be extended to C
as shown in Figure 4.5. The double-centering steps for extending line AB to C can be described
as follows:

1. Set up the instrument at station B, sight to station A in face I (face left) position of the
instrument, then plunge the instrument telescope to face II (face right) position, and sight to
the direction of C; mark the image of the reticule as C;.

2. While still in face II, rotate the telescope to sight to station A and plunge the telescope
again to face I to sight in the direction of C; mark the image of the reticule as C,.

3. The middle of the two marks C; and G, is the location of station C, forming part of the
extended line. Note that angle C;-B-C, is equal to four times the collimation error (4€_)
expressed by Equation (4.1).

By locating station C in the aforementioned steps, the influence of instrument axial errors is
eliminated. Since no angles are set out (i.e., circle readings are not taken) in the process, the
problem of possible circle graduation errors, which are negligible with today's total stations,
will not arise. If the line of sight, however, is not horizontal, the standing axis error will affect
the location of point C since it cannot be removed by double-centering procedure. For a case
involving inclined sights, the appropriate procedure for aligning point C with A and B can be
given as follows:

1. With the telescope in face I position, sight to station A, then turn off 180°, and sight in
the direction of C and mark the point as C;. The compensator of the instrument must be on

during this process.

2. Now sight to station A in face II position, then turn the telescope by 180° toward station
C and mark the point as C,.

3. The average of the readings in both faces results in the correct straight line extension
even for steep sightings (both directions to C; and C, should practically coincide if the

instrument has been properly calibrated).
Note: In order for the compensator in an instrument to correct the circle readings, the

instrument must be rotated physically; the corrections are only applied as the angular readings
are being changed.



Example 4.3

The line of sight of a theodolite is out of adjustment by a collimation error of 12". In
prolonging a line by plunging the telescope between backsight and foresight, but not
double-centering, what angular error is introduced and what off-line linear error results
on a foresight of 500 m (assuming flat terrain)?

Solution

Collimation error of instrument (or instrument defect) is 12":

Referring to Figure 4.5, the angle C;-B-C, represents a = 4¢, (the accumulated
collimation error of direction measurements in double-centering procedure).
By the double-centering method, the angle a/4 represents the collimation error on

a single-direction measurement; by assuming flat terrain condition, z = 90° in
Equation (4.1) so that c = €, and a = 12" % 4 (or 48"). The angular error

introduced in aligning A-B-C, is a/2 (or 24"):

Linear error (or distance C-C;) = Angular error (inradians) x length B-C;
24"

= W ® 500m — 0.058m
206, 26

Figure 4.5 Extending a straight line by double-centering method.




Example 4.4

Referring to Figure 4.5, if the distance from the instrument setup point B to points C; and
C, is 600 m each and the distance between C; and C, is 10 cm, calculate the possible

collimation error (to one decimal arc second) of the instrument, assuming the instrument
tilting axis error is zero and the measured vertical angles to points A, C;, and C, are +15°.

Solution

Using the linear error approach in Example 4.3:

it
206, 265

0.10 x 206, 265
g= o XD g g
600

.10 = 600 m

Collimation error effect on a single-direction measurement is a/4 or 8.6"”. The
collimation error of instrument can be determined from Equation (4.1) using the error
in a single-direction measurement (since tilting axis error is negligible) so that:

I

- =8.6" and ¢ =8.6sin(75) or ¢ =8.3"
sin(z)

The collimation error of instrument is 8.3".

4.3 SYSTEMATIC ERRORS ELIMINATED BY
ADJUSTMENT PROCESS

Typical systematic errors that can only be removed by adjusting the instrument or by
mathematically correcting the angle measurements are due to the following error sources:
plummet error, standing axis error, plate bubble error, atmospheric refraction, deflection of
the vertical (by comparing the geoid with the reference ellipsoid).

4.3.1 Plummet Error

Plummet error or centering error is an instrument defect due to the optical axis of the plummet
not being aligned in the direction of the vertical axis of the instrument; this may be due to the
wearing out of tribrach or plummet is out of adjustment. With this defect, accurate horizontal
angles cannot be determined. The effect of this error is similar to that of standing axis error
(discussed in what follows).



Testing an instrument for plummet error depends on whether the plummet is mounted on the
upper part of the instrument alidade and can be rotated about the vertical axis or the plummet is
located on the tribrach. In the case where the plummet is located on the instrument alidade, the
plummet error can be checked as follows:

e Secure a piece of paper on the ground below the instrument (after it has been leveled on its
tripod) and mark where the plummet intersects it.

e Rotate the theodolite 180° and mark second point where the plummet intersects the paper;
if the second point coincides with the first point, the plummet is in adjustment.

In the case where the plummet is located on the tribrach, check the plummet error as follows:
e Carefully lay the theodolite on its side on a table.
e Look through the optical plummet to a piece of paper on a wall about 1.5-2 m away.
e Mark the point on the paper, where the line of sight through the plummet hits the paper.

¢ Rotate the tribrach 180°, and mark again the point where the line of sight through the
plummet hits the paper.

o If the optical plummet is out of adjustment, its line of sight will form a circle on the paper
when the tribrach is rotated round.

e Maeasure the diameter and the radius of the circle formed.
e (Calculate the angle subtended at the instrument by the radius of the circle.

In the case of laser plummets, set the theodolite on its tripod, level the instrument, and switch
on the laser plummet; mark the center of the laser spot on the ground, slowly rotate the
instrument through 360° while observing the positions of the laser spot; if the center of the
laser spot makes a circular movement of more than 1-2 mm instead of remaining stationary, the
plummet needs adjustment.

To correct the instrument for the plummet error, use an adjustment tool to raise or lower the
three corners of the “bulls-eye” bubble, until there is no circle scribed out on the paper sighted
to through the optical plummet. The effect of this error on angular measurement can be
cancelled out by measuring an angle with one position of the tribrach, turning the tribrach 180°
on the tripod, measuring the angle again, and taking the average of the two readings as the
actual reading.

4.3.2 Standing Axis Error

The standing axis error (i) is a setup error, not an instrument error. This error is due to the
observer not perfectly centering the bubble so that the standing axis of the instrument is not
aligned with the plumb line (gravity) direction. In this case, the vertical axis (standing axis) is
inclined. If the instrument is turned around its standing axis (assuming the plumb line does not
correspond with the standing axis), the instrument is actually not turned around the vertical axis
or the plumb line direction as it should be. This creates an error (similar to tilting axis error)



whose value is zero on the horizon and varying with zenith angle. Apart from changing with
zenith angle, standing axis error also changes with change in horizontal direction. By changing
the horizontal directions, the horizontal measurements are affected by the effects of the
misleveling.

The standing axis error affects the theodolite by longitudinal (iy;) and traverse (i) tilts
expressed as follows:

by =icosa 4.8

; (i sin )

i

lan z

where Iy, is the tilt along the direction of the telescope, it is the tilt in the direction

perpendicular to the telescope, i is the standing axis error (or the amount of displacement on
the plate level bubble in the vial or the angle between the standing axis and the direction of
gravity), z is the zenith angle measurement, and « is the angle turned between the plane
containing the inclined axis and the direction of the telescope. Theodolites with dual-axis
compensators compute and display Iy, and it and also internally correct the horizontal and

zenith angle measurements with these values as follows:

Hz' = Hz — iy
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where iy is the transverse tilt defined by Equation (4.9), Hz is the corrected horizontal
direction, Hz is the measured horizontal direction, z is the corrected zenith angle, z is the
measured zenith angle, and iy is the longitudinal tilt defined by Equation (4.8).

If a telescope is in face left position and the standing axis is inclined to the left, the standing
axis error will be taken as positive. It can be seen from Equation (4.11) that by changing the
zenith angle from the horizon, the zenith angle measurements are affected mainly by the
longitudinal tilt (iy) component of the misleveling (using the compensator). The effects of
standing axis error on horizontal direction and zenith angle measurements are automatically
corrected for if compensator is activated in the total station equipment used. The dual-axis
compensator will correct standing axis tilt in the direction of the telescope and measure how
much the tilting axis is out of level and correct horizontal circle readings automatically for this
error. The other way to correct this error is to level the instrument using proper procedure as
follows:

e Align the level vial along two of the leveling screws, turn the telescope 180°, and observe
the amount of movement of the bubble.

e Inthis position, if the bubble is off the center, bring it half way back and turn the telescope
again 180°; repeat this step until the bubble remains centered when turned 180°.

e Now align the bubble vial in the direction of the third foot screw and center the bubble.



e Turn the telescope 180° and observe the movement of the bubble; if off the center, bring it
back half way; repeat this step until the bubble remains centered when turned 180°.

e At this location, the telescope can be pointed in any direction and the bubble will still
remain centered.

nmaEnm

Figure 4.6 Typical plate bubble vial.

If the bubble vial of the instrument is not sensitive enough to provide the desired accuracy, an
additional level, such as striding level, of higher sensitivity must be used on the horizontal axis
of the telescope. If the amount of inclination and the direction of inclination of the vertical axis
are known, mathematical formulas (Equations (4.10) and (4.11)) can be applied to correct each
reading to its proper value. An alternative way of determining the corrected horizontal
direction measurement is to count the number of graduations (NR) the leveling bubble is off the
center to the right and the number of graduations off the center to the left (NL). The corrected
horizontal direction can then be given as

Hj'_r:Hf_— {”R—NI]Xl 4.12
2tan g

where Hz is the measured horizontal direction, Hz is the corrected horizontal direction, and v"
is the sensitivity of the bubble. Considering Figure 4.6 for example, if the bubble to the left NL
= 2, that to the right, NR = 4, the sensitivity of the bubble is 20"/div, and the zenith angle of the
line of sight is 75°, the error to be subtracted from the measured horizontal direction will be
5.4". The position of the bubble in this example is illustrated in Figure 4.6.

(Remember that standing axis error is a temporary error that changes in magnitude each time
that the instrument is leveled.)

4.3.3 Plate Bubble Error

Plate bubble error is an instrument error due to the plate bubble axis not being perpendicular to
the vertical axis of the instrument or the vertical axis of the instrument is not being aligned with
the plumb line (gravity) direction after centering the bubble. When the bubble is centered, it
runs out when rotated 180° in azimuth. Normally, if the plate bubble is in adjustment, its axis
(axis LL in Figure 4.1) will be at right angles to the vertical axis (line VV in Figure 4.1);
otherwise, the instrument will be set to measure horizontal angles with an inclined vertical
axis, that is, angles will be measured on an inclined plane. In this case, if the instrument is
turned around its standing axis (assuming the plumb line does not correspond with the standing
axis), the instrument is actually not turned around the vertical axis or the plumb line direction



as it should be. The effect of this error is similar to that of standing axis error and will not
cancel out by finding averages of measurements taken in face left and face right positions of the
telescope. An instrument can be tested in the field for plate bubble error by centering the plate
bubble of the instrument in two positions (at right angles); rotate the instrument through 180°, if
the bubble moves off centre in this third position, the plate level is out of adjustment.

The correction of the theodolite for plate bubble error will require raising or lowering one end
of the level vial until the bubble ends up in the center when testing the instrument. If the amount
of inclination and the direction of inclination of the vertical axis are known, mathematical
formulas (Equations (4.10) and (4.11) or Equation (4.12)) can be applied to correct each
reading to its proper value. Most total stations today have the “automatic compensation”
software built into the processor, which automatically applies calculated corrections to each
reading. Dual-axis compensators will correct both the vertical and horizontal angles for the
plate bubble error if the inclination angle is within the working range of the compensators;
single-axis compensators, however, will only correct the vertical angles.



Example 4.5

A line was prolonged by reversing the telescope from the backsight (BS) position to
foresight (FS) position with the zenith angles for both backsight and foresight being 60°
and the vertical axis being inclined 30" in the direction perpendicular to the direction to
BS. What is the measured angle between the backsight and the foresight (assuming no
collimation error and no tilting axis error)?

Solution

This is a standing-axis problem (Equation (4.9)); take the bearing (clockwise) of BS
direction as a = 270°; the bearing of FS direction will be a = 90°; i = 30"; z = 60°.

Substitute the values into Equation (4.9) and apply the correction to each direction as
follows:

(30" sin 270%)
tan 60°
(30" sin 90°)
The measured angle = (FS-BS) — 0°00’17.3" —0°00'17.3"

= (FS = BS) - 0°00'34.6"

Corrected backsight reading = BS — = BS +0°00'17.3"

Corrected foresight reading = FS — = FS - 0°00"17.3"

The angle at the station at which the instrument was set would be in error of 34.6";
angle set out will be 179°5925.4" instead of being the true value of 180°. If the
prolonged line from the set-up station to the forward station is 100 m, the established
line would depart from the true direction by

34.6
206, 265

=0.017m

Departure = 100 x

- /

4.3.4 Atmospheric Refraction

Whenever one is sighting through an instrument telescope to a target, one is observing the
natural wave or radiation (e.g., white light) emitted by the target. Varying densities of the
atmospheric air along the path of any wave propagation will cause the speed and direction of
the wave to change. The change, in either speed or direction, is referred to as refractivity. This
means that the optical path of radiation in the atmosphere is curved due to atmospheric
refraction. The curvature of the optical path may differ from a given point A to another point B
along the line of sight AB as shown in Figure 4.7.

When light ray passes from colder air to warmer air, the ray will bend in a concave toward the



direction of the gradient. This is to say that generally, light rays will move toward warmer air,

where the propagation speed is greater. For the horizontal direction measurement from point A
to B in Figure 4.7, an angular error ds is introduced. Even though point B' is sighted to, point B
is actually located; the linear error in sighting to the wrong point is e.

Tangent to refracted wave
path

Figure 4.7 Refracted and expected wave propagation paths.

Atmospheric refraction is dangerous to any optical measurements. The refraction effects are
most pronounced in leveling and zenith angle measurements, especially when the line of sight
is near (about 2 m or less) the ground surface with the temperature of the layers of air above
the surface being significantly different. The horizontal effects of refraction may also be
dangerous if the line of sight of the observed horizontal direction runs parallel and very close
(like say 1 m) to prolonged objects of a different temperature, such as walls of structures or
soil exposed to the Sun's radiation, walls of tunnels, galleries of long dams, turbines,
transformers, and so on. Generally, if the temperature gradient dr/dy across the line of sight
(Figure 4.7) is constant at all points of the line, then the line will be refracted along a circular
curve producing a linear error (e) of pointing to a survey target. This error can be given (US
Army Corps of Engineers, 2002) as

1 C o2
= IOXES O (s 4.13
= dy

e

where
S = distance between the stations;
P = barometric pressure (mbar);
T = atmospheric temperature in Kelvin (273.15 + t °C)
t = atmospheric temperature in °C;



dit/dy = temperature gradient in the direction perpendicular to the direction of wave
propagation.

Usually, the temperature gradient differs from one point to another, producing an irregular
shape of the refracted line of sight. The temperature gradient as shown in Figure 4.7 must be
determined, either horizontally for lateral refraction (for horizontal direction measurement) or
vertically for vertical refraction (for vertical angle measurement), in a dir