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1.1
Definition of and General Introduction to Biophotonics

1.1.1
Definition

Biophotonics is an emerging multidisciplinary research area, embracing all light-based
technologies applied to the life sciences and medicine. The expression itself is the
combination of the Greek syllables �bios� standing for life and �phos� standing for
light. Photonics is the technical term for allmethodologies and technologies utilizing
light over the whole spectrum from ultraviolet through the visible and the infrared to
the terahertz region, and its interaction with any matter (Figure 1.1).

Beyond this definition, biophotonics is a scientific discipline of remarkable societal
importance. For hundreds of years, researchers have utilized light-based systems to
explore the biological basics of life. After the invention of the lightmicroscope dating
back to the seventeenth century and the systematic improvements introduced byCarl
Zeiss, Ernst Abb�e and Otto Schott in Jena in the nineteenth century, it became an
essential tool in the life sciences and medicine and had a crucial influence on the
work of biologists of this time, such as Ernst Haeckel. Since then, its importance has
grown even stronger. Today, ultrahigh resolving microscopes enable us to observe
cellular structures smaller than 20 nm across and their functions, and thus to study
diseases right at their origin. We also benefit greatly from photonic technologies in
medical practice – in fact both in diagnosis and in therapy of diseases. For example,
laser scalpels have become routine toolswhich reduce the expense ofmany surgeries,
sometimes even down to an ambulant intervention (�keyhole surgery�). Due to novel
photonic technologies such as fluorescence endoscopy and photodynamic therapy
(PDT), some types of cancer can be recognizedmuch earlier and treatedmore gently
than several years before. In ophthalmology, optical coherence tomography (OCT)
has become the gold standard for detecting morphological changes in the eye by
adding the third dimension, helping to obtain high-resolution 3D images of the
retina and diagnose prevalent diseases such as glaucoma andmacular degeneration.
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The widespread use of biophotonic systems and methods is also reflected in
economic terms. Regarding market shares as well as growth rates, biophotonics
belongs to the most important sectors of the global photonics market [1, 2].

1.1.2
Visions Connected with Biophotonics Research

The controlled use of light has already revolutionized life in many respects
(Figure 1.2). There is high hope that light as a tool will provide further breakthroughs
in the life sciences andmedicine, and also in closely related topics and subjects such
as nutrition, the environment and well-being in general. A current example from the
field ofmedicine is a novel approach for the early recognition of Alzheimer�s disease,
which so far is considered incurable. In the next few years, fluorescence imaging
could provide reliable early recognition and help to verify novel therapeutic
approaches which aim at an early intervention in the future [3]. Basically, light
allows us to explore cellular structures and functions rapidly and with utmost
sensitivity and precision. At the same time, light allows us to manipulate tissues
and cellular structures without damaging them. These features make light a unique
tool for the whole range of modern medicine:

1) Understanding diseases on amolecular level:Light helps to explore fundamental
life processes on a cellular and molecular level, and thus to develop novel,
targeted therapies.

2) Early recognition of diseases: Light allows us to recognize changes on the cellular
scale as early signs of diseases, even long before manifest symptoms occur. The
earlier is the diagnosis, the better are the chances of healing.

3) Targeted treatment of diseases: Light measures and cures in a careful manner,
paving the way towards minimally invasive medicine.

Figure 1.1 Shedding light on life: biophotonics utilizes light-based technologies for applications in
medicine and the life sciences (fluorescence image: PCO AG).

2j 1 Introduction to Biophotonics



4) Preventing diseases: Light can measure a multitude of health-relevant para-
meters, including endogenous parameters such as genetic dispositions and
physiological conditions, and also exogenous parameters such as pathogens in
air, water, and food. This helps to monitor the health state of individuals and
possible harmful influences, which is an important prerequisite to prevent
diseases.

Thus the term �biophotonics� covers a wide spectrum of biomedical questions
from understanding life processes to prevention, early recognition, and therapy of
diseases. Attention should be paid to an alternative use of the term as a complement
to the term �biomedical optics.� In that context, the field of biophotonics only covers
applications of photonics in the life sciences and fundamental biomedical research
such as the investigation of cellular processes, whereas the field of biomedical optics
covers the clinical applications of light in diagnostics and therapy. This distinction
seems to have evolved historically, as the term �photonics� was only coined about 50
years ago, when light-based technologies were already well established in medicine.
In this book, the term �biophotonics� is used for bothmentioned areas. Furthermore,
it reaches into thefields of environmental, food and pharmaceutical analysis and thus
even applies to the fields of process control and security applications. The authors
consider this definition more conclusive, more purposeful and more forward-
looking, as it provides a holistic perspective. This approach advances a likewise
holistic, modern health care, and particularly the groundbreaking paradigm change
from the treatment of diseases towards health maintenance. Moreover, the close
linking of diagnosis, therapy, preventive and follow-up care paves the way towards

Figure 1.2 Visions connected with biophotonics (photographs: LMU Munich/BIZ, World of
Medicine AG, Fraunhofer IZM).
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personalized medicine. This promises major benefits not only for individual
patients, but also for society as a whole: Personalized, targeted therapies can help
significantly in limitinghealth-care costs, and thus in facing the challenges associated
with population aging and the consequent increase in age-related diseases.

1.1.3
Why Photons?

What makes light an ideal tool in medicine and the life sciences? A multitude of
favorable properties of light and light-related technologies:

1) Spatial scale: six orders of magnitude: Light as a tool helps to observe and
manipulate objectsona scale fromseveralnanometers tocentimeters (Figure1.3).
This opens up a whole range of biomedical applications, reaching from the
detection and manipulation of macromolecules to subcellular manipulation and
macroscopic diagnosis and surgery of tissue. This is a huge advantage, as novel
diagnostic options that work in single cells can be directly adapted to the
inspection of cellular networks and tissues. In clinical diagnostics, values can
be integrated optically using arbitrary volumes.

2) Time scale: from 10�15 to 106 s:Using the ultrashort light pulses of femtosecond
lasers, extremely fast processes can be analyzed or manipulated with the
required high precision in time. On the other hand, light sources are stable
enough for long-term monitoring of structures and processes, even covering
several days. The repeated application of short light pulses also allows the
monitoring of changes in fast processes over long time periods. Photonics is
the only available technology to cover this immense time scale.

3) Multiple functionality: Optical technologies allow the determination of very
different features of molecules, cells, and tissue:
a) Morphological features [e.g., bymeasuring reflection, transmission (absorp-

tion), and scattering]
b) Chemical features and their changes (using spectroscopy, e.g., Raman and

fluorescence)
c) Mechanical features (using optical trapping and holography)
d) Movement (using, e.g., Doppler spectroscopy and dynamic light scattering

measurements).
4) Compatibility: Optical methods can be combined smoothly with one another.

This applies to different diagnostic methods, and also to combinations of
diagnostic and therapeutic methods. Moreover, measurements can similarly

Figure 1.3 Characteristic size of selected objects of biomedical interest.
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be performed in the spatial and temporal domain. This wide compatibility
facilitates a multitude of feedback-controlled therapies on the microscopic and
macroscopic scales. Optical methods can also be combined with non-optical
methods and with other advanced technologies such as nanotechnology (e.g.,
nanoparticles, optically activatable nanocapsules, optical nanostructures) and
microsystem technology (e.g., integrated microoptics, microfluidics).

5) Practicability:Apart from their fundamental properties, optical technologies also
offer important practical advantages. Among them are contactless application,
even in therapy, and the easy transmission of energy and signals using light
conductors. The application of light has no or only minor side effects and thus
enjoys wide acceptance among patients. Moreover, optoelectronic compounds
have become increasingly compact and inexpensive to produce (e.g., laser
diodes), which allows the development of reasonably priced systems. The
mentioned properties and advantages are unequaled by any other biomedical
tools, be they ultrasound, X-ray, or magnetic and nuclear medical technologies.
Like no other technology, photonics is suited as cross-sectional technology to
master a broad variety of biomedical challenges.

1.1.4
Fields of Application and Technology

The scientific discipline covers a broad range of applications and technologies
(Figure 1.4). The following overview cannot provide a complete list of them, but

Figure 1.4 Lightmeasures fast, gently, andwith high precision, and thus holds unique potential for
medical applications. This includes both medical practice and fundamental research in the life
sciences (photograph: IPHT Jena).
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is rather intended as a first map for readers who are new to this field. The emerging
discipline covers a growing multitude of technologies and applications; moreover,
many applications in medicine and the life sciences require the combined use of
different technologies.

& Important Fields of Application

Fundamental biomedical research:Cell biology,molecular biology: understand-
ing of life processes, and also the origin and genesis of diseases, on a cellular
and molecular level.
Pharmacological research: Drug development, for example, target evaluation,
high-throughput screening (HTS) and/or high-content screening (HCS) of
drug candidates, drug delivery.
Laboratory tests, point of care (POC) diagnostics: Analysis of body liquids, for
example, in allergology, immunology, hematology, cardiology, epidemiology,
endocrinology, medical microbiology; Optical sensing, for example, optical
oximetry.
Clinical diagnostics, therapy control, and therapy: (Methods in clinical routine
or testing): see Table 1.1.
Regenerative medicine: Stem cell research, tissue engineering, transfection of
genetic material.
Environmental monitoring, food safety: On-site testing and monitoring of
harmful compounds in air, water, and food, for example, pathogens, fine dust,
pollen, chemicals.
Process control: Controlling composition and quality of pharmaceuticals,
nutrition and cosmetics.
Security applications:Detection of harmful biological and chemical substances
and weapons.

& Important Methods and Technologies

Spectroscopy

. Absorption (THz, microwaves, IR, UV–Vis).

. Emission (all fluorescence methods: one-photon/multi-photon fluorescence,
FRET, FRAP, FLIM, FLIP).

. Elastic and inelastic light scattering (e.g., Rayleigh, Raman, CARS, SRS,
SERS, TERS, Mie, LIDAR).

Light Microscopy

. Fluorescence microscopy (observing autofluorescence or using fluorescence
labels, e.g., proteins), including sub-diffraction techniques (optical nano-
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scopy, e.g., STED, NSOM, PALM/STORM, structured illumination) and 3D
imaging techniques (e.g., confocal and multi-photon excitation microscopy).

. Raman Microscopy (CARS, SRS, TERS).

. Other contrast methods, for example, phase contrast microscopy, digital
holographic microscopy (DHM).

Multimodal Approaches, Molecular Imaging

. Combinations of molecular techniques, for example, spectroscopy, and
imaging techniques, for example, microscopy. Spectroscopy can provide
molecular information for each spot of a microscopic image to deliver
multidimensional images of the examined cells or tissues. This allows
visualization of cellular functions and following of molecular process in
living organisms without perturbing them.

. Other multimodal approaches also include combinations with nonphotonic
technologies, for example, PET imaging and PCR assays.

Chip-Based Analysis

. Biochips for POC diagnostics (�lab-on-a-chip�).

Therapeutic Methods

. PDT, controlled release of bioactive agents, Laser-in-situ Keratomileusis
(LASIK), low-level laser therapy (LLLT), laser-induced thermotherapy
(LITT).

Optical Micromanipulation

. Optical tweezers, optical stretcher, laser catapulting, cell sorting and cell
positioning.

Optical Components

. Innovative light sources and detectors, optics and optical devices for
biophotonics, e.g., ultrafast lasers, adaptive optics, fiber endoscopes.

Enabling Technologies (Not Photonics Based, Yet Preliminary)

. For example, micro- and nanofluidics, nanoparticles, biochemistry (evalua-
tion of targets, development of markers), data modeling (image analysis,
chemometrics), data management (user-oriented GUI, handling massive
amounts of data, integrating information from multiple channels), system
integration.
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Table 1.1 Important fields of application in clinical diagnostics, therapy control, and therapy.

Medical discipline Field of application Examples

Cardiology,
angiology

Intracoronary diagnostics Imaging of atherosclerotic plaques
Microcirculation
Imaging laser surgery of
atrial fibrillation
Varicose vein treatment

Dentistry Dental diagnosis Caries, stress/cracks, pulp vitality,
periodontal disease

Dental laser surgery
(restoration, prosthetics)

Endodontic therapy, ablation of soft
and hard tissue and of restorative
materials

Dermatology Skin diagnosis (structural
and functional imaging)

Melanoma and nonmelanoma skin
cancers, actinic keratosis, skin
injuries, tissue vasculature, atopic
dermatitis, acne, psoriasis. Age-related
skin conditions, evaluation of
transdermal processes (e.g., drug
and agent delivery)

Skin therapy Photonic therapy, photodynamic
therapy, and surgery of above-men-
tioned diseases

Gastroenterology Endoscopy and optical imaging Laryngoscopy
PDT of Barrett�s esophagus

Laboratory
medicine

Pathogen detection Detecting and identifyingpathogens and
host response in case of sepsis

Oncology Tissue-based cancer diagnostics Tumor detection, staging and grading
based on visual inspection and molec-
ular analysis of biopsies

In vivo cancer diagnostics Endoscopic detection of tumors
Intraoperative cancer diagnostics Tumor border delineation
PDT

Ophthalmology Structural and functional
ocular imaging

Retinal angiography and structural
imaging, corneal surface

Eye as diagnostic window
to the body

Early recognition of Alzheimer�s disease

Ocular laser therapy Corneal (refractive eye) surgery, retinal
surgery, for example, treatment of
glaucoma, AMD, and cataract

Urology Endoscopic diagnosis Ureteroscopy, prostatectomy
Minimally invasive surgery Removal of benign hyperplasia,

strictures, and renal calculi
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1.1.5
Societal Relevance of Biophotonics

1.1.5.1 Fighting Prevalent and Severe Diseases
The motivation of biophotonics research is most often the battle against the most
prevalent and severe diseases ofmankind. As an example,many research studies in
Germany are currently focusing on diseases such as cancer, cardiovascular dis-
eases, eye disorders and infections [4]. For comparison purposes, Figure 1.5 lists
the leading causes of death as published by the World Health Organization
(WHO) [5].

In order to ensure a sustainable and capable health care, the role of biophotonics
will probably grow even more in the next decades. The reason is the ongoing
demographic change in industrialized countries, which is about to confront their
health care systems with their greatest challenges. The case numbers of age-related
diseases such as dementia, cardiovascular diseases, and loss of sight are expected to
rise sharply in the coming decades. At the same time, the financial resources of
public health care systems will probably stagnate and thus not keep pace with the
expected increase in costs for treatment and nursing care. Here, biophotonics can
meet urgent needs: Early, targeted, and gentle interventions could attenuate or even
avoid diseases and thus improve the quality of people�s lives, especially for the
elderly. This would also help savings of therapeutic costs and economic follow-up
costs. The dimensions of the above-mentioned effects are estimated by a number of
forecasts and studies:

1) Demographic change in industrialized countries: All developed countries are
facing rapid demographic changes towards an aging society. A key figure for
health care systems is the �elderly dependent ratio� (EDR), indicating the
number of people aged 65 years or above, expressed as a percentage of people
of working age (Figure 1.6). According to a forecast by the United Nations [6],
the EDR is expected to increase from currently about 23% to 45% by 2050 in
developed regions. Here, the group of working age is defined as those aged
from 15 to 64 years. Although even in the Western world the pace and extent
of this aging process differ significantly, the trend itself holds true worldwide.
As a consequence, considerably fewer people of working age will be available
to fulfill the intergenerational contract and help bear health expenses in a
solidarity-based system. Extreme pressure on the public health care system is
expected, for example, in Germany. Here, the number of people aged 80 years
or above will probably more than double from 2007 to 2050. At the same
time, the group of people of working age (here 20–64 years) will probably
decrease by nearly one-third. Whereas today about three people of working
age correspond to one elderly person, this ratio will shrink to 1:6 : 1 by
2050 [7].

2) Growing case numbers of age-related diseases: As the described demographic
change stems not only from an improved health care but also fromother effects
(e.g., decreasing birth rates), one cannot conclude that people will age healthier
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Figure 1.5 The 10 leading causes of death by broad income group (2004). Low-, middle- and high-
income categories as defined by the World Bank; countries grouped based on their 2004 gross
national income [5].
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than today. In fact, age-related diseases, and also chronic and lifestyle-related
diseases, are expected to become more prevalent in industrial countries. A
recent study predicted the expected case numbers of selected widespread
diseases in Germany for the years 2030 and 2050, based on current case
numbers and the expected demographic development [7] (Figure 1.7). Accord-
ing to this study, the number of patients suffering from dementia as related to
the total population will more than double by 2050. The same holds true for the
number of patients suffering from age-related macular degeneration (AMD),
which is the most prevalent cause of sight of loss in elderly people. Likewise,
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Figure 1.6 Elderly dependent ratio of selected countries and regions: estimated values 1995–2005
and values for a medium projection scenario 2010–2050 [6].
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the relative incidence of heart attacks and stroke cases will about double, and
the relative incidence of community-acquired pneumonia (CAP) will even be
threefold higher than today.

3) Increasing spendings on health care: Health care spendings represent a sub-
stantial portion of the gross domestic product (GDP) in developed countries. In
many European countries, total expenditure amounts to about 10% of the
GDP [8]. In the US, the total expenditure on healthcare reached 16% in
2007 [8] and is expected to rise to 20% by 2020 [9]. The study cited above expects
that the expenditure on benefits in German health care will more than triple per
inhabitant of working age, from D320 in 2000 to D1078 by 2050 [7].

1.1.5.2 Unmet Medical Needs in Third World Countries
The demographic development is also expected to imposemajor burdens onmedical
care in Third World countries, as the population will probably continue to grow
rapidly in the foreseeable future. TheUnited Nations expects the world population to
exceed 7 billion in 2012 and to reach 9.2 billion by 2050 in a medium projection
case [6] (Figure 1.8). If this development is not accompanied by a corresponding
economic growth, the quality of life will decrease further formany individuals. In the
health care sector, this development can only be stopped or even reversed by major
breakthroughs towards cost-effective medical procedures that possibly could be
applied even in the absence of a physician. Particular attention must be paid to the
fast and reliable identification of life-threatening infections in order to prevent their
unimpeded propagation. Here, optical technologies might contribute greatly to
sustainable health care.
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Figure 1.8 Development of world population: estimated values 1995–2005 and medium
projection value 2010–2050 [6].
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& Theses on Future Trends in Health Care, Especially in Developed Countries

. The aging societies will generally experience growing case numbers of
diseases, even in the case of a shrinking population. This particularly affects
age-related diseases such as neurodegenerative, cardiovascular and eye dis-
eases, and also cancer.

. People�s expectations for their own health state will grow, especially in the
elderly. Healthy aging is desired; the tolerance towards age-related handicaps
will decrease.

. A paradigm change will occur from disease treatment towards health
maintenance. Systems andmethods for preventivemonitoring of the health
state, and here especially self-monitoring solutions, will be strongly
demanded.

. Due to increasing worldwide traveling activities and urbanization in Third
World countries, the risk of pandemics is growing. Fast and easy-to-use
screening methods for infectious diseases will be required to counter this.

. Antibiotic-resistant germs (�hospital germs�) will occur to a greater extent,
including multi-resistant germs.

. The requirements onmedical treatments will grow. Patients will expect them
to be less invasive, highly efficient and precise.

. Medical treatments will become more personalized. This includes gene and
stemcell therapies,andalsoindividualmedications(activeingredients,dosage).

. Financial resources in public health care will not grow proportionally to the
expected performance and benefit.

1.1.6
Economic Impact of Biophotonics

Market analyses have identified biophotonics among the most important growth
segments of the worldwide photonics market [1, 2, 9, 10]. However, quantification
of the market situation suffers from several peculiarities. First, the existing
studies start from different definitions of the term �biophotonics,� which entails
different considerations of products and product classes. Growth prognoses are
especially complicated as the biophotonics market is fairly young and features
many technologies in an early stage of commercialization. Effects such as the
development of new markets and the replacement of existing technologies can
hardly be estimated.

A market study published by the German Federal Ministry of Education and
Research [1] estimated the world market for biophotonics products to be worth
about D19 billion in 2005; at about 10%, a significant growth rate was expected for
the following years. When excluding the area of ophthalmic optics (spectacle and
contact lenses, which are not biophotonic products according to the definition used
in this book), the biophotonics market is worth about D10 billion. This includes
medical therapeutic systems, �systems for in vivo and in vitro diagnostics, and
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optical systems for the life sciences and for drug discovery. Lee et al. estimated the
biophotonics market to be worth $53–63 billion in 2004 [10]. However, this study
included not only photonic technologies but also technologies such as X-ray, PET
and ultrasound.

As typical of the photonics sector, small andmedium-sized enterprises (SMEs) are
driving the market to a significant extent. Only a few major enterprises appear
alongside hundreds of SMEs [2]. Typically, biophotonics is only one of several areas of
business in these companies.

1.2
Worldwide Research Activities in Biophotonics

1.2.1
Biophotonics – a Cross-Disciplinary Science

Biophotonics is a highly cross-disciplinary science and bundles knowledge from
a wide range of scientific disciplines (Figure 1.9), including, but not restricted to:

. optics and photonics (e.g., optical components and systems)

. cell biology and molecular biology (e.g., handling and examination of cells and
tissues)

. physics and physical chemistry (e.g., molecular spectroscopy)

. biochemistry (e.g., development/verification of markers and labels)

Figure 1.9 Biophotonics bundles knowledge from a wide range of scientific disciplines.
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. bioinformatics (e.g., data handling and presentation)

. a wealth of medical disciplines.

Biophotonics research is driven by numerous research groups at university
hospitals, universities, and other research institutions, and also through corporate
R&D. However, optical solutions for medicine and the life sciences rarely develop
from the isolated work of a single research group or company. Many tasks require
intense communication, networking and collaboration of experts from the men-
tioned areas, for example, in the course of collaborative research projects. As many
governments have recognized biophotonics as a scientific discipline of high
economic and societal importance, they have established national funding pro-
grams which have driven such collaborations significantly. At the same time, the
number of research groups working in the field has grown remarkably throughout
the world. The number of institutes which have established a main area of their
research in the field has increased strongly in recent years and is still growing.With
extensive funding, the US has even set up a National Research Center on
Biophotonics.

However, many indicators show that the interdisciplinary dialog and cooperation
still need further improvement. Experts believe that especially the communication
between developers and users of biophotonic solutions must be considerably
intensified [9, 11, 12]. According to a survey among German biophotonics compa-
nies, this communication gap between developers and users is the most important
bottleneck to further advances in the field (Figure 1.10).

From our observations, one consequence of this communication gap is that
biophotonics research generally remains too much technology driven. To overcome
this, technologists should become more aware of important, yet unmet medical
needs: Which important diseases cannot be diagnosed or treated adequately yet? On
the other hand, more medical doctors and life scientists should become acquainted
with the latest optical technologies in order to recognize their value and potential use

Figure 1.10 Barriers to innovation in biophotonics, as mentioned in a survey among German
companies involved in the field [11].
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for their specific application. Ideally, users and developers of biophotonic solutions
should jointly evaluate which technologies promise the greatest benefit in selected
applications, and collaborate on rapid implementations. This would ensure that
applications drive the development of technologies and devices (technology �pull�)
rather than �pushing� technologies into applications. Although of course this
interdisciplinary dialog already takes place in many collaborations and informal
networks, it can also be amplified further by cross-disciplinary conferences and
workshops, such as the International Congress on Biophotonics (ICOB). Further-
more, interdisciplinary efforts should also include suitable education. In academia,
foresighted planning would include special lectures in master studies, or even
completely new courses of study that cover both photonics and medical topics in
such a way that students learn both languages right from the start. Fortunately, several
dedicated summer schools for graduates have already been established, including
the International Graduate Summer School on Biophotonics (Ven, Denmark), the
Nano-Biophotonics Summer School (US) and the Biophotonics and Imaging
Graduate Summer School (BIGSS (Ireland)).

1.2.2
Scientific Landscape

1.2.2.1 International Conferences
A number of recurring conferences are dedicated to the field of biophotonics or
biomedical optics. Some of the most important among them are organized by the
optical societies SPIE andOSA.Moreover, biophotonicmethods and applications are
showcased at numerous other meetings with related or overlapping topics, some of
them focusing on specialist topics such as spectroscopy, microscopy, or therapeutic
laser applications. Selected, important conferences include the following:

. SPIE conferences, particularly Photonics West (US; subconference BIOS –

Biomedical Optics), Photonics Europe (Brussels, Belgium; subconference
Biophotonics)

. OSA conferences, particularly BIOMED, Biomedical Optics (US)

. EOS conferences (EOSAM, Paris, France; subconference Biophotonics –

Advanced Trapping and Optofluidics in Life Science)
. ECBO (European Conferences on Biomedical Optics) (Munich, Germany; joint

SPIE–OSA conference)
. APS (American Physical Society) annual meeting
. CLEO/QELS – Conference on Lasers and Electro Optics
. Biophotonics and Imaging Conference (BioPIC) (Meath, Ireland)
. IEEE (Institute of Electrical and Electronics Engineers) conferences
. BMES (Biomedical Engineering Society) annual meeting
. ICOB (International Congress on Biophotonics)
. Frontiers in Neurophotonics
. OWLS (Optics Within the Life Sciences)
. APBP (Asian and Pacific Rim Symposium on Biophotonics)
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. International Symposium on Topical Problems of Biophotonics

. International Conference on Laser Applications in Life Sciences (LALS)

. International Conference on Photonics and Imaging in Biology and Medicine

. Medical Laser Applications

. International Photodynamic Association meeting

. European Society for Photobiology meeting

. European Platform for Photodynamic Medicine.

1.2.2.2 Scientific and Trade Journals
To date, there are two peer-reviewed scientific journals that are fully dedicated to the
field of biophotonics: the Journal of Biophotonicspublished byWiley-Blackwell and the
Journal of Biomedical Optics published by SPIE. Moreover, biophotonic methods and
applications are published in numerous journals with related or overlapping topics.
Some of the peer-reviewed journals attracting the most readership among biopho-
tonics researchers are listed below. The data were collected by polling approximately
120 scientists, students, industry researchers, and other participants at the first
International Congress on Biophotonics in 2008.

. Journal of Biophotonics

. Journal of Biomedical Optics

. Applied Optics

. Biophysical Journal

. Nature Photonics

. Nature

. Optics Express

. Optics Letters

. Physical Review Letters

. Proceedings of the National Academy of Sciences of the Unites States of America

. Science

. Journal of Innovative Optical Health Sciences.

There are also a number of trade journals that publish news in the field, upcoming
events, interviews with scientists, information about new instruments, and other
materials related to biophotonics. Specialized titles on biophotonics include Bio-
Optics World, Biophotonics International (both US) and BioPhotonik (Germany).

1.2.2.3 Networks and Funding Programs
All over the world, many governments have recognized the economic, scientific, and
social importance of biophotonics. Their funding programs (Table 1.2) are stimu-
lating further advances in the field, but also strengthen the pressure of competition
between research institutions, regions, and countries. The vast majority of funds are
provided for infrastructure (e.g., research centers; see table entries for the US and
Singapore), and for research projects to ensure the fast transfer of scientific findings
into products and services (see the entry for Germany). Additionally, networking and
knowledge management activities are also supported, as in the case of the European
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Network of Excellence (NoE) Photonics4Life and the worldwide network Biophoto-
nics4Life (see also Section 1.3 below).

1.2.3
Current Research Trends and Future Goals

Here we want to emphasize a selection of important areas where biophotonics
promisesmajor progress in the near future.Many of the current research activities in
biophotonics can be summarized with the following global trends:

& Current Global Trends in Biophotonics

. From microscopy of fixed (dead) cells towards video-rate nanoscopy of
processes in and between living cells in 3D

. From structural imaging (morphology) towards molecular and functional
imaging

. From two-dimensional towards multidimensional imaging

. Seamless imaging from the level of the entire body down to the subcellular
and molecular level

. From biopsy and ex vivo examination towards minimally-invasive or non-
invasive in vivo diagnostics

. From laboratory analysis towards rapid testing (POC tests or even home self-
tests)

. Closer alliance of diagnosis and therapy (e.g., intraoperative diagnosis, feed-
back-controlled therapies, combined diagnostic–therapeutic laser systems).

1.2.3.1 Photonic Methods for Biomedical Research
Today, a wide range of microscopic and spectroscopic methods allow the detailed
examination of physiological processes in cells and cellular networks and thus have
paved the way for molecular cell research (Table 1.3). The investigation of cellular
communication, or inmore general the investigation of life processes on a cellular or
even subcellular level, is a prerequisite for a fundamental understanding of the origin
and progression of diseases. This understanding could open up new avenues of
curing diseases right at their point of origin. For these scientific questions, fluores-
cencemethods have become indispensable tools. Especiallyfluorescencemicroscopy
has provided us with novel, manifold insights into the building blocks of the human
body.However, until recently such studieswere restricted to the examination offixed,
that is, dead cells and thus could only deliver snapshots. Moreover, with lateral
resolutions of above 200 nm,many important cellular components were not resolved
sufficiently (see Figure 1.3). In contrast, a true understanding of signaling processes,
cellular communication or transport processes requires the observation of living cells
and cell aggregates, namely three-dimensional, real-time imaging with improved
penetration depth and at resolutions down to a few nanometers in all spatial
directions. A major breakthrough was the introduction of stimulated emission
depletion (STED) microscopy, a few years ago. This technology allows the mapping
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of cellular structures with a lateral resolution of a few nanometers. The technique
uses the nonlinear de-excitation of fluorescent dyes to narrow the size of the excitation
spot. Unfortunately, this requires high laser intensities and thus might induce
photobleaching and damage living cells. Resolution on the nanoscale is also provided
by single-molecule microscopic techniques such as PALM (photoactivated localiza-
tion microscopy) and STORM (stochastic optical reconstruction microscopy). Here,
special fluorescence dyes are used that can be switched on and off optically and
reversibly, which allows their localization as single molecules. Nevertheless, improve-
ments in order to leverage nanoscopy for widespread use in biochemical laboratories,
or even in clinical environments, are still necessary. This includes the development of
novel fluorescent labels. Here, novel fluorescent proteins will probably play a major
role, as they allow photostable and highly specific labeling. Further innovations are
also required on the hardware side for the examination of living cells, including
concepts for their handling [13], novel short-pulse lasers for non-damaging excitation,

Table 1.3 Photonic methods for health research and cellular and molecular biology: important
fields of current research.

Application Optical technology

Investigation of biomolecular interactions (e.g.,
receptor–ligand, receptor–drug), elucidation of
biomolecularmodes of action, analysis of signal
cascades, identification of specific cellular states

Fluorescence spectroscopy:
. Spectrally resolved, temporally resolved
(FLIM)

. FRET

. Ultrahigh resolving in space (STED,
structured illumination, dSTORM; two-
photon)

. Fluorescence correlation spectroscopy
(FCS)

Raman spectroscopy:
. Linear, spectrally resolved
. Coherent anti-Stokes Raman scattering
(CARS)

. Stimulated Stokes–Raman scattering
(SRS)

. Tip-enhanced Raman scattering (TERS)

Identification of specific receptors and antigens
and their mapping on cell surfaces

TIRFS, surface enhanced Raman spectros-
copy (SERS)

Cell mapping, distribution of metabolic pro-
ducts in cells

Raman spectroscopy, CARS, fluorescence

Characterization of extracellular matrix Second harmonic generation (SHG), third
harmonic generation (THG)

Analysis of mechanic properties of cells (Multifocal) optical tweezers, holography
�Cell surgery,� membrane perforation, �optical
knockout�

Pico- and femtosecond lasers (�two-photon
or multi-photon surgery�)

Separation of defined histological areas Laser microdissection
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fast detection methods and innovative software and data management in order to
handle the enormous amount of data associated with 3D and video-rate imaging.

Dynamic processes in and within cells can particularly be observed using special
fluorescence methods such as FLIM (fluorescence lifetime imaging) and FRET
(F€orster resonance energy transfer). Both methods can also be carried out in
a spatially resolved mode and thus can be used for imaging. Even more detailed
insights down to the molecular level are provided by the Raman-based CARS
(coherent anti-Stokes Raman scattering) microscopy, SRS (Stimulated Raman Scat-
tering), andfluorescence correlation spectrometry (FCS). All thesemethods are fairly
demanding in technical respects and therefore are not yet used extensively, but are in
the process of being commercialized. In contrast, two-photon microscopy is already
widespread.With gentle illumination of the sample and comparably highpenetration
depth, this technology is ideally suited for the spatial imaging of living cellular
structures and is already being used in clinical in vivo diagnostics (Figure 1.11). As an
alternative to fluorescence microscopy, marker-free technologies such as DHM and
phase contrast microscopy are being developed further.

Optical methods allow not only the observation but also the active micromanip-
ulation of cellular processes. An important example is the breeding of cell lines
for biotechnical production of pharmaceutically active substances [13]. Today,
many drugs are based on biomolecules such as hormones, enzymes, growth and
coagulation factors, antibodies, and vaccines. To an increasing extent, these sub-
stances are produced using microorganisms and cell lines that have to be optimized
beforehand through geneticmodification to suit the target substance. In practice, the
selection and subsequent sorting of living cells fromcultures can be performedusing
so-called optical tweezers that hold or move microparticles with the help of a laser
beam that is coupled into the microscope and focused onto the object. Another
application is the exact dissection of selected cell areas from tissues using ultrashort
laser pulses (laser dissection, laser catapulting, �cell surgery�). This technology is

Figure 1.11 Two-photon microscopy reveals cellular and molecular structures in vivo: amyloid
plaques (blue) between the neurons of transgene Alzheimer�s mice (image: Zentrum f€ur
Neuropathologie, LMU M€unchen).
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already used in clinical tissue pathology, for example, for a precise diagnosis and
prognosis of cancer. For this purpose, selected areas are cut out from the tumorous
tissue and submitted to molecular diagnosis using microarrays or polymerase chain
reaction (PCR). In addition, optical micromanipulation is also employed as a tool in
regenerative medical applications, including cartilage growth and transplantation,
newmethods ofwound treatment, and the transfection of geneticmaterial into single
cells. In order to integrate the described micromanipulation technologies smoothly
into laboratory and clinical routines, systemmanufacturers are currently working on
integrated platforms for microscopic imaging and cellular, or even subcellular,
manipulation.

Fluorescence methods are also of great importance in pharmaceutical drug
discovery. Today, the drug libraries of large pharmaceutical companies contain
millions of substances. Their number is growing further, due to genomic analyses
which deliver more and more drug targets for novel therapies. During the drug
discovery process, the potential effectiveness of drug candidates has to be tested in
the laboratory. Here, fluorescence methods are used for HTS of thousands of
candidates per day, and also for HCS [13]. This helps to reduce costs and analysis
times drastically compared with other methods.

1.2.3.2 Photonic Methods for Point-of-Care Diagnostics
For an improved early recognition or even prevention of diseases or for therapy
monitoring, the further spread of low-cost, easy-to-handle test systems for the fast
examination of readily obtainable samples such as body fluids would be highly
beneficial. Such POC devices could facilitate routine examinations of patients and
risk groups directly at the doctor�s practice (Table 1.4). Technically, this application is
covered by chip-based systems that work on a molecular level: Selected proteins,
DNA, or small biomolecules are detected as biomarkers, that is, as a precursor or an
early sign of a possible disease, or quantified to monitor the progress of a therapy.
Crucial success factors for novel POC devices are the sensitivity, selectivity, and
robustness of detection, but also the cost per information, the time elapsed from
sample collection to result, and the possibility of acquiring several parameters in
parallel. Here optical technologies offer a unique potential, as described previously in
Section 1.1.3. This is also reflected by their widespread use in comparable diagnostic

Table 1.4 Photonic methods for POC diagnostics: important fields of current research.

Application Optical technology

Detection and identification of pathogens
(bacteria, viruses)

Fluorescence measurements, in combination
with antigens

Identification of metabolic products and
biomarkers, analysis of the composition
of cells, tissues, and body fluids

Fluorescence measurements (spectral and
temporal domain), Raman spectroscopy

Analysis of morphological abnormalities
(with sub-microscopic resolution)

Light-scattering microscopy
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applications performed in the laboratory. However, existing systems that work on
a macroscopic scale cannot be miniaturized arbitrarily as, for example, many
optical detection paradigms such as absorbance and fluorescence suffer at smaller
geometries. In many cases, new principles that are only effective on the microscale
must be implemented. Acurrent approach is also the combination of electrochemical
and photonic detection (electro-photonic biochip, Figure 1.12). Microfluidics also
plays an important role, as it permits the handling of liquids (e.g., dosage, mixture,
separation) in extremely small amounts. Especially sample preparation and manip-
ulation can be automated andminiaturized in this way. This is one of the key factors
for a device that can be handled easily and possibly even by untrained persons, for
example, in patient self-testing. Most often, sample preparation is the most critical
and difficult analysis step, especially with complex samples or samples with complex
optical behavior such as blood. The combination of microfluidic and optical tech-
nologies results in a so-called optofluidic system.

An important area of application of molecular-based POC devices is the detection
of risk factors for cardiovascular diseases. Medical research has revealed a number
of relevant biomarkers, including certain protein fragments, proteins and
enzymes [14]. For the analysis of single biomarkers, for example, C-reactive protein
(CRP), compact, fast immunoassays have already been introduced on the market.
However, a fast test that detects several biomarkers in parallel would deliver more
significant results (see, e.g., www.labonfoil.eu). The implementation of such mul-
tiplex assays ranks among the most important research topics in the field of optical
POC testing. For this purpose, multichannel readers for fluorescence lifetime
measurements and spectroscopic methods such as SERS (surface-enhanced Raman

Figure 1.12 This electro-photonic biochip for POC can simultaneously screen for up to 40 different
biomolecules such as DNA or proteins (photograph: IPHT Jena).

1.2 Worldwide Research Activities in Biophotonics j27



spectroscopy) are currently being investigated, among other methods. For fluores-
cencemethods, stable fluorescence labels must be developed that bind to the desired
biomarkers with high selectivity. Here, so-called quantum dots hold great prom-
ise [14]. In addition to POC solutions, systems for patient self-testing have consid-
erable market potential. Generally, they must meet even higher requirements
concerning cost and reliability and therefore will need more time to succeed in the
market compared with systems for the doctor�s practice. Here, remarkable potential
lies also in the field of wellness and health maintenance. Portable systems might
help to adjust physical training bymonitoringphysiological parameters during sports
activities, and to control nutrition by monitoring selected blood parameters such as
triglycerides, cholesterol and c-glutamyl transpeptidase (c-GT) values.

Anurgent, yet largely unmet,medical need is the fast identification of pathogens in
the case of sepsis. Despite all hygiene efforts, about 150 people per day die from
sepsis in German hospitals alone [15]. In order to avoid mortal cases, the time for
pathogen identification must be reduced from currently about 36 h to about 30min
after onset of sepsis. Here, optical cell-based diagnostics (readout of spectral
signatures) promises a considerable gain of time compared with conventional
culture-based methods. Not only must the pathogen be reliably identified but also
resistances and host responses must be determined.

1.2.3.3 Photonic Methods for Clinical Imaging
Clinical imaging delivers images of the human body (or parts and function thereof)
for clinical purposes, especially for the diagnosis of diseases, but also for prognosis,
follow-up, and therapy control. In addition to widespread methods such as positron
emission tomography (PET) and magnetic resonance tomography (MRT), optical
methods have become increasingly important (Table 1.5). Technically, this includes
a broad range of methods that deliver two- or multi-dimensional images of tissue

Table 1.5 Photonic methods for clinical imaging: important fields of current research.

Application Optical technology

Early detection of tumors One- and two-photon fluorescence spec-
troscopy, possibly together with endoscopy

Intraoperative recognition of tumor borders Fluorescence and Raman spectroscopy, with
surgical microscopes/endoscopes

Detection and quantification of (hidden) caries (Red excitation) fluorescence, terahertz
spectroscopy, CARS, OCT

Structural examination of the ocular fundus OCT

Determination of plaques in blood vessels Endoluminal OCT

Microscopic characterization of dermal changes OCT, two-photon microscopy, confocal
reflection spectroscopy

Monitoring of biomarkers, metabolic products,
pharmaceutical agents, and so on for control
of therapy and progression

Fluorescence and Raman spectroscopy
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surfaces or fromwithin the body. Preferably, the optical window in biological tissue is
used, which lies in the near-infrared (NIR) region (700---900 nm). Themost important
optical technologies for clinical imaging are endoscopy, OCT, microscopy and
spectroscopy, and also combinations of them (so-called multimodal approaches).
In the sense of patient-friendly diagnostics, especially noninvasive and minimally
invasive technologies are advanced. As biopsies cannot be avoided in all cases, the
imaging of tissue samples remains an important field of research, however.

In addition to the well-established structural (or morphological) imaging, current
research also tends towards functional and molecular imaging. While functional
imaging seeks to explore, for example, changes in metabolism, blood flow, and
regional chemical composition, molecular imaging aims at the visualization of
biological processes in living organisms on a cellular and molecular level. Especially
molecular imaging is expected to revolutionize clinical diagnostics, as this method
can trace pathological changes in the body already on a molecular scale – and thus
possibly long before thefirst perceptible symptomsoccur. It is known that some types
of cancer can lead to the production of modified proteins as soon as 10 years before
they develop into a solid, palpable tumor. This offers the opportunity to detect and
influence abnormally changed cells before they turn into malignant tumor cells.
Similar latency is presumed for neurodegenerative diseases such as Alzheimer�s
disease, which currently can only be diagnosed safely at an advanced stage when the
brain is already severely damaged. Furthermore, the understanding and targeted
treatment of widespread skin diseases such as neurodermatitis and actinic keratosis
might be improved due to molecular imaging. For these purposes, multi-photon
imaging is already deployed in clinical environments. Endoscopicmolecular imaging
also allows a sensitive and gentle intraoperative diagnosis. Further improvements in
diagnostic imaging are needed, especially with respect to selectivity. Possible
approaches are the development of new fluorescent labels, but also the further
development of label-free methods. Although optical imaging methods are already
well established in oncology and ophthalmology, great demand exists also in
cardiology and in the area of neurodegenerative diseases.

In the field of cancer diagnostics, current biophotonics research seeks to expand
the existing methods in three directions:

1) Early recognition:The recognition of cancer at the earliest possible stage remains
one of the most important aims in modern health care. As an example, cancer
organizations estimate that the number of mortal cases due to colon cancer (the
most prevalent form of cancer, e.g., in Germany) might be reduced by about half
if screening was performed consistently. Today, tumors can only be visualized by
radiography at a size of about 100 million cells or more. Here, the method of
fluorescence endoscopy holds great promise: Current research gives rise to the
hope that soon small tumors of about 1mm diameter (1 million cells) or even
smaller might be differentiated safely from healthy tissue. Fluorescence endos-
copy is already used to detect tumors of the bladder and brain, and is currently
being extended to permit highly specific detection of tumors in other organs
(e.g., colon, lung) [16]. Typically 5-aminolevulinic acid (5-ALA) is administered to

1.2 Worldwide Research Activities in Biophotonics j29



the patient ahead of the examination, which induces increased generation and
accumulation of a fluorescent dye in possibly existing tumor cells (Figure 1.13).
The future perspective is to intervene at a much earlier stage of tumorigenesis
and to recognize the very first tumor precursors. However, this requires the
development of novel, highly specific fluorescent probes that bind to known
tumor markers such as TKTL-1 [17]. At present, peptide and nanoparticulate
probes are being investigated for this purpose. As the development of such
probes is comparably extensive, marker-free technologies such as autofluores-
cence, Raman spectroscopy and CARS are also advanced further.

2) Closer linkage of diagnosis and therapy: At present, fluorescence endoscopy
enables the surgeon to recognize the exact borders of tumorous lesions in
internal organs and thus to perform surgery in a highly precise and gentlemode.
In the future, small tumors might even be removed easily during endoscopic
examination using an endoscope that is equipped for laser-induced, thermal, or
photodynamic destruction of the detected tumor [16].

3) Improved grading and individual therapy recommendations: Today, optical
technologies offer important improvements for the histological examination
of tissue samples. Although pathologists can answer the question �cancer – yes
or no?� safely after microscopic inspection of tissue slices, unfortunately their
prognosis of the course of disease often remains vague. Many experts are
convinced that multimodal tumor diagnostics can fundamentally change this.
By refining classicalmorphological diagnostics and combining it withmolecular
methods, for example, optical spectroscopy and biomolecular assays, a better
grading and prognosis might become possible, which would permit individual
therapy recommendations.

In the field of ophthalmology, OCT has become the gold standard for detecting
morphological changes in the eye over the last 20 years. In contrast to fundus imaging,
OCT allows one to visualize also deeper layers below the surface, opening the third
dimension and allowing, for example, macular thickness measurements. Thereby a
multitude of different eye diseases can be diagnosed, such as pigment epithelial
detachment (PED) and thediagnosis of glaucoma inanon-invasive and fastway [9].On
the other hand, many age-related diseases such as cardiovascular diseases, diabetes,

Figure 1.13 Fluorescence endoscopy using
5-ALA provides a much clearer picture of this
malignant brain tumor than classical whitelight
endoscopy. Especially the infiltrating borders

(purple) can be better distinguished from
healthy tissue. Tumorzentrum, center of tumor;
Tumorrand, tumor border (source: LMU
Munich, LIFE Center, Laser-Forschungslabor).
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and neurodegenerative diseases might be diagnosed at an early stage and in a gentle
manner by utilizing the eye as a �diagnostic window to the body�. Here, suitable
techniques for the measurement of morphological and functional parameters, for
example, autofluorescence and fluorescence lifetime measurements, are currently
being advanced towards clinical systems. Again, multimodal approaches seem
favorable – especially combinations of OCT with fluorescence methods.

1.2.3.4 Photonic Methods for Therapeutic Applications
At present, laser radiation is routinely used for the targeted treatment of tissues. For
this purpose, the radiation can be conducted through optical fibers and adjusted for
a highly precise local application (Figure 1.14). Different effects can be achieved by
adjusting wavelength, intensity, and duration of radiation. The most common
application (Table 1.6) lies in ophthalmology (e.g., refractive surgery), followed by
applications in dermatology (e.g., PDT) and surgery. More optical procedures for
clinical use are currently being developed, including the use of ultrashort laser pulses

Figure 1.14 Laser fibers have paved the way towards minimally invasive medicine (Photograph:
World of Medicine AG, Berlin).

Table 1.6 Photonic methods for therapeutic applications: important fields of current research.

Application Optical technology

Precision surgery (e.g., cornea) Excimer lasers, femtosecond lasers
Selective therapies, restricted to abnormal cells PDT, (pulsed) lasers with optical feedback
Treatments on a molecular scale
(gene switching, activation of molecules)

Pulsed lasers combined with optical
switches, nanoparticles

Novel antimicrobial strategies PDT and combined methods
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for precision surgery of the eye, brain, and nerves, and therapeutic lasers for
dentistry. Furthermore, closer diagnostic feedback will fundamentally change and
enrich medical interventions, as indicated above. They will become even more
precise and gentle (due to, e.g., intraoperative in vivo diagnostics), but also develop
into personalized therapies (due to, e.g., multimodal tumor diagnostics). Moreover,
novelmethods such as the optical selection of living cells from tissues or cultures and
their examination and manipulation will provide new perspectives for regenerative
medicine (see Section 1.2.3.1).

1.2.3.5 Photonics in Pharmaceutics, Bioanalysis, and Environmental Research
As described in Section 1.2.3.2, optical POC devices can match urgent analytical
needs in the fields of environmental analysis, food analysis, and drug safety. This
includes agricultural applications such as prevention or stemming of animal and
plant epidemics. In addition, wellness applications can be assumed to gain further
importance, for example, the evaluation of blood values (lactose, antioxidant
agents) to determine the level of fitness and to control the success of exercises
and also the evaluation of stress levels. Another important contribution of
biophotonics to this field is the development of optical systems for the continuous
monitoring of the quality of air, water, soil, food, pharmaceuticals, and cosmetics
with respect to quality and possible contamination. Already introduced on the
market are online monitoring systems for pollen and for germs in air (Figure 1.15).
Current research includes the fast detection of germs in potable water [18] and an
improved detection method for fine dust in air, which might even help to trace
individual sources of pollution [19]. Furthermore, security applications have
become more and more important over recent years, comprising the detection
of harmful biological and chemical substances (pathogens, toxins, explosives, etc.)
and weapons. Last but not least, the search for new biomarkers and the screening
for new pharmaceutics via optical high-throughput and content screening belong
to this group of applications, which will be covered in more detail in volume III of
this handbook.

Figure 1.15 Fast on-sitemonitoringof bacteria: a combination of fluorescence analysis andRaman
spectroscopy allows reliable identification down to the strain within a few minutes (Images: Jena
Univ., Institute of Physical Chemistry).
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1.3
The Biophotonics4Life Worldwide Consortium

Gabriela Lee, Dennis L. Matthews, J€urgen Popp, and Brian C. Wilson

1.3.1
Mission and Purpose of the Biophotonics4Life Worldwide Consortium

The Biophotonics4Life (BP4Life) Worldwide Consortium is a network of biopho-
tonics researchers, educators, companies, and end-users from 20 nodes or regional
�hot spots� of activity inmany countries around the world. Themission of BP4Life is
to spearhead activities that better harness global talent and resources in biophotonics
and then focus these on fundamental discovery and innovation in order to meet
major challenges in health care and other biotechnology needs. Examples of how this
will work include: providing end-users with access to the very best possible tech-
nologies and expertise instead of just that available in their region; providing end-
users with team-based, multi-institutional, even multi-national solutions; providing
quality assessment of biophotonics techniques and educational materials – basically,
letting the research community create its own standards; fostering worldwide
community participation in a web-based knowledge bank known as http://www.
biophotonicsworld.org (see later under BP4Life activities); having medical experts
define the �grand challenges� in their specialty, followed by worldwide community
brainstorming to create solutions; engaging private industry regionally and globally
to create products based on innovations and needs defined by a worldwide commu-
nity of researchers and end-users; providing students of all levels with access to
webinars and blogs to learn from experts within the field of biophotonics; and many
more ideas to come from our global social network of scientists, corporations, and
end-users.

1.3.2
History and Organization of the Consortium

BP4Life was itself founded as a partnership between the UC Davis Center for
Biophotonics Science and Technology (CBST), the Canadian Institute for Photonic
Innovations (CIPI) and a European Network of Excellence called Photonics4Life.
These are major centers or networks of researchers in North America and Europe.
CBST (http://cbst.ucdavis.edu) consists of nine participating institutions, more than
10 affiliated foreign and domestic universities, and numerous industry partners
all focused on developing and deploying photon-based technologies for grand
challenges in the biosciences and medicine. The CIPI (www.cipi.ulaval.ca) is head-
quartered at the University of Laval, Quebec, but spans nearly all of Canada. Its
participants focus on many different projects, from novel fiber-optic systems for
biomedicine to optical biosensors to advanced light-based therapeutics. Photonics-
4Life (www.photonics4life.eu) is a European Network of Excellence which is funded
by the European Commission (EC) and coordinated from the Institute of Photonic
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Technologies (Jena, Germany). The network bundles the forces of 13 research
partners from 10 EC Member States, in addition to associated partners and local
cluster partners. It aims at providing a coherent framework for the strongly
fragmented field of biophotonics in Europe and has the important goal of bridging
the gap between different disciplinesworking in thefield. The foundingCo-Chairs of
the BP4Life Consortium are the currentDirector of CBST,Dennis L.Matthews ofUC
Davis and Lawrence Livermore National Laboratory, the CIPI Biophotonics Program
Leader, Brian C. Wilson of the University of Toronto, and Photonics4Life Coordi-
nator, J€urgen Popp of the University of Jena and Institute of Photonics Technology.
All three researchers have been pioneers and leaders in the field of biophotonics and
are joined by many other researchers and students from their respective programs,
centers, and networks. Ms. Gabriela Lee, who is also a co-author on this section and
one of the knowledge transfer officers at CBST, serves as the BP4Life Coordinator,
managing all of the activities of the Consortium and its Node Leaders and their
assistants. The Co-Chairs and Coordinator meet virtually via monthly web confer-
ences and in person at major biophotonics events, together with the Node Leaders
frommajor centers of research throughout theworld. Thesemeetings discuss how to
support the Consortium, define its roles, and improve the content and utility of the
web portal (http://www.biophotonicsworld.org), in addition to focusing on regional
and global opportunities for the application of biophotonics.

1.3.3
Node Leaders for the Consortium

The 20 current nodes (more are being developed as we write) are shown in Table 1.7.
The rationale for the choice of nodes is largely geographic, so as to ensure that every
region globally has good representation. The primary purpose of the nodes is to
assemble information about �who is doing what and where� within their region,
basically to function like a local chapter of special interest in the field of biophotonics
and its applications. Table 1.7 also names the currentNodeLeaders or co-leaders if the
responsibilities are shared. These individuals were chosen because of their expertise
in thefield of biophotonics and also their ability to access and assemble resources and
lead programs. Currently their roles and responsibilities are to:

. represent BP4Life at a local/country/node level

. participate in monthly teleconferences among node leaders and Chairs

. discuss upcoming activities such as webinars and conferences

. make suggestions for continuously improving the www.biophotonicsworld.org
website

. pass along opportunities for collaboration and funding

. communicate any other biophotonics-related items of interest

. identify other biophotonics researchers and companies in their region

. present webinars on their fields of research

. promote the field of biophotonics and communicate the potential that photonics
technologies have in health care, research, agriculture, biometrics, and so on.
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1.3.4
Current Activities of the BP4Life Consortium

The Consortium�s Chairs and node leaders coordinate the activities listed below,
which benefit faculty, students, and other members of the biophotonics community.
Most of these activities and programs are implemented via the www.biophotonics-
world.org portal.

1) Research opportunities:
a) Collaborative projects.
b) Exchange opportunities for students, faculty, researchers, and so on to

spend time in another laboratory (in the same or different country); funding
opportunities for exchange programs.

Table 1.7 BP4Life Nodes and Node Leaders.

Node no. Node Node Leaders

1 US West Bruce Tromberg
Steven Jacques

2 US Central Lihong Wang
Stephen Boppart

3 US East Gary Tearney
4 Canada Brian Wilson

Yves de Koninck
5 Mexico/Argentina/Chile Oscar Martinez
6 Brazil Vanderlei Bagnato
7 North-West Europe Tia Keyes

Kishan Dholakia
8 Europe/Photonics4Life J€urgen Popp
9 Southern Europe Francesco Pavone

Turgut Durduran
10 Benelux H.J.C.M. Sterenborg
11 Scandinavia Peter E. Andersen

Stefan Andersson-Engels
12 Central/Eastern Europe Gert von Bally
13 Israel Israel Gannot
14 Russia Valery Tuchin
15 Taiwan Arthur Chiou
16 Singapore Colin Sheppard

Zhiwei Huang
17 Hong Kong Jianan Qu
18 China Quingming Luo

Sailing He
19 Korea Woong Shik Ahn
20 Australia/New Zealand Halina Rubinzstein-Dunlop

David Sampson
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c) Webinars delivered live via the Internet and recorded for offline use.
d) Information sharing on how biophotonics is funded in each region.
e) Focus on medical needs that may have biophotonics-based solutions.

2) Education opportunities:
a) Curricula for different educational levels, from beginners to advanced.
b) Courses.
c) Review articles.
d) Other resources (computer codes, movies, tutorials, etc.).

3) Knowledge transfer:
a) Overview of activities and biophotonics strengths and resources (equip-

ment, skills, and capabilities) for each node.
b) Brokering knowledge of needs and biophotonics tools.
c) Information sharing on companies active in biophotonics in each region.
d) Current and developing biophotonics industry clusters.
e) News: local, regional, national, international.

4) Industry participation:
a) Membership.
b) White papers.
c) Advertising.

5) Roadmapping to guide research and development, commercialization, and
policy in applications of photonics-enabled technologies to medicine and the
life sciences.

The Chairs and Node Leaders meet via web conferences once per month, and in
person 2–3 times per year, during existing conferences, and discuss the Con-
sortium�s activities. For example, the Consortium�s leaders met in January 2010,
during the PhotonicsWest Conference, in April 2010, during Photonics Europe, and
will meet again in Quebec, Canada, in September 2010, during the Biophotonics-
Week series of events.Many of the BP4LifeNode Leaderswill be active participants in
the 2nd International Congress on Biophotonics (part of BiophotonicsWeek), where
they will update the roadmaps of biophotonics generated during the first Congress,
and generate new content for this year�s areas of focus: biophotonics in neuros-
ciences, infectious diseases, and point-of-care, and drug discovery and development.

Perhaps one of the most important activities of the Consortium is to chart and
monitor trends in how much biophotonics research funding is being provided in
different areas of the world. We illustrate a very preliminary (and not yet validated)
example of this in Figure 1.16. As we accumulate more data, these will be updated
and published on the web portal, but it serves to illustrate that many regions are
beginning to provide substantial research funding for the field, albeit far short of the
actual revenues being generated by the biophotonics industry marketplace [10].

1.3.5
Medical Fellows

One of the many important recommendations of the Node Leaders has been the
creation of voluntary positions known as Medical Fellows. These are physicians who
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Figure 1.16 Government funding levels in
2009 for biophotonics research for three
different regions of the world: North/South
America, Europe, and Asia/Australia/New

Zealand. These are lowest level estimates based
on a partial survey of researchers in a given
region, but the arrows indicate the trends, either
constant or increasing support.

help our Consortium members understand medical needs that could, in particular,
benefit from biophotonics devices or methods. The Medical Fellows are asked to
address the Consortium regularly through webinars and blogs to help create lists
of medical challenges. They are also encouraged to be early adopters of any new
technology created and, if applicable, to assist or even lead clinical trials. The
identities of the Medical Fellows will be changing regularly and can be viewed on
the www.biophotonicsworld.org portal.

1.3.6
Anticipated Role of Industry

The Consortium is still determining the role(s) for biophotonics industry players,
but it is planned to be substantial. Clearly, just as with Medical Fellows, it will be
important for industry to voice their needs and challenges through webinars and
blogs so that Consortiummembers can provide assistance. We would also anticipate
that private companies will be interested in knowing who is doing what type of
research and has what type of technology in their immediate region. We also believe
that the web portal will be an excellent place for industry to advertise positions and,
of course, their products. We are also considering an entrepreneur-in-readiness
program, whereby CEOs could advertise their availability to lead startup companies
thatmay be the outcome of research technology applied tomedical needs and leading
to medical devices.

1.3.7
Potential Future Activities of the Consortium

Our vision for the BP4Life Consortium is that it will grow into a thriving and
productive science and technology social network that will be the knowledge source
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for the field of biophotonics. It will also become the forum to discuss end-user needs
and further where industry finds its new technologies and employees and vets its
products. Ultimately, it has potential to become a �self-assembling� model for how
science, industry, students and end-users can convene and network on a global basis.
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2
Short Introduction to Atomic and Molecular Configuration
Dirk Bender, Leticia Gonz�alez, and Stefanie Gr€afe

In this chapter, we introduce the basic ideas and concepts of computational
chemistry. We have tried to avoid using equations as much as possible; however,
for better understanding, we provide some mathematical expressions. For the
mathematically more interested reader, literature is cited where derivations and
exact expressions can be found. We start with some basic ideas of quantum
mechanics, as much as will be needed in the following. Next, we introduce some
model systems frequently used in spectroscopy, and illustrate fundamental approx-
imations used for chemical applications. We conclude by describing quantum
chemical methods used for calculating the electronic structure of molecules.

2.1
Introduction

Today, we are aware of the fact that molecules (and atoms) can only be described
properly on the foundations of quantummechanics. Historically, however, chemists
(and also alchemists) for a long time did not know of the existence of chemical
bonds. What was known was that substances can be transformed into each other,
thereby changing their properties – nowadays we call this a chemical reaction. In the
beginning, a more phenomenological approach led to the idea that all substances
consist of small building blocks – atoms. These atoms are stuck together by chemical
bonds.

Later, physicists started to experiment with atoms. At the beginning of the
twentieth century, the electron was discovered. It was found that atoms are not the
smallest possible units but that they consist of building blocks. For chemical
purposes, the most relevant units are the negatively charged electrons which
surround in a classical picture a heavy positive charge – the nucleus. Very soon it
was clear that the number of electrons that each atom possesses can be used to
classify them in the so-called periodic system of the elements. By this means,
a categorization of different atoms was put on a more quantitative footing. Each
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element has a certain atomic number, that is, a certain number of electrons equals to
the atomic number.

Subsequently, chemists realized that the chemical bonds that hold the atoms
together are composed in most cases of two electrons. A picture of a molecule built up
by atoms connected by bars should exactly symbolize this: each stick contains two
electrons representing a chemical bond. This very intuitive picture is able to explain
many properties and reactivity of the molecules but does not suffice to describe the
molecule or chemical substance more quantitatively. For this purpose, a quantum
mechanical description is required.

The basic difficulty in this quantum mechanical description is that many-body
problems (more than three particles) cannot be solved exactly. However, atoms and
molecules are intrinsically many-body problems with many electrons (according to
the atomic number) involved. To describe the realm of chemistry, we are therefore
left to seek approximations and numerical solutions, which unfortunately can be
computationally very demanding.

2.2
Basics of Quantum Mechanics

Physicists assumed for a very long time that light is an (electromagnetic) wave.
Huygens showed that from a light source, light spreads out circularly – the same
behavior can be observed on throwing a stone intowater.However, in contradiction to
classical physics, Planck showed in 1900 that light cannot have all energies but only
discrete values occur, all separated by a very small constant number h, nowadays
known asPlanck�s constant. This constant takes the value 6.634� 10�34 Js – a very tiny
number indeed.Despite being small, thismeans that the energies are not continuous
but quantized (discrete). To exemplify this fact, let us take a lamp with a rotary switch
with which we can dim the light. By turning the switch we can obtain all possible
values of brightness of the lamp. This is not, however, what we find in the quantum
world: the energy is quantized, that is, we find only discrete values of energy
(Figure 2.1). This is similar to what we would have with an electric fan – we can
only access speeds 1, 2, and 3 but nothing in between. The quantum numbers (speeds
1, 2, 3 in the fan example) indicate on which energy level we are situated. The lowest
level indicates the ground state, the others are excited states. Planck described the
connection between the frequency of the light radiation n and its energy E by the
equation

E ¼ hn: ð2:1Þ
By explaining the photoelectric effect in 1905, Einstein could demonstrate that

light consists of tiny particles, called photons. This discovery caused a serious
dilemma: is light a wave or a particle? The solution to this problem was to assign
both –wave and particle character – to the light. This we call the wave–particle duality.
De Broglie was able to establish a direct connection between the particle and thewave
character of the light with the equation
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l ¼ h
p

ð2:2Þ

where the wavelength l refers to the wave character, the momentum p to the particle
character of the photon, and h is again Planck�s constant. De Broglie stated that his
simple equation should be universally valid, applying to all particles: electrons,
nuclei, atoms, and even macroscopic �particles� such as humans. (Due to the
macroscopic size and weight of humans, the �wave character� does not affect much
every day life, however.) In 1925, Davisson and Germer demonstrated that
the electron also possesses wave character. Nowadays, the wave character of larger
particles, even as large as the fullerenes, has also been proven. Inspired by all
these new discoveries, Heisenberg and Schr€odinger formulated their equations to
describe a new form of mechanics, applicable to such microscopic particles: the
quantum mechanics.

In quantum mechanics, the keynote to memorize is the following: everything we
want to know about a system is incorporated in its wavefunction Y. Hence, whether
we are interested in spectra, geometries, or other properties of a molecule, all we
need to know is its state or its state vector – the wavefunctionY. The only problem is
that calculating the wavefunction Y is very difficult and except for a few examples
it is not possible to obtain Y exactly. Calculating the wavefunction and extracting
its molecular properties by approximated methods is the aim of computational
chemistry.

2.2.1
Wavefunctions and Operators

Let us first become more familiar with the concept of a wavefunction and describe
some of its properties. The wavefunction Y is typically a complex function which
depends on all spatial coordinates of all particles in the system, and on the time. ForN

Figure 2.1 Quantization of the energy. The ball in (a) can have only discrete potential energies,
represented by the steps. The ball in (b) can have any energy on the plane; this is the macroscopic
behavior.
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electrons and M nuclei we therefore write Yð~r 1;~r 2;~r 3 . . .~rN ;~R1;~R2 . . .~RM; tÞ. We
denote all electronic coordinates with lowercase letters,~r 1;~r 2 . . .~rN , and the coordi-
nates of the nuclei with capital letters, ~R1;~R2 . . .~RM. The distances ri;Rj we are
referring to are on the sub-nanometer scale. Typical interatomic distances are
� 0.1 nm (or 10�10 m ¼ 1 A

�
). Figure 2.2 displays the definition of coordinates of

a sample system of two electrons and three nuclei.

& The Probability Density

The value jYj2 ¼ Y�Y is called the probability density; Y� is the complex
conjugate ofY. In the one-dimensional case, the value jYðxÞj2dx is proportional
to the probability of finding the particle described by Y in the interval
x . . . xþ dx. Because Y and cY describe for any complex number c the same
state, it is possible to normalize the wavefunction, that is, to find a factor c such
the integralð1

�1
jcYj2dx ð2:3Þ

gives 1. If we include this factor inY, we can interpret jYðxÞj2dx directly as the
probability of finding the particle in the interval x . . . xþ dx.
In the three-dimensional case, the probability of finding the particle at the

position~r in the infinitesimal volume element dV (see Figure 2.3) is proportional
to (or after normalization equal to) jYð~r Þj2dV:

Although it is not intuitive to visualize the wavefunction itself as it is normally
complex, one very important interpretation suggested byBohr is based on its absolute

Figure 2.2 Visualization of the coordinates of two electrons (e�,~r 1;~r 2) and three nuclei
(N, ~R1;~R2;~R3).
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squared, Y ~r i;~Rj
� ��� ��2, the so-called probability densityr. The probability density gives a

measure of the probability of finding a particle at the position in a small given volume
(see Figure 2.3). The larger the number, the higher is the probability that the particle
is there. Small values denote a low probability of finding the particle. The concept of
probability density means that we have to bid farewell to the picture that we know
exactly where a particle is: in the quantumworld, we can only state where the highest
probability of the particle position is. This probability is represented by the probability
densityr. Figure 2.4 shows an arbitrary functionYð~r 1Þ for one electrondepending on
the coordinate~r 1, and its probability density rð~r 1Þ ¼ Yð~r 1Þj j2. Here, for example, the
probability of finding the particle is highest around r ¼ �2 and r ¼ þ 2, while the
probability is zero at three values of~r . These zeros in the probability r are exactly
the roots (nodes) of thewavefunctionYð~r 1Þ. By convention, the probability offinding
a particle anywhere in space is 100% or, mathematically speaking: the probability
density rðrÞ is normalized to 1. Figure 2.4 clearly illustrates that quantummechanics
offers a more statistical description with probabilities than classical mechanics.

One fundamental implication of quantum mechanics is the Heisenberg uncer-
tainty principle. In brief, it says that it is not possible to determine simultaneously the
exact position and the exact velocity (or the momentum) of a particle. Although there
is no one-to-one correspondence to the classical world, we can exemplify this with
a runner on a racetrack: we can at one time either determine the position where he/
she is or the speed he/she has at that moment. In the macroscopic world, we can
measure both; in the quantum world, we can determine both properties at the same
time only with a certain accuracy. It is important to stress that this incapability has
nothing to do with the measuring devices but with the quantum system itself: the
accuracy with which we can measure the position~r immediately limits the accuracy
with which the momentum~p can be measured see (Figure 2.5). Figure 2.5d shows
two probabilities with the same coordinate but with different �precision�: the more
narrow the distribution is, the more accurately the position can be determined.
When, for example, the coordinate r is fairly accurately known, then the distribution

Figure 2.3 In a three-dimensional space, the probability of finding the particle described by Y at
position~r in the infinitesimal volume dV ¼ dxdydz is proportional to Yj j2dV .
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Figure 2.5 Visualization of the uncertainty
principle. (a) A narrowdistribution (solid line) in
coordinate representation has a smeared
momentum distribution. (b) Vice versa:
a narrow momentum distribution has
a smeared coordinate representation. (c) In

the limit of a very precise distribution
of one property, no information about
the other property can be obtained.
(d) Two distributions with the same
value of coordinate but with a different
width.

-6 420-2-4 6

Ψ(r1)
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Ψ
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Figure 2.4 A wavefunction Yð~r 1Þ depending
on one electronic coordinate (~r 1) and the
corresponding probability density Yð~r 1Þj j2
(dashed line). The probability of finding the

electron is zero on several values
of~r 1, whereas it is most probable to
find the electron around r1 ¼ �2 or
r1 ¼ þ 2.
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of the momentum p (the velocity) is smeared (Figure 2.5a), and vice versa
(Figure 2.5b). In the limit of a highly accurately known coordinate (or momentum)
distribution, virtually no information of the other respective property can be gathered
(Figure 2.5c). Mathematically, the uncertainty relation is expressed by the inequality

Dx �Dp � h=2: ð2:4Þ
The product of uncertainties of coordinate and momentum is always larger than (or
equal to) Planck�s constant divided by 2. Other properties of the wavefunction
Yð~r i;~RjÞ can be found in quantum mechanics textbooks (see, for example, [1–4]).
We will restrict ourselves here to the necessary properties to deal with basic
theoretical chemistry.

Aswe stated before, all necessary information on any system is in its wavefunction.
In addition to the probability interpretation, how do we extract this desired infor-
mation? For this purpose, we introduce the concept of a mathematical operator,
represented by Â (we will denote all operators in this chapter by the �hat� ^). The
operator Â can represent different physical properties; it can be, for example, the
momentum operator ~̂p, the operator of coordinate ~̂r , or the operator of energy Ĥ.
Mathematically, they can have different forms: it can be a derivation, an integral, or
just a multiplication. Generally, when an operator Â acts on a wavefunction Y, it
mightmodify the function and yield another function, whichwe call, for example,W:

ÂY ¼ W: ð2:5Þ
This can be visualized by thinking of an example function, sayY ¼ f ðxÞ ¼ x2. If the
operator is a derivative, d=dx, we evaluate the derivative of f ðxÞ and obtain the new
function W ¼ f 0ðxÞ:

Â ¼ d
dx

Y ¼ f ðxÞ ¼ x2

ÂY ¼ d
dx

x2 ¼ 2 � x ¼ W:

The desired information about an observable A can be extracted by calculating from
the operator Â the expectation value hÂi, which represents the mean value that one
obtains in an experimental measurement. Mathematically, the expectation value hÂi
is calculated by acting the operator on thewavefunction, subsequentlymultiplying by
the complex conjugate of the wavefunction, and integrating over the space. This
yields a number which is the mean value that one would obtain by an experimental
measurement:ð

Y�ð~r Þ ÂYð~r ÞdV ¼ hÂi: ð2:6Þ

Let us assume we are interested in the momentum that a particle has. For this, we
act the momentum operator ~̂p on the wavefunctionY and evaluate the integral. The
number we obtain is the momentum expectation value h~̂pi – or the average
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momentumwewouldmeasure in an experiment. The sameholds if we are interested
in the position (or the energy) of the system – we then evaluate the coordinate
expectation value h~̂r i (or the energy expectation value hĤi).

In some special cases, the action of an operator Â on a function Y yields the
wavefunction itself, just multiplied by a factor, some number a1):

ÂY ¼ aY: ð2:7Þ

We call such equations, where an operator acting on a function does not change
the function but just multiplies it by some number a, an eigenvalue equation. One of
the most famous examples for such an eigenvalue equation is the time-independent
Schr€odinger equation:

ĤY ¼ EY: ð2:8Þ

We see that this equation is an eigenvalue equation for the energy, defined by the
energy operator Ĥ, which is called the Hamilton operator of a system. The action of
the Hamilton operator Ĥ on the wavefunction yields the wavefunction itself and
a value E, which is the energy of the system. This is the central equation for
calculating the energy of a molecule and, as we will see later, also for obtaining the
wavefunction itself.

The Hamilton operator Ĥ consists of two terms: the kinetic energy operator T̂ and
the potential energy operator V̂ (which describes in many cases the electrostatic
interaction between the particles):

Ĥ ¼ T̂ þ V̂ : ð2:9Þ

TheHamilton operator (or the Hamiltonian) has to be specified for each problemwe
want to solve. For a molecule, the kinetic energy operator T̂ contains the kinetic
energy of the electrons and of the nuclei. The potential energy operator V̂ has the
nuclear–nuclear repulsion (all nuclei are positively charged), electron–electron
repulsion (all electrons are negatively charged), and the nuclear–electron attraction.
In total, Ĥ can be written as

Ĥ ¼ T̂el þ T̂nuc þ V̂el---nuc þ V̂nuc---nuc þ V̂ el---el: ð2:10Þ

As we see immediately, the actual form of the Hamilton operatorĤ depends on the
system: howmany electrons, howmany nuclei are we dealing with?Which charge do
the nuclei have? How far are the nuclei apart? . . .

At this point, we know that the fundamental equation (the Schr€odinger equation)
can describemicroscopic particles but unfortunately, except for a fewmodel systems,
this equation cannot be solved exactly at all. In the following, we will describe these
model systems, as they are of special importance.

1) In most cases a is not just a number, but a physical quantity, characterized by a value and a unit.
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2.2.2
Particle in a Box

One of the model systems which can be solved exactly is the �particle in a box� (see
Figure 2.6). Assuming infinitely highwalls on both sides, we can set up theHamilton
operator for this system, which is just the kinetic part since the potential contribution
is zero inside the box and infinite outside the wall.

& Particle in a Box

We have a box of length L. A particle with mass m is confined between the two
walls at x ¼ 0 an x ¼ L. Inside the well, the potential is zero, but rises abruptly
to infinity at the walls. Defining the potential as

V ¼ 0 0 	 x 	 L

1 else

(
ð2:11Þ

the total Hamiltonian becomes

Ĥ ¼ � �h2

2m
d2

dx2
þV : ð2:12Þ

Inside the box we have a free particle. The Schr€odinger equation is
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Figure 2.6 The quantum mechanical particle in a box model with infinitely high walls.
Wavefunctions and energies are shown, depending on the quantum number n.
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� �h2

2m
d2Y
dx2

¼ EY: ð2:13Þ

The wavefunction must vanish on both ends of the box. With these boundary
conditions, we obtain the energy eigenvalues:

En ¼ �h2p2n2

2mL2
ð2:14Þ

and after normalization the wavefunction is

YnðxÞ ¼
ffiffiffi
2
L

r
sin

np
L
x ð2:15Þ

with the quantum number n ¼ 1; 2; 3; . . . .

The probability of finding the particle outside the box is therefore zero. Solving the
Schr€odinger equation (see Box), we obtain the solutions and energies depicted in
Figure 2.6. Note that the probability of finding the particle directly on the wall is also
zero.With increasing quantumnumber, the number of nodes increases (the number
of nodes is one less than the quantum number) and, therefore, with increasing
quantum number also the nodes come closer to each other. In the limit of very high
quantumnumber, the probability ismore or less equally distributed in the box – aswe
would expect it intuitively: classically, the probability of finding the particle some-
where in the box should be everywhere the same. This extrapolation to high quantum
numbers reaching the classical values and probabilities is calledBohr�s correspondence
principle.

The energy spacing (the energies are quantized) is not equal: it grows with
increasing quantum number. Another special feature is that there is no state with
zero energy. Even for the lowest possible state (n ¼ 1), there is an associated energy.

Let us next consider a small extension to this model. Assume that the walls are
not infinitely high, but have a height V0 (Figure 2.7). Now the situation is peculiar:
taking a closer look at the tails of the wavefunctions, we can see that the probability of
finding the particle on thewall is not zero any longer but there is a small probability of
finding the particle outside the wall. How far the particle may enter the wall depends
on its mass. For electrons, this is very probable, and electrons can reach far into the
walls (this is an important property to describe processes on surfaces of electrodes in
batteries, for example). For protons this is still probable, but for almost all heavier
systems this effect is negligible.

Another difference to observe in Figure 2.7 is in the energies: above the wall, the
energies are truly continuous – the particle can have all possible energies. We say, for
energies below the wall height (E < V0), the particle is bound, whereas for the
opposite case the particle is unbound – or free.

We can further extend thismodel and put a small potential barrier in themiddle of
the box (Figure 2.8). If we locate the particle initially on one side of the barrier, there is
a small probability (again depending on the mass of the particle) of finding it after
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Figure 2.7 The quantum mechanical
particle in a well model with finite high walls.
Wavefunctions and energies are shown,
depending on the quantumnumber n. Note that

the wavefunctions here enter the wall.
Energies above the potential well are
continuous – only four levels are bound
in this example.

0.40.20 0.6 10.8
Position x

0

5

10

15

20

25

P
ot

en
ti

al
 e

ne
rg

y 
V

(x
)

0 1

n=1

n=2

n=3

n=4

V0

Ψ1

Ψ2

Ψ3

Ψ4

V0

Figure 2.8 Same as before, particle in a potential well, now with a small barrier inside the well.
There is a probability that the particle, initially located on the left-hand side of the potential barrier,
will tunnel to the right-hand side.
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some time on the other side of the barrier – also due to the non-zero tail of the
wavefunction. This process is called tunneling. Although tunneling may sound
rather exotic, it plays an important role in, for example, vibrational spectroscopy;
the tunneling time can even be measured experimentally by analyzing the spectral
linewidth.

2.2.3
Harmonic Oscillator – Vibrations

The harmonic oscillator is another very important model system which can be solved
exactly. The harmonic oscillator serves in classical mechanics to describe the
potential energy of springs or the pendulum motion: on deflecting a pendulum to
one side, it will swing back (oscillate) exactly to the same height on the other side and
back (in the absence of friction). Classically, any deflection is possible – quantum
mechanically not.

& The One-Dimensional Harmonic Oscillator

The problem of a one-dimensional harmonic oscillator is described by the
following potential energy:

V̂ ¼ k
2
x2 ð2:16Þ

where the constant k in the classical interpretation describes the strength of the
spring (force constant). The Hamiltonian is then

Ĥ ¼ T̂ þ V̂

¼ � �h2

2m
d2

dx2
þ k

2
x2

ð2:17Þ

where x is the displacement from equilibrium. The Schr€odinger equation is

� �h2

2m
d2YðxÞ
dx2

þ k
2
x2YðxÞ ¼ EYðxÞ: ð2:18Þ

After some steps we obtain the solutions

En ¼ hn nþ 1
2

� �
ð2:19Þ

YnðxÞ ¼ 1ffiffiffiffiffiffiffiffiffi
2nn!

p
ffiffiffiffiffiffiffiffiffiffiffiffi
4pmn

h
4

r
exp � 2p2mn

h
x2

� �
Hn 2p

ffiffiffiffiffiffiffi
mn

h

r
x

� �
ð2:20Þ

with the quantum number n¼ 0, 1, 2, . . . and the frequency n ¼ 1
2p

ffiffiffi
k
m

q
. TheHn

are the so-called Hermite polynomials.
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Solving the Schr€odinger equation for the harmonic oscillator (see Box) will
give the wavefunctions and energies shown in Figure 2.9. Although at first
glance the probabilities may look similar to those of the particle in a box, there
is one very important difference here: the energies are quantized but equally
spaced.

The quantum mechanical harmonic oscillator serves as a model system to
describe chemical bonds: a chemical bond can to some approximation be
expressed by two atoms held together by a spring (the bond). Pushing the atoms
closer together increases the potential, as the spring is squeezed. Stretching the
bond also increases the potential, as now the spring is stretched. There is a
certain distance where the potential is lowest: this is the equilibrium internuclear
distance. The strength of a spring represents the bond strength (see Figure 2.10).
The harmonic oscillator therefore serves in spectroscopy as a model to analyze
vibrational spectra – the excitation of vibrational motion between atoms. It works
reasonably well as a model system for small deviations from equilibrium but
becomes poor for larger deviations (and therefore larger quantum numbers).
The reason for this poor description for larger quantum numbers is that
the description of atoms held together by a spring is not adequate for long,
stretched bonds: it is intuitive that a bond may break if the atoms are pulled too
far apart. Such a situation is not contemplated in the harmonic oscillator and is
better described by an anharmonic one – or a Morse potential (see Figure 2.11).
However, we will not discuss details of this potential and its solutions here.

Figure 2.9 The quantum mechanical harmonic oscillator with its wavefunctions (blue) and
energies (dotted), depending on the quantum number n. The black curve is the potential
energy.
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Figure 2.10 Quadratic (harmonic) potential describing the stretching of a bond. The figure
visualizes the effect of the equilibrium internuclear distance R0 and the bond strength k, parameters
describing a chemical bond.

43210 65
R [10

-10
m]

Po
te

nt
ia

l e
ne

rg
y 

V
(R

)

Morse potential

Harmonic potential

Figure 2.11 Morse potential and harmonic potential describing the stretching of a bond. For small
deviations from equilibrium, the harmonic potential describes the vibration reasonably well,
whereas it becomes a poor model for larger deflection.
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2.2.4
Particle on a Sphere, Rigid Rotor – Rotations

The rigid rotor is used to describe rotational motion. It is a special case of the model
system of a particle on a ring (or on a sphere). For visualization, imagine a carousel or
a gyroscope, as shown in Figure 2.12.`

& Particle on a Sphere

The Schr€odinger equation for a three-dimensional rotation – or the motion of a
particle with mass m on a sphere with radius r – is

� �h2

2mr2
1

sin2y
q2Yðy;wÞ

qw2 þ 1
sin y

q
qy

sin y
qYðy;wÞ

qy

� 	
 �
¼ EYðy;wÞ

ð2:21Þ

where y andw are the inclination and azimuth – the two angles from the spherical
coordinate system.
The solution involves two quantum numbers:

l ¼ 0; 1; 2; . . . ð2:22Þ

and

ml ¼ �l;�lþ 1; . . . ; l�1; l: ð2:23Þ

Figure 2.12 Particle on a ring and particle on a sphere as model systems for rotational motion.
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The energy depends only on the quantum number l:

E ¼ lðlþ 1Þ �h2

2mr2
: ð2:24Þ

The normalized wavefunctions are called spherical harmonics – denoted Ylml
.

They depend on both quantum numbers l and ml.

The quantum mechanical solutions of this problem (see Box) are represented
by a class of functions, the so-called spherical harmonics, often denoted Yl;ml

,
which depend on two quantum numbers, l and ml. The quantum number l
counts as l ¼ 0; 1; 2; . . .; for a given value of l, ml can assume the values
�l;�ðlþ 1Þ; . . . ;�1; 0; 1; . . . ; l�1; l. For l ¼ 0, there is only one value of ml, namely
ml ¼ 0. The spherical harmonic Y00 is a sphere, commonly denoted an s-function.
For l ¼ 1, ml can assume three values, ml ¼ �1; 0; 1, and we are dealing with three
functions, the p-functions. In a coordinate system, these dumb-bell-type functions
are oriented along the three axes, x; y; z. For l ¼ 2, there are five values for
ml, �2;�1; 0; 1; 2, the d-functions. All these functions are displayed in Figure 2.13.

Figure 2.13 The spherical harmonics, the
solutions of a particle on a sphere model. The
top one is the Y00 (the one for l ¼ 0), the next
row shows the three functions for l ¼ 1, and the

bottom row the five for l ¼ 2. Note that the
spherical harmonics are complex-valued
functions. Therefore, real-valued linear
combinations are shown here.
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We will meet these functions again in the following subsections. The energies
increase quadratically with l. The rigid rotor is a special case of the particle on a sphere
model. The functions and energies of the rigid rotor show the same behavior as
discussed before. The rigid rotor is commonly used as a model system in rotational
spectroscopy, where the quantumnumbers are typically denoted j;mj instead of l;ml.

2.2.5
The Hydrogen Atom

The lightest of all atoms, the hydrogen atom, consisting of one proton and one
electron, is the only one which can be calculated exactly. Its Hamilton operator can
be decomposed into two parts: a radial part, describing the distance r of the electron
to the nucleus, and an angular part, which is described by the particle on a sphere
model. The solution of the radial part is an exponential function, expð�frÞ,
multiplied by a polynomial, the Laguerre polynomial. The radial part has a depen-
dence on the quantum number n, and its energies increase with 1=n2. (This
dependence of the energy on the quantum number n had earlier been found
empirically by Rydberg.) Above V ¼ 0, there is again a continuum of states for the
electron.

& The Hydrogen Atom

The wavefunctions of the hydrogen atom are products of a radial part and the
spherical harmonics:

Ynlml
¼ RnlðrÞYlml

ðy;wÞ: ð2:25Þ
Therefore, they depend on three quantum numbers: n; l;ml. These quantum
numbers can take the following values:

n ¼ 1; 2; 3 . . . ðprincipal or main quantum numberÞ
l ¼ 0; 1; 2; . . . ; ðn�1Þ ðangular momentum quantum numberÞ
ml ¼ �l; . . . ; 0; . . . ; l ðmagnetic quantum numberÞ:

ð2:26Þ

The radial partRnl of thewavefunction contains the so-called associated Laguerre
polynomials L:

RnlðrÞ ¼ N exp � r
a0n

� �
2r
a0n

� �l

Lð2lþ 1Þ
n�l�1

2r
a0n

� �
ð2:27Þ

where N is the normalization factor and a0 is the Bohr radius.
The energy is related to the principal quantum number n:

En ¼ � me40
2�h2 4pe0ð Þ2

1
n2

: ð2:28Þ

Each energy level is n2-fold degenerate.
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The total state of the electron is given by the product of the radial part and the
spherical harmonics, and therefore depends on three quantum numbers: n; l;ml.
The quantum numbers take the values n ¼ 1; 2; 3; . . . ; l ¼ 0; 1; 2; . . . ; ðn�1Þ;
ml ¼ �l; . . . ; 0; . . . ; l. The resulting solutions are labeled according to these quantum
numbers, giving 1 s (n ¼ 1; l ¼ 0; ml ¼ 0), 2 s (n ¼ 2; l ¼ 0; ml ¼ 0), three times 2 p
(n ¼ 2; l ¼ 1; ml ¼ �1; 0; þ 1), 3 s (n ¼ 3; l ¼ 0; ml ¼ 0), three times 3 p (n ¼ 3;
l ¼ 1; ml ¼ �1; 0; þ 1), five times 3 d (n ¼ 3; l ¼ 2; ml ¼ �2;�1; 0; þ 1; þ 2), and
so on. These functions are the atomic orbitals of the hydrogen atom. The radial
dependence is depicted in Figure 2.14; for the angular dependence, we refer to
Figure 2.13. In Figure 2.14 the orbitals are sorted by the quantumnumber n, which is
also called the main quantum number. Often, it is also referred to as a shell. The first
shell includes all orbitals with n ¼ 1, which is the 1s orbital only. The second shell,
n ¼ 2, includes the 2 s and the 2 p orbitals. Each atomic orbital offers space for up to
two electrons of different spin.

An orbital without electrons inside is empty or unoccupied; orbitals containing
one or two electrons are called singly and doubly occupied orbitals, respectively. The
electronic ground state of the hydrogen atom contains just one electron in the orbital
with the lowest energy – the 1 s orbital.

Heavier atoms with more electrons have more occupied atomic orbitals, thereby
occupying first the 1 s orbital twice (this would be the case for the helium atom), and
subsequently the 2 s and 2 p orbitals, and so on. As every atomic orbital may contain
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Figure 2.14 The radial part of the atomic orbitals of the hydrogen atom, sorted by the quantum
number n. (a) n ¼ 1; (b) n ¼ 2; (c) n ¼ 3.
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two electrons, thefirst shell (with only the 1s orbital) offers space for two electrons, the
second shell with the 2s and three 2p orbitals has space for eight electrons, and so on.
Remember that atoms with more than one electron cannot be exactly calculated any
longer, and thus some approximations are required.

2.3
Approximations

We have seen in the previous subsections that the Schr€odinger equation (Equa-
tion 2.8) can only be solved for a few problems and the simplest atom, the hydrogen
atom. For all other atoms or even molecules, the Schr€odinger equation cannot be
solved exactly. Although we know the form of the Hamilton operator Ĥ (defined by
the molecule in which we are interested), we do not know either the wavefunctionY

or the energies E. Because we are interested in both, we are left with making some
approximations to obtain these quantities.

2.3.1
Variational Principle

As we have seen, in order to calculate the energy E of a system (from the energy
expectation value, see Equation 2.6), one has to know the wavefunctionY describing
the system. As we do not know the wavefunction, we may guess it, using a test
wavefunction ~Y. Of course, when choosing just any guess wavefunction, we will
obtain just some arbitrary energy of our system.

However, here the variational principle comes to help: it states that the true and
exact wavefunction yields the lowest energy. Or, differently formulated: if we have
obtained by variation the lowest possible energy, then the corresponding wavefunc-
tion is the exact wavefunction Y. No other test-wavefunction can possibly yield
a lower energy than the exact wavefunction. This can be expressed as

Ĥ
D E

¼ ~Y Ĥ
��� ��� ~YD E

� Y Ĥ
��� ���YD E

¼ E0 ð2:29Þ

where E0 is the true ground-state energy of the system. In practice, we start with a test
wavefunction ~Y, calculate the corresponding energy expectation value Ĥ

D E
, and vary

the test function iteratively until the energy does not decrease any more (upon
definition of a threshold value that determines the accuracy). Depending on the
choice of the test wavefunction, the variational wavefunction will more or less well
describe the exact wavefunction.

2.3.2
Perturbation Theory

A second avenue to find approximations to the wavefunction is the so-called
perturbation theory. The starting point here is that if we cannot solve the system
exactly at least a similar problem can be solved and taken as a reference. Then, we
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declare any deviance from the reference system as a perturbation. By taking higher
and higher orders of corrections, we approach the exact solution to our system. The
order of correction that we consider is called the order of the perturbation.

We start by solving theSchr€odinger equation for the reference system, obtaining the
wavefunctions Yð0Þ and energies Eð0Þ. The superscript ð0Þ denotes the reference
system. Then, we calculate the contribution of perturbation – this will give an
additional energy Epert;ð1Þ and an additional part to the wavefunction, Ypert;ð1Þ. We
now have a new wavefunction consisting of the reference part Yð0Þ, and the
contribution of the perturbation, Ypert;ð1Þ, and correspondingly, the same for
the energy, Eð0Þ and Epert;ð1Þ. We can then use the new wavefunctions to calculate
the next higher order of the perturbation,Ypert;ð2Þ, and so on. In principle, if all orders
of perturbation are included, we would obtain the exact solution. In practice, one
normally does not go to higher than the fourth order of perturbation. It is fair to
mention that perturbation theory only works if the reference system is reasonably
similar to theexact one. If this isnot the case, theproblemmight arise that higher order
corrections do not converge to the exact solution or, even worse, that they diverge.

2.3.3
Born–Oppenheimer Approximation

The Born–Oppenheimer approximation is themost basic approximation underlying
all quantum chemical calculations for molecules. We recall that for molecules, the
total wavefunctionYðri;RjÞ depends on both the electronic and nuclear coordinates.
Within the Born–Oppenheimer approximation, one separates the nuclear motion
from the electronic motion:

Y ri;Rj
� � 
 yel ri; �Rð Þxnuc Rj

� �
: ð2:30Þ

Now �R is no longer a variable, but a parameter which we can fix beforehand. As the
nuclei are at least 1823 times heavier (depending on the atom) than the electron, they
do not move as fast as the electrons, and therefore the separation into an electronic
and a nuclear part is reasonable. Equation 2.30 says that we separate the total
wavefunctionY into two parts: one which describes the state of the electrons yel for
a fixed nuclear geometry �R, and another which describes the nuclear part x. This
separation automatically implies that we shall be dealing with two Schr€odinger
equations, one for the electrons, and one for the nuclei:

Ĥelyel ¼ Eelyel ð2:31Þ
and

Ĥnucxnuc ¼ Enuc xnuc: ð2:32Þ
Figure 2.15 visualizes the two systems which we are now considering. The

electronic Schr€odinger equation is of particular interest for quantum chemistry. The
nuclear Schr€odinger equation is relevant for vibrational spectroscopy and reaction
dynamics. We will concentrate here only on the former one. Note that as the
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electronic part depends parametrically on R (�R), also the energies Eel depend on the
nuclear geometry �R. We therefore write Eelð�RÞ – these energies are the potential
energy curves (or potential energy surfaces PESs). In general, these energies are
potential energy hypersurfaces depending on 3M�6 degrees of freedom, whereM is
the number of atoms in the system. Such PESs are evaluated by solving the electronic
Schr€odinger equation for single points at a particular nuclear configuration. Because
these PESs are a direct consequence of the Born–Oppenheimer or adiabatic approx-
imation, the resulting PESs are also called adiabatic potentials. As the energies of the
electronic system depend on the geometry, we can find a point where the energy is
lowest – this is the most stable geometry – the equilibrium geometry. This is one of the
important pieces of information that we want to know about the system! Often, there
are different possible geometries but the onewith the lowest energy is themost stable
and therefore the most probable geometry of the molecule. This is of particular
interest when looking at chemical reactions, but also for protein and enzyme
structures. The concept of a PES is fundamental to chemistry, since it allows us
to understand chemical reactions. For large molecules, however, one does not
compute a total hypersurface in all degrees of freedom. Normally, it is sufficient
tofind critical points, such asminima and saddle points offirst order (associatedwith
the chemical concept of a transition state), which correspond to optimal structures
that define the most important regions of the PES that the system can visit in a
particular chemical reaction (e.g., reactants, intermediates, and products). The
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Figure 2.15 Visualization of the
Born–Oppenheimer equation and its
implications. Panel (a) shows that varying the
nuclear geometry leads to different electronic

wavefunctions yel, the energies Eelð�RÞ of which
correspond to the potential energy curves
shown in (b). (b) Potential energy curves and
nuclear motion on these curves.
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optimization of such points can be routinely performed at different levels of theory,
i.e. with different levels of approximation (see Section 2.5 and 2.7).

We just mention that the second equation, the nuclear Schr€odinger equation
(Equation 2.32), is of special importance for the motion (dynamics) of the nuclei in a
molecule (e.g., to analyze and calculate vibrational and rotational motion). The
calculated vibrational spectra (infrared and Raman spectra) help to characterize a
substance (see Chapter 3).

The Born–Oppenheimer or adiabatic approximation is usually a good approxi-
mation, provided that two (ormore) solutions of the electronic Schr€odinger equation
(Equation 2.31) are energetically far from each other. At points where two states
are close or even cross, the Born–Oppenheimer approximation breaks down, and
nonadiabatic corrections, which are far off the scope of this introductory chapter,
need to be evaluated.

The next section deals with methods to obtain solutions of the electronic
Schr€odinger equation (Equation 2.31).

2.3.4
Linear Combination of Atomic Orbitals

So far, we have intuitively seen how chemical bonds are constructed. But which
conditions have to be fulfilled to obtain stable molecules? One very simple rule is
based on the stability of a fully completed shell: the most fundamental way to
construct stable molecules is to ensure that every atom in the molecule has a fully
occupied shell. Recall Section 2.2.5, where we have seen that each atomic orbital
offers space for up to two electrons, and that thefirst shell (with the 1s orbital), and the
second shell (including the 2s and 2p orbitals) offers space for two or eight electrons,
respectively: the rule now simply states that atoms in the first row (hydrogen and
helium) are especially stable, if they contain two electrons. For helium, being the
second element in the periodic system of the elements, and therefore possessing two
electrons, this is already the case – helium does not need any other atom to reach a
completed shell. In fact, helium does not make any stable molecule with any other
atom, or with itself. We say that helium is chemically inert. For hydrogen, the
situation is different. We have seen that it has only one electron, and therefore it
needs one more electron to complete the shell. This is why it forms a molecule,
consisting of two hydrogen atoms, each contributing with one electron. The two
electrons form the chemical bond and are shared by the two hydrogen atoms.

Looking at the other atoms of the periodic system of the elements, this rule
explains why all noble gases, such as helium, neon, argon, krypton, and xenon (all
found in the last columnof the periodic systemof elements), do not formmolecules
or chemical bonds with other atoms: they all already have a full shell. Hence they all
are chemically inert.

All other atoms do not have a completed outer shell and therefore need to form
chemical bonds with other atoms to reach an octet, sharing the electron pairs of the
chemical bond with their neighbors. Molecules in which all atoms have a completed
shell (always including the shared electrons into the count of outer electrons) are
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especially stable. Molecules in which this is not the case are typically highly reactive –
such as radicals, where at least one orbital is occupied by only one electron. Radicals
try to form other molecules where the full shell rule is fulfilled, and are therefore
highly reactive.

Consider as an example the chlorine atom (Cl) (number 17 in the periodic system
of the elements, column number 7) with seven outer valence electrons; it needs one
more electron to complete the outer shell. Therefore, chlorine forms bonds with, for
example, the hydrogen atom (with one electron), creating the H–Cl (hydrochloric
acid) molecule, where the hydrogen and the chlorine share one electron pair. In the
molecule Hydrogen has again two electrons, and chlorine is surrounded by eight
electrons (see Figure 2.16).

This also applies for largermolecules, such asCH4: the carbon atom (C) (number 6,
column 4) has four outer electrons, and the four hydrogen contribute one electron
each. Together they form the methane molecule, in which each hydrogen is surro-
unded by two electrons and the carbon atom by eight molecules, yielding a full shell
for all atoms (see Figure 2.17).

2.4
Solving the Electronic Schr€odinger Equation

Methods which solve the electronic Schr€odinger equation without including empir-
ical parameters are called ab initiomethods. Ab initiomethods are restricted to small
andmedium sizemolecules, as they need substantial computer power.We introduce
the different ab initio methods in Sections 2.5 and 2.7. In contrast, semiempirical
methods contain empirical parameters that might have been derived from experi-
ment or parameterized from ab initio information. In general, in the semiempirical
methods several calculation steps are omitted and, to compensate for these errors,

Figure 2.16 Formation of a chemical bond in
hydrochloric acid, H–Cl. The hydrogen atom
contributes one electron and the chlorine atom
seven electrons, all indicated by the dots

(left-hand side). The bond is formed by two
electrons shared by both atoms, middle part.
Two electrons forming an electron pair (two
dots) are replaced by a bar, right-hand part.

Figure 2.17 Formation of chemical bonds in
methane, CH4. Eachhydrogen atomcontributes
one electron and the carbon atom four
electrons, all indicated by the dots (left-hand

side). The bond is formed by two electrons
shared by both atoms, middle part. Two
electrons forming an electron pair (two dots)
are replaced by a bar, right-hand part.
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other values are parameterized. Semiempirical methods are valuable for larger
molecules, sayaround100–1000atoms, andarediscussed inmoredetail inSection2.9.

So far, we have separated the nuclearmotion from the electronicmotion.However,
we are still dealing with the coordinates of all N electrons. It would be highly
convenient if we could describe each electron separately, for example, in the following
form:

yelð~r 1;~r 2;~r 3; . . . ;~rNÞ ¼ u1ð~r 1Þ � u2ð~r 2Þ � u3ð~r 3Þ . . . uNð~rNÞ
¼ u1ð1Þ � u2ð2Þ � u3ð3Þ . . . uNðNÞ:

ð2:33Þ

The above form is called theHartree ansatz. In general, this is not a good approach as
it violates some basic principles of quantummechanics: first the indistinguishability
of identical particles. We can imagine this principle by a swarm of mosquitoes: as all
mosquitoes look the same when looking at a cloud of them we cannot trace the
motion of one particular insect. Quantum mechanics goes one step further: even if
there are only two mosquitoes, we are not able to distinguish them. However,
Equation 2.33 assumes that we know exactly which is electron 1 and it is located in~r 1,
and so on. The second principle that is violated is the Pauli principle: when inter-
changing two particles, the state has to change its sign (it has to be antisymmetric).
Let us exemplify this by means of a battery: on changing the two poles, the current
runs in the opposite direction – the direction changes its sign.Writing the wavefunc-
tion as a Hartree product violates both the indistinguishability and the Pauli
principle.

A better approach is to write the wavefunction as a Slater determinant, which, for
two electrons, has the following form:

yelð~r 1;~r 2Þ ¼ 1ffiffiffi
2

p u1ð~r 1Þ u2ð~r 1Þ
u1ð~r 2Þ u2ð~r 2Þ

�����
����� ð2:34Þ

¼ 1ffiffiffi
2

p u1ð1Þu2ð2Þ�u2ð1Þu1ð2Þ½ �: ð2:35Þ

Now it can be easily seen that changing the numbering of the electrons will invert the
sign of yelð~r 1;~r 2Þ and, simultaneously, the electrons are indistinguishable, since
each of the electrons can be at~r 1 and~r 2.What are the functions uiðjÞ? They are the so-
called spin orbitals, wavefunctions consisting of a spin part and a spatial wavefunction.
The spin also appears when throwing a baseball – in addition to the forward direction
which you targeted, the ball additionally has an intrinsic rotation around itself.
Similarly, we can understand the spin of an electron – however, as we have seen
already with the energies, the spin cannot have all values, but it is restricted to two
values,whichwe callup and down, ormark by arrows, "; #. The total spin of the system
is then just the sum of the individual spins of the electrons. By writing the
wavefunction yel as a Slater determinant, it is an antisymmetric combination of
individual functions and the spin of each electron. Now we are in the position to ask:
What is the energy of yel, written as a Slater determinant?

62j 2 Short Introduction to Atomic and Molecular Configuration



2.5
The Hartree–Fock Method

With the Hartree–Fock method, the energy and a wavefunction being represented
by a Slater determinant can be calculated. Recalling the explicit form of the
Hamilton operator (Equation 2.10), the term of the electron–electron repulsion
term prevents us from solving the Schr€odinger equation. The other terms in the
Hamilton operator – the kinetic energy and the electron–nuclear attraction –

depend only on one electron (for all but each individually). However, the
electron–electron repulsion depends on at least two electrons repelling each other.
We therefore can expect that the energy of the wavefunction also depends partially
on one electron, and partially on two electrons.

This is indeed what we find. One part ĥ depends on one-electron terms (and thisN
times for allN electrons). The second part gives the two-electron parts, the Coulomb
term J, and the exchange term K . The former is the electrostatic repulsion between
the electrons, and the latter arises from the explicit form of the wavefunction as a
Slater determinant.

Calculating the energy of a single Slater determinant – using the variational
principle – leads to the Hartree–Fock equations:

f̂
HF

ui ¼ eiui ð2:36Þ
where f̂

HF
is the Hartree–Fock operator, consisting of the above-mentioned one-

electron operators ĥ, and the Coulomb and exchange operators Ĵ and K̂ , respectively,
and ei is the orbital energy. Note the formal similarity to the Schr€odinger equation.2)

One important approximation used here is that the electron–electron interaction is
only accounted for in an average way: each electronmoves in the average potential of
all other electrons (Figure 2.18). As an example in every-day life, imagine you are

Figure 2.18 Schematic diagrams contrasting the average potential that an electron feels with the
explicit interaction.

2) Despite this formal similarity, the Hartree–Fock equations are no eigenvalue equations, because the
Hartree–Fock operator depends on all of the ui.
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walking into a perfume shop: people shopping inside test different fragrances. As
soon as you have entered into the shop, you will not be able to distinguish the
different smells any longer. This is how in the Hartree–Fock method the
electron–electron interaction is described. The approximation is quite fair, however,
coming back to the perfume example: when you walk around the shop you will
approachapersonwhohas tested anunpleasant smell. You try to avoidhim/heranddo
not approach further. This also happens similarly to the electrons – they try to avoid
eachother andnot come closer. This is the so-calleddynamic electron correlation and it is
not accounted for within the Hartree–Fock approximation. The Hartree–Fock equa-
tions have to be solved iteratively. One starts with a trial spin-orbital ~ui, calculates the
energy, modifies the trial function, re-calculates the energy, and so on until the energy
does not change any longer (upon the predefined threshold value). Then we have
reached self-consistency. The Hartree–Fock method is therefore often called the
Hartree–Fockself-consistentfield (HF-SCF)method.Thevariational principle thereby
ensures that the spin-orbital giving the lowest energy will be closest to the true
solution. Recall that when applying the variational principle we can never obtain
energies lower than the true energy.

The energies ei of each spin orbital can be interpreted according to Koopmans�
theorem: The orbital energies ei are the negative value of the ionization energy – the
energy which is necessary to remove one electron from the molecule or, in different
terms, to ionize the molecule.

In practice, we do not vary the orbitals themselves in every iteration step –

this is computationally too demanding – but represent them by a set of basis
functions:

ui ¼
X
j

cjjj: ð2:37Þ

The orbital ui is expressed by a sum of known, predefined functions jj, the basis set.
Then, we keep the known functions and vary only the coefficients cj, the weight of
each basis function. The variational principle also applies when using the basis set
expression instead of the wavefunction itself. Now, by variation of the coefficients cj,
we need to find the lowest possible energy. Varying only numbers instead of the
wavefunction ismuch faster. Therefore, in computational chemistry, wemainly work
with basis sets.

2.6
Basis Sets

As shown above, every function (every orbital) can be expressed as a sum of basis
functions. The idea is to represent the molecular orbitals as a sum of basis functions
which can be, for example, atomic orbitals. If the sum is up to infinity, the expression
in Equation 2.37 would be exact, and we would have a complete basis; the (extrapo-
lated) energy is called the energy in the basis set limit. Calculating with infinities is
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always challenging. Truncating the summation leads to additional error, the basis set
truncation error.

It is intuitive to see that the largest possible basis leads to most exact results. On
the other side, the larger the basis, the more computational effort we have to do. We
thereforehave tofindsomecompromise concerning thebasis set size. Inwhat follows,
we will introduce the most common basis sets and provide some explanations.

2.6.1
Slater Versus Gaussian Functions

A common discrimination of basis functions is between Slater and Gaussian
functions. Both functions are used in computational chemistry; we will use the
acronyms STO for Slater-type orbitals and GTO for Gaussian-type orbitals. The two
different types havemathematically different expressions. The STOs are exponential
functions:

jSTOðrÞ / e�fr ð2:38Þ
as they occur in the analytical solutions of the hydrogen atom. The GTOs are of the
form

jGTOðrÞ / e�fr2 : ð2:39Þ
The STO and GTO functions are centered around r ¼ 0, the position of the

nucleus. The factor f occurring in the exponent is called the orbital coefficient as it
describes the spatial extent of the function (of the orbital). Large values of f describe
compact functions, whereas small values of f yield functions which are spread over
space and are more diffuse. Figure 2.19 demonstrates the behavior of GTOs for
different values of f. Comparing the STO and GTO functions, they show similar
behavior but differ in some important details. As alreadymentioned, Slater functions

ζ = 1

ζ = 0.1

ζ = 0.01

Figure 2.19 Gauss functions (GTOs) for different values of the orbital coefficient f. Large values of
f yields compact functions, whereas small values produce diffuse functions.
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are analytical solutions of the hydrogen atom, meaning that they should be a good
starting point to describe other atoms also. Since we are interested in basis functions
representing atomic functions that we would like to combine to form molecular
orbitals, Slater functions should be very well suited. This is indeed the case.However,
they are computationally difficult to handle.

In contrast, GTOs are not functions representing solutions to any atomic problem,
but they are computationally much easier to handle. The aforementioned two-
electron integrals are faster to calculate using GTOs. Additionally, we can represent
any STO by a clever combination of GTOs. Figure 2.20a demonstrates how a Slater
function can be approximated by three GTOs. Figure 2.20b illustrates the qualitative
difference between STOs and GTOs. The Slater functions have a cusp around the
position of the nuclei and fall off less rapidly than the GTOs. Despite the fact that
we need more GTOs to represent one STO, most quantum chemical programs use
Gaussian functions due to faster processing. If not indicated differently, we will from
now on concentrate on Gaussian basis functions.

2.6.2
Number of Basis Functions

Recall that the basis set is constructed from a certain number of atomic orbitals jj.
Howmany functions do we need to include? The smallest number of basis functions
possible to describe an atom is called a minimum basis. For the hydrogen and the
helium atoms, this simply corresponds to a single s orbital. The atoms in the second
row, starting from lithium to neon, are represented by two s functions, and three p
functions. We need two s functions, as one s function is needed to describe the inner
1s orbital, and the other one to represent the valence 2s orbital.

The next step in complexity would be just to double the number of basis functions
from the minimum basis. Such a basis is called a double zeta (DZ) basis. The zeta
originates from the orbital exponent fwhich we have introduced before. In practice,

(b)(a)

GTO

STO

STO

GTO

Figure 2.20 (a) Slater function (STO) being represented by 3 Gauss functions (GTOs); (b)
Quantitative difference between GTO and STO.
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this means for the elements hydrogen and helium each is now described by two s
functions, and for the elements lithium to neon by four s and six p functions. Such a
basis is already much better suited to represent an atom. Why is this the case? We
exemplify this by a simple example, illustrated in Figure 2.21. This molecule has two
different C�C bond types with two different neighbors. Most probably the spatial
distribution of electrons in each of the neighbors is different. By using only one set of
p functions, as done in the minimum basis, we have tomake a compromise between
the two different bonds, resulting in an average value for the orbital exponent f. In
doubling the number of functions, we account for two different bonding types,
allowing two different values of f, and enable a better (and more individual)
description of the two different bonds. Naturally, this leads to much more realistic
wavefunctions and energies closer to the experimental value.

Nothing prevents us from tripling the minimum basis, thereby creating a triple
zeta (TZ) basis, or quadrupling (QZ), or even quintupling (5Z) the minimum basis.
In practice, however, a 5Z basis is in most cases too expensive.

By multiplying all basis functions, we create a huge basis set. In order to describe
chemical bonds, we especially need to describe the outer electrons (the valence
electrons) properly. Therefore, instead of multiplying the complete minimum basis,
we can solely multiply the basis functions for the outer electrons. Such a multipli-
cation of a chopped basis is called a split valence basis. They are denoted VDZ (for
a basis where the valence basis set is doubled), VTZ (denoting a tripling of the valence
basis set), VQZ, and so on.

Very often, we need to add polarization functions. As the name indicates, polar-
ization functions contribute with higher angular momentum, thereby polarizing
other functions. A p function polarizes an s function, a d function polarizes a p
function, and so on. Typically, adding polarization functions improves the descrip-
tion of chemical bonds. Also, polarization functions allow for a certain degree of
asymmetry of the bond. This is important to describe bonds where the two atoms are
not the same. Adding a set of polarization functions (that is, p orbitals to the hydrogen
atomand d orbitals to the heavier atoms) is commonly denotedDZP (double zeta plus
polarization) basis, and analogously one can have TZP, QZP basis set, and so on.

Figure 2.21 Moleculewith twodifferent bond types (s andp) including porbitals. The twodifferent
bonds may have different spatial distributions.
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2.6.3
Contracted Basis Sets

The disadvantage of basis sets is very often that the inner electronsmake the largest
contribution to the total energy. Applying the variational principle, we are iterating
to achieve the lowest possible energy. This, in turn, means that many basis
functions are used to describe the core with the inner electrons properly, as they
make the largest contribution to the energy, as shown in Figure 2.22a. However, we
are interested in describing the chemical bond as accurate as possible, implying
that the valence electrons have to be represented properly. Unfortunately, describ-
ing the outer electrons accurately does not change as much in the total energy as
representing the inner electrons properly (see Figure 2.22b). By taking a large basis,
we can account for both types of electrons, the inner and the valence electrons. This,
however, is computationally inefficient. A common solution to this problem is to
contract basis sets: a certain number of functions describing the core (the inner
electrons) are combined into one function describing the whole core. Often, three,
four, or six basis functions are combined into one. The rest of the basis set is used to
describe the chemically more relevant valence electrons. In common quantum
chemical programs, we find already a pre-built variety of contracted basis sets. A
well-known class was introduced by John Pople and co-workers. In the following
we describe some of the most common Pople types of basis sets.
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Figure 2.22 Inner electronsmake the largest contribution to the energy, but are not so important in
describing the chemical bond, and vice versa. (a) Energetic picture; (b) the wavefunctions.
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STO-nG basis sets represent a minimum basis set of one Slater orbital (STO)
consisting of nGaussian orbitals (GTO). The exponents of the Gaussians are fitted to
describe an STO. The best knownmember of this class is the STO-3Gbasis set, where
one Slater orbital is described by three Gaussian orbitals. As an example of the
hydrogen atom, out of three s GTO functions, one STO function is constructed.
Similarly, for any element between lithiumandneon, out of six s functions and three p
functions, two s functions and one p function are constructed to describe the 1s, 2s,
and 2p orbitals.

The k-nlmG class of basis functions consist of Gaussian functions split by the
valence shell, which we call �split valence.� The coding by the letters representing
numbers can be interpreted as follows. The letter k denotes how many Gaussians
functions are contracted to one core orbital. The nlm codings contains several pieces
of information. First, when only two numbers are present, this indicates a double
split valence, whereas three numbers indicate a triple split valence. Then, the
numbers themselves specify the contraction scheme.

A common basis set of this type is the 3-21G basis set. This is a split valence basis
set. Here, out of three functions, one core function is constructed, whereas for the
inner valence two basis functions are contracted to one function and the outer
valence is not contracted, consisting of one basis function. Similarly, the common
6-31G basis set can be interpreted as follows. The core is constructed from six
orbitals, the inner valence from three orbitals, and the outer valence is again
uncontracted. Although both the 3-21G and the 6-31G basis sets result in the same
number of basis functions, the 6-31G basis set typically performs better, as more
functions (called primitives) are used to construct this basis set. Another repre-
sentative of this class of basis sets is the 6-311G basis set, being a triple split valence
basis set. The core again consists of six functions contracted to one, the inner
valence is contracted from three functions, and additionally there are two more
valence functions being not contracted.

If additionally diffuse functions (s or p orbitals with a very small orbital coefficient f)
are present, these are typically marked by adding a þ or þþ before the letter G.
One þ indicates a set of diffuse functions on the heavy atoms, whereas þþ denotes
diffuse functions on both the heavy functions and the hydrogen atom. Adding
polarization functions is denoted by a � or ��, where analogously one � indicates a
set of polarization functions on the heavy atoms, whereas �� denotes polarization
functions on the hydrogen also. Often, we find explicit notation where the specific
functions arewritten, that is, 6-31G�� is equivalent to 6-31G(d,p). The largest standard
basis of this style is the 6-311þþG(2df,2pd), a triple split valence basis with a set of
diffuse s and p functions on the heavy atoms and the hydrogen, two d and one f
polarization functions on the heavy atoms, and two p and one d polarization function
on the hydrogen atom.

A different class of contracted basis sets is the so-called correlation consistent
basis sets developed by Dunning and co-workers, denoted cc-pVDZ, cc-pVTZ, cc-
pVQZ, cc-pV5Z, and so on. They have the advantage that they build a sequence of
basis sets where each step of increasing the basis size converges to the basis set
limit. For this reason, they are slightly more expensive than the counterparts of
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Pople. In the sequence of these functions, always one more function is added,
thereby increasing the basis set size in a stepwise manner. As an example, let us
consider the sequence from cc-pVDZ, cc-pVTZ to cc-pVQZ: while the smallest
basis cc-pVDZ from this sequence consists of 3s, 2p, and 1d orbital for the heavy
atoms (we will omit the explicit form for the hydrogen atoms, which is always one
function and one polarization function less than the heavy atom), the basis for the
next larger basis, cc-pVTZ, has one more function of each type, therefore con-
sisting of 4s, 3p, 2d, and as a new function with higher angular momentum: 1f
function. Correspondingly, the cc-pVQZ basis has 5s, 4p, 3d, 2f and 1g function,
and so on. The functions can be augmented by additional diffuse functions, which
is denoted by the prefix aug-.

Of course, for special tasks, self-made basis sets can be constructed. However,
there are some general rules to obeywhichwe cannotmention here. Instead, we refer
the interested reader to the computational chemistry literature [1–4].

2.7
Electron Correlation

Assuming a complete basis set, the calculated energies with the Hartree–Fock–
procedure still do not agree fully with the experimentally measured values. In the
ideal case, we obtain up to 99%of the experimentally exact energy – but the chemistry
often is very well hidden in the remaining 1%. Which contributions are behind this
1% (or more)?

This 1% (or more) is the so-called electron correlation. The electron correlation
energy is commonly defined by the difference between the exact energy and the
Hartree–Fock energy in the limit of a complete basis set:

Ecorr ¼ Eexact�EHF
0 : ð2:40Þ

This energy is the sum of different contributions, which can be grouped into two
different types of electron correlation:

1) Dynamic electron correlation: We recall that in the Hartree–Fock method, we
made the explicit assumption that an electron moves in the average potential of
all other electrons. This does not correspond to reality since the electrons try to
avoid each other due to their charges – they do not come close but swerve, as
sketched in Figure 2.23. There is a reduced probability of finding an electron in
the close neighborhood of another electron. This implies that the dynamics of
each electron are not independent of the motion of the other electrons but is
correlated with the dynamics of all other electron.

2) Static electron correlation:Unfortunately, there is no commondefinition of static
electron correlation; we therefore try to approach its meaning by exemplifying
typical occurrences. Static electron correlation occurs close to degeneracy or,
generally, when several electronic configurations are important. We often
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encounter static electron correlation, for example, when transition metals are
involved, as there are many electronic energies lying close together, or in
homolytic dissociation. The reason for the latter might not be so obvious, hence
we would like to address this problem briefly.

For simplicity, let us imagine the hydrogenmolecule, which consists of two nuclei
and two electrons. Applying a single Slater determinant with a minimal basis of two
spin orbitals in the Hartree–Fockmethod, we obtain different contributions describ-
ing the hydrogen–hydrogen bond, as depicted in Figure 2.24. As a result of a
Hartree–Fock calculation, we obtain four wavefunctions. Two of them are of ionic
character, meaning that the two electrons are located around one nucleus (formally
negatively charged) whereas the other one has no electrons (formally positively
charged). The other two wavefunctions are of covalent character, where each nucleus
has one electron around it. This is an appropriate description for the bond around the
equilibrium internuclear distance.

However, how is the bond described in the limit of infinite internuclear distance?
For homolytic dissociation, the system should be described by two (infinitely)
separated hydrogen atoms, having one electron each. Hence, in the dissociation
limit, the wavefunction has 100% pure covalent character. Then it is clear that the
character of the bond changes during dissociation: whereas it is 50% covalent and
50% ionic around the equilibrium internuclear distance, it is 100% covalent and 0%
ionic at large internuclear distances. Unfortunately, this change of the character of
the wavefunction cannot be described by the Hartree–Fock method, which uses one
determinant only. This error in the Hartree–Fock description is known as static
correlation and requires more than one determinant.

Figure 2.23 Dynamic electron correlation: Electronic motion is not independent of the motion of
all other electrons but depends explicitly on themotion of the other electrons, thereby avoiding each
other.
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In order to describe such problems where several electronic configurations
or other determinants are important, quantum chemical methods including (static
or dynamic) electron correlations have to be employed.

The lack of additional determinants in Hartree–Fock calculations results in the
following errors:

. The bond energies for stretched bonds are too high. This is crucial for transition
states, which often are described by stretching and breaking/making of different
bonds. Consequentially, the energies of transition states are typically too high at
the Hartree–Fock level of theory.

. As the energies increase too rapidly on stretching the bonds slightly, it often
appears that the minimum on the potential energy surface is at too short
internuclear distances and the curvature is too strong. This is important for
vibrations, which are for this reason too high.

. The opposite is true for complexes involving metals or for charge-transfer
systems. Here, within the Hartree–Fock approach the ionic character during
dissociation is correctly described but the equilibrium distance is too long.

In general, the main sources of error in quantum chemical calculations are
(a) insufficient treatment of electron correlation and (b) a limited basis set. (Minor
errors are due to relativistic and non-Born–Oppenheimer effects.) We have intro-
duced the different forms of electron correlation, namely dynamic and static electron

Figure 2.24 (a) Hartree–Fock wavefunction
describing the hydrogen molecule around its
equilibrium internuclear distance. The bond
has 50% ionic (both electrons on one
nucleus) and 50% covalent character

(each nucleus has one electron). Part (b)
shows that in the limit of infinite
internuclear distance (dissociation limit),
the wavefunction should be exclusively
described as covalent.
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correlation. As a next step, we introduce quantum chemical methods accounting for
electron correlation in the calculation.

2.7.1
Configuration Interaction

The conceptually easiest method to recover electron correlation is the so-called
configuration interaction (CI) method. As we have seen before, a description of the
wavefunction by only one Slater determinant is not capable of incorporating electron
correlation effects. The next logical step is to include more determinants (more
configurations) in the wavefunction. If we include all of the possible ones, this is
called a full-CI wavefunction:

Wfull-CI ¼
X1
i

aiy
el
i ð2:41Þ

¼ a0y
el
HF þ a1y

el
1 þ a2y

el
2 þ � � � : ð2:42Þ

The different determinants yel
i are the different configurations. What is the

physical meaning of these configurations? Figure 2.25 sketches different determi-
nants occurring in Equation 2.42. The different configurations can be categorized by
their excitation level. Whereas the Hartree–Fock determinant corresponds to the
ground-state configuration where no electron is excited, there are different config-
urationswhich can be classified as single excitations, as double excitations, and so on.
We can see immediately that the number of configurations of a system contributing
to, for instance, single excitations depends on the size of the chosen basis, as the
electrons sitting in the occupied orbitals can be excited to all virtual orbitals. The
number of virtual orbitals, in turn, depends on the basis set size. Including all
possible excitations (full-CI) within the chosen basis leads to an exact wavefunction
including the full electron correlation.

The problem of including all possible configurations in a sufficiently large basis
lies at hand: except for very small systems, accounting for all possible configurations

TripleDoubleSingleHF

Figure 2.25 Different configurations contributing to the full-CI wavefunction. The configurations
can be categorized according to their excitation level as single, double, triple, and so on excitations.
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is computationally too expensive, if not even impossible. For typical systems, we can
analyze the importance of the particular excitation. On doing so, it was found that
double excitations provide the most important contribution to the electron correla-
tion energy,muchmore important than single or triple excitations. In order to reduce
computational effort, truncated CI methods have been implemented. Single con-
figuration interaction (CIS) means that in addition to the Hartree–Fock determinant
wavefunction, all kinds of single excitations contribute. Analogously, for double
configuration interaction (CID), the Hartree–Fock wavefunction and all different
kinds of double excitations contribute. In the CISD method, the Hartree–Fock
determinant, single and double excitation contribute. Not considering all excitations
but just excitations up to a certain level reduces the computational effort substantially,
but introduces a different problem: the calculations are not size consistent
(Figure 2.26).

Size-consistent calculations are calculations where the relative errors scale pro-
portionally to the size of the system. Consider a molecule consisting of two atoms;
a size-consistent calculation (e.g., HF or full-CI) yields a certain energy. Now
we double the system size, that is, treating four atoms, where two are building
one molecule, and we separate the two molecular entities. In the limit of infinite
separation of the monomer units, there would be no interactions between these sub-
units, and the system�s energy would be just twice the energy of the single molecule,
as to be expected.Non-size-consistent calculations, such as the truncated-CImethods
(e.g., CISD), would yield an energy for the two molecules different from the correct
value of twice the one-molecule energy. Evenworse: in the limit of very large systems,
as the energy does not scale with the system size, the correlation energy is not
recovered at all any longer. The reason for this deficiency lies in the truncation itself:
consider a hydrogen molecule with two electrons being described by CISD calcula-
tions. For a chosen basis (for simplicity let it be even the minimal basis of one s
function on each nucleus), the wavefunction contains besides the Hartree–Fock part
all single and double excitations. On adding a second hydrogen molecule at large

Figure 2.26 Visualization of the size consistency problem using two hydrogen molecules as an
example. Each hydrogenmolecule has two electrons and can therefore bemaximally doubly excited.
Two hydrogen molecules, being both doubly excited, correspond to a quadruply excited system.

74j 2 Short Introduction to Atomic and Molecular Configuration



distances to our calculation, the second hydrogen molecule can be described by the
same excitations, the Hartree–Fock determinant, as well as all single and double
excitations. However, as each of the two hydrogen molecules can have double
excitations, this would correspond to all four electrons (two on each molecule) to
be excited – this is formally a quadruple excitation, which is not included in the CISD
series, aswe truncate after double excitation and explicitly omit triple, quadruple, and
all higher excitations. Therefore, on doubling the system size, the degree to which
electron correlation is accounted for shrinks and the description becomes worse for
larger systems. The problem of size consistency has led to a reduced disposal of
truncated-CI methods. Instead, the conceptually similar coupled clustermethods, the
subject of the next subsection, have gained in importance.

2.7.2
Coupled Cluster Method

Themessage of the last subsection is that in order to permit electron correlation in the
calculation, we need to include different configurations in the wavefunction. How-
ever, a full-CI calculation (being size consistent) is for most of the systems not
possible, and truncating the series of configurations causes size-consistency errors.
Within the coupled cluster (CC) approximation, the concept of expanding the
wavefunction to higher excitations is retained, while the problem of the size
consistency is eliminated. The ansatz for a CC wavefunction is to introduce the CC
operator eT̂ so that

WCC ¼ eT̂yel
HF: ð2:43Þ

As in the case of full-CI, a full-CCcalculation is exact but computationally not feasible.
The truncated-CCwavefunctions are similarly built according to the level of excitation
in which they are truncated. For instance, CCSD indicates the inclusion of single and
double excitations.

Recall that the problem of the size inconsistency occurred because higher excita-
tions were omitted. The CC wavefunction accounts for the contribution of higher
excitation by approximating their contribution from lower excitations: the probabil-
ities (the coefficients) withwhich the lower excitations appear are used to describe the
probabilities in which the higher excitations would occur. Consider as an example
the CCSD method; here we include single and double excitations. Remember the
example of the hydrogen dimer for the CISD method: we stated that we did not
account for the quadruple excitationswhich caused the size inconsistency.Within the
CCSD method, we also account for the quadruple excitations approximately by
describing the quadruple excitations as products of double excitations. Although not
including the quadruple excitations explicitly, we approximate their contribution to
be about the product of the corresponding double excitations. By doing so, the CC
method is size consistent.

The CC theory is probably the most accurate method to compute electronic
energies to date, but it is also one of the most expensive.
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2.7.3
Multi-Configurational Self-Consistent Field Theory

In chemistry, we often encounter situations where not only one configuration is
important and contributes to approximately 99% of the energy. Typical examples are
molecules where chemists draw mesomeric structures – structures where different
charge distributions play a role. One of the textbook examples is the ozonemolecule,
O3, which can exist as a zwitterionic structure or a biradical structure (Figure 2.27). In
the case of ozone, the wavefunction has approximately 60% zwitterionic character
and about 40% biradical character. It is straightforward to see that we introduce large
errors if we consider only the zwitterionic character as the Hartree–Fock approach
would do. We therefore need a theoretical description in which we account for
different configurations. Themulti-configurational self-consistent field (MCSCF) meth-
od is such a theory: in a conceptually similar manner to the CI method, the total
wavefunction is likewise written as a linear combination of different configurations
(see Equation 2.42), but with the important difference that the coefficients from
which the configurations (the molecular orbitals) are built are also varied. Choosing
the hydrogen molecule as an example, we are dealing with two configurations, as
shown in Figure 2.28. Note that the single excitation does not contribute for
symmetry reasons. These configurations correspond to the Hartree–Fock ground
state (a) and a doubly excited configuration (b). In analogy with the CI approach, the
MCSCF wavefunction for this case is written as

WMCSCF ¼ aAy
el
A þ aBy

el
B ð2:44Þ

yel
A ¼

X
i

biAji yel
B ¼

X
i

biBji ð2:45Þ

where the ji are basis functions. Then, the coefficients aA; aB; biA; biB are varied until
self-consistency is reached. However, in general, the problem is to know of which
configurations have to be chosen. One very common approach is the complete active
space self-consistent field (CASSCF) method. Here, the choice of configurations
is made by defining a so-called active space, consisting of n electrons andm orbitals
([n,m]-CASSCF). Inside this active space, a full-CI is performed. Figure 2.29 visua-
lizes a typical partitioning of a set of orbitals (wavefunctions) into active and inactive
spaces. The active space consists of the relevant occupied and unoccupied (virtual)
orbitals; typically, the highest occupiedmolecular orbital (HOMO), in addition to the
lowest unoccupied molecular orbital (LUMO), should be at least contained in
the active space. As inside the active space a full-CI is calculated, the size of the

Figure 2.27 Different mesomeric structures of ozone. The first two structures are zwitterionic,
whereas the last structure has biradical character.
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active space cannot be large. The biggest CASSCF calculations up to date contain
18 electrons/orbitals.

The main disadvantage with the CASSCF method is that it can lead to an
�unbalanced� description: as electron correlation is only accounted for in the active
space and not, for example, the inactive core electrons. Further, the CASSCFmethod
tends to overestimate the biradical character of chemical compounds.

2.7.4
Møller–Plesset Perturbation Theory

Recall that the idea behind perturbation theory is that the problem to be handled
differs only slightly from a known problem. Then the Hamiltonian operator can be
defined as the sum of two parts, a reference HamiltonianĤð0Þ and a perturbationĤ 0.

Figure 2.28 Two configurations in the hydrogen molecule: (a) is the Hartree–Fock ground state
and (b) is a doubly excited configuration.

"frozen core", inactive

virtual states, inactive

all doubly occupied

all unoccupied

"active space"

0, 1, or 2 electrons per orbital

Full-CI

Figure 2.29 Partitioning of the orbitals into active and inactive spaces. The inactive spaces are
either doubly occupied (frozen core) or empty (virtual). Inside the active space, the orbitals are either
singly, doubly or not occupied, and a full-CI is performed.
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The perturbation has to be small compared with the reference Hamiltonian. The n
solutions of Ĥð0Þ are assumed to be known and given. In 1934, Møller and
Plesset [5] proposed to partition theHamiltonian operator such that the unperturbed
Hamiltonian is f̂ , the Fock operator defined in Equation 2.36. With this definition of
Ĥð0Þ, the zeroth-order energy Eð0Þ is the sum of the energies ei.

The perturbation Ĥ0 is the difference between Ĥ and Ĥð0Þ, that is, everything
in the electron–electron interactionwhich has not been accounted for by the smeared
Hartree–Fock average potential of all other electrons.

In this so-called Møller–Plesset or MP partition, one can realize that the Hartree–
Fock energy already corresponds to the zeroth- and first-order corrections. Hence it
is just the second-order correction that allows an estimate of the correlation energy.
The essence of the MP2 method is then to calculate the energy correction for the
ground state. A detailed analysis shows that the second-order correction to the energy
in the MP2 theory involves all possible double excitations.

MP2 typically accounts for 80–90% of the correlation energy, and as it is compu-
tationally highly efficient, it is a popular ab initio method for including electron
correlation. It should be noted that although not variational, the MPn perturbation
method is size consistent. Beyond MP2, the only MPn methods implemented in
standard codes areMP3 andMP4.WhereasMP3 is very often divergent, MP4 can be
very accurate, recovering up to 98%of the correlation energy, but of course at a higher
computational cost than MP2.

2.8
Density Functional Theory

The electronic wavefunction has been the central key to quantum chemistry so far. If
y – or a good approximation to it – is known, all information about our target system
can be calculated. This approach, however, has a series of disadvantages. First, this
wavefunction is very complicated. It depends on 4N variables (three spatial and one
spin coordinate) and its complexity grows with increasing number of electrons.
Second, there is no observable for the wavefunction which can be easily probed
experimentally. On the other hand, one can consider the electron density or, strictly,
rðrÞ, the probability density, that we introduced at the beginning. We will follow the
common practice of calling it electron density.

The electron density r depends on three spatial coordinates regardless of how
many electrons our system includes; moreover, it can be measured via X-ray
experiments. But is the electron density sufficient to obtain the energy and all the
other properties of interest? The first hint about this is that the expectation value of
a (multiplicative) operator Â can be calculated analogously using the electron density.

Furthermore, the electron density has the following interesting properties:

. Integrating the electron density gives the number of electrons.

. The cusps of the density match the positions of the nuclei.

. The density at the nucleus position contains information about the nuclear
charge.
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Hence it seems that the electron density provides all information to set up the
system-specific Hamiltonian and to determine all molecular properties. Therefore,
it is the electron density which is used in density functional theory (DFT).

2.8.1
The Hohenberg–Kohn Theorems

DFT is based on two basic pillars, the two Hohenberg–Kohn theorems, which are
exposed in the following.

The first Hohenberg–Kohn theorem [6] provides a proof that the electron density
can be used in quantum chemistry calculations instead of the wavefunction. It states
that the electron density is uniquely determined by the external potential, that is, the
electron–nuclear interaction potential. In other words, it means that the ground-state
electron density uniquely specifies the external potential or that there is a one-to-one
correspondence between the external potential and the electron density.

A semantic note is in order here. A function is an instruction on how to obtain
a number from a set of variables (e.g., coordinates). A functional is in this context
an instruction on how to obtain a number from a function which itself depends
on variables; it is a �function of a function�. To denote functionals depending on
a function, square brackets, F½ f �, will be used instead of parentheses, f ðxÞ.

The ground-state energy E0 is a unique functional of the ground-state density r0
and so are its individual parts. Hence we can write

E½r0� ¼ T ½r0� þEel�el½r0� þEel�nuc½r0�: ð2:46Þ
Wecan split this expression into partswhich depend on the actual systemdetermined
by the external potential – that is, the potential of the electron–nuclei interaction
Eel�nuc½r0� – and thosewhich are universal,meaning that the formof the functional is
independent of the actual system:

E½r0� ¼ Eel�nuc½r0�|fflfflfflfflfflffl{zfflfflfflfflfflffl}
system dependent

þT ½r0� þ Eel�el½r0�|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
system independent

: ð2:47Þ

The system-independent parts can be gathered in the Hohenberg–Kohn functional
FHK½r0�:

E½r0� ¼ Eel�nuc½r0� þFHK½r0�: ð2:48Þ
This functional FHK½r0� can be considered as the holy grail of DFT. Knowledge of it

would allow us to solve exactly the Schr€odinger equation. Also, since this is a
universal functional, this would be valid for all systems, independent of the number
of atoms or electrons. Unfortunately, the explicit form of FHK½r0� lies completely in
the dark. In an effort to simplify the problem, FHK is divided into parts:

FHK½r0� ¼ T ½r0� þ Eel�el½r0�
¼ T ½r0�|ffl{zffl}

unknown

þ J½r0�|ffl{zffl}
known

þ Encl½r0�|fflfflffl{zfflfflffl}
unknown

ð2:49Þ
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where J½r0� is the classical Coulomb part and Encl½r0� represents the non-classical
contribution to the electron–electron interaction. This includes self-interaction and
correlation.

Finding explicit expressions for the yet unknown parts of the Hohenberg–Kohn
functional represents the major challenge in DFT.

Up to now it has been demonstrated that the ground-state density suffices to
obtain all properties of interest. But how one can be sure that a given density is
the ground-state density we are looking for? Fortunately, the second Hohenberg–
Kohn theorem provides a way. This theorem is nothing else than the variational
principle for densities. In plain words, it states that FHK½~r� – with an arbitrary test
density ~r – delivers the lowest energy if, and only if, the input density is the true
ground-state density r0, that is,

E0½~r� ¼ h~yjĤj~yi � hyjĤjyi ¼ E0½r0� ð2:50Þ
with the equals sign valid only if ~r ¼ r0. A consequence of this variational principle is
that DFT is formally only a ground-state theory.

2.8.2
The Kohn–Sham Approach

Themain problemwith DFT (besides the unknownHohenberg–Kohn functional) is
related to the way in which the density is expressed to put the theory to work. Kohn
and Sham [7] proposed to replace the density r of the full-interacting electron system
with the density rKS of a reference system of non-interacting quasi-particles with
r ¼ rKS. For this systemwe can write a HamiltonianĤKS analogously to what we did
for the Schr€odinger equation earlier. Since this Hamiltonian does not contain any
electron–electron interactions, the Slater determinant is the exact wavefunction for
the system and its kinetic energy can be calculated.

The spin orbitals in the latter determinant are the so-calledKohn–Sham orbitals uKSi
and are one-particle wavefunctions which satisfy, in analogy with the Hartree–Fock
Equation 2.36, the Kohn–Sham equations:

f̂
KS
uKSi ¼ eiu

KS
i ð2:51Þ

with the Kohn–Sham operator

f̂
KS ¼ T̂KS þ V̂KS ð2:52Þ

which resembles the Fock operator. Due to this similarity, one can solve the
Kohn–Sham equations using the same algorithms as in the Hartree–Fock theory,
that is, the same self-consistentfield approach.Note that the Kohn–Shamorbitals uKSi
are not the same as the Hartree–Fock orbitals uHF

i , as we require the Kohn–Sham
density to be the same as the ground-state density of our real target system r0.

Of course, the kinetic energy of the non-interacting system TKS is not equal to the
true kinetic energy T of our real target system. Keeping this in mind, the functional
FHK½r� can be written split into the following parts:
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FHK½r� ¼ TKS½r� þ J½r� þEXC½r� ð2:53Þ
with the so called exchange-correlation functional

EXC ¼ ðT ½r��TKS½r�Þ þ ðEel�el½r��J½r�Þ

¼ ðT ½r��TKS½r�Þ þEncl½r�:
ð2:54Þ

The residual part of the true kinetic energy is added to the non-classical electro-
static contributions. In this way, the exchange-correlation functional contains
everything that is unknown. Often this functional is split into an exchange part and
a correlation part:

EXC½r� ¼ EX ½r� þEC½r� ð2:55Þ

both of which are approximated independently.
The remaining quest is to obtain the exchange-correlation functionals. The explicit

form of the functionals is often very complicated because they are developed in
a more or less systematic way using empirical models3).

The corresponding correlation functionals have even more complicated analytical
forms and therefore they will not be explicitly written here. Currently the most
popular are hybrid functionals such as B3LYP with three optimized parameters [8].

2.8.2.1 Advantages
DFT is able to consider electron correlation at the computational cost of Hartree–
Fock. Inmost cases, it delivers reliablemolecular geometries, good values forH-bond
distances and good values for binding energies (hybrid functionals). The DFT
method is universally applicable (i.e., for the solid state, surfaces, and molecules
and for all elements). At the same accuracy, it is more efficient than correlated
Hartree–Fock methods.

2.8.2.2 Disadvantages
The main disadvantage of DFT is that, unlike wavefunction-based methods that are
hierarchical, there is no systematic way to improve the accuracy of the DFTresults. It
is not necessarily true that larger basis sets deliver better energies or better properties.
Due to the variational principle (second Hohenberg–Kohn theorem) DFT can only
describe the ground state; however, as will be shown in Section 2.8.3, an extension to
treat electronic excited states is possible.

2.8.3
Time-Dependent Density Functional Theory

DFT is formally a ground-state theory. To describe the interaction with time-
dependent potentials such as electric or magnetic fields and to extract

3) In this sense DFT is not a clean ab initio method, but more a semiempirical method.
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information such as excitation energies or (resonance) Raman spectra, it has to be
extended to the so-called time-dependent density functional theory (TDDFT). The
concepts and computational foundations of TDDFT are analogous to those of
the pure DFT.

The formal foundation of TDDFT is the Runge–Gross theorem [9]. It shows that,
for a given initial wavefunction, there is a unique one-to-one relation between the
time-dependent external potential of a system and its time-dependent density. Unlike
DFT, there is (unfortunately) no general variational principle in time-dependent
quantum mechanics.

The Runge–Gross theorem was originally derived for electrons moving in an
external field.

Two external potentials differing only by an additive time-dependent, spatially
independent function, cðtÞ, give rise to the same electronic density. The Runge–
Gross theorem [9] shows that there is a uniquemapping from an external potential to
the electronic density. The proof is done in the following steps:

1) It is shown that two external potentials differing by more than an additive
constant generate different current densities. This is done via the expansion of
the external potential in a Taylor series about a given time.

2) Using the continuity equation, it is then shown that for finite systems, different
current densities correspond to different electron densities.

For a given interaction potential, theRunge–Gross theoremshows that the external
potential uniquely determines the density. The Kohn–Sham approach chooses the
density of the interacting system as that of the non-interacting one for all times. The
wavefunction of a non-interacting system can be represented as a Slater determinant
and the kinetic energy of the non-interacting systemcanbe expressed exactly in terms
of those orbitals. The problem is therefore to find a potential, denoted VKSð~r ; tÞ, that
sets up a non-interacting Hamiltonian,ĤKS, which in turn specifies a determinantal
wavefunction which is constructed in terms of a set of orbitals and generates a time-
dependent density rKSð~r ; tÞ such that rKS is equal to the density of the interacting
system at all times.

The problem of obtaining approximations to the Kohn–Sham potential is chal-
lenging. Analogously to DFT, the time-dependent Kohn–Sham potential is decom-
posed to extract the external potential of the system, the time-dependent Coulomb
interaction and the exchange-correlation potential.

Linear response TDDFT can be used if the external perturbation is small. That
means that it does not completely destroy the ground-state structure of the system.
In this case one can analyze the linear response of the system. This is a great
advantage as, to first order, the variation of the system will depend only on the
ground-state wavefunction so that we can simply use all the properties of DFT.
Consider a small time-dependent external perturbation dVextðtÞ. Looking at the
linear response of the density, one can obtain an equation from which it is possible
to derive the excitation energies of the system, as these are simply the poles of the
response function.
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2.9
Semiempirical Methods

Semiempiricalmethods come into playwhenmolecules cannot be calculated ab initio
any longer due to computational insufficiencies, i.e. the system is too big. For all
semiempirical methods, we can summarize the following general properties:

. Use of a minimal basis, typically STOs are applied.

. Explicit consideration of the outer valence electrons only; the inner electrons are
modeled by changing the effective nuclear charge acting on the outer electrons.

. Compared with the Hartree–Fock approximation, several types of integrals
involving the electron–electron interaction are neglected. This is a consequence
of the so-called zero differential overlap (ZDO) approximation.

. To compensate for the errors made by the approximations above, several other
integrals are parameterized.

The particular semiempirical methods differ on the one hand in the types of
integrals being neglected, and on the other hand in the parameters chosen to
represent the remaining integrals.

Some semiempirical methods, such as the method proposed by H€uckel and the
Pariser–Parr–Pople (PPP) method, can treat only a subset of the valence electrons
orthogonal to themolecular plane – the pp electrons (see Figure 2.30). Othermethods
are able to treat all valence electrons of different atoms. Especially theH€uckelmethod
provides a fundamental qualitative understanding of organic compounds containing
conjugated (alternating) p-electrons. Although making crude approximations such
as neglecting the overlap of orbitals between different atoms and ignoring interac-
tions between atoms that are not bonded to each other, it qualitatively predicts
excitation energies between electronic states and stabilization energies correctly.
The Hamiltonian is not specified as its corresponding energy expectation value is
never calculated directly but just parameters are added. Let us consider an example of
a simple model system consisting of a certain number of electrons and nuclei.
The energy expectation values (Equation 2.6) are all set to the same value a if they
describe contributions from one atom A only, and set to a second value b if they
describe interactions between two neighboring atoms A and B. Otherwise, the
integrals are set to zero:ð

w�
AĤwAdV ¼ a ð2:56Þ

ð
w�
AĤwBdV ¼ b if A and B neighbors ð2:57Þ

ð
w�
AĤwBdV ¼ 0 if A and B not neighbors: ð2:58Þ

The parameters a and b are chosen such that the resulting energies match experi-
ments. From the above equations, it is clear that theHamilton operator does not have
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to be specified, as the integrals are anyway never calculated and just the parameters
are considered. Later, Roald Hoffmann, extended the H€uckel method to include
more than just p-electrons. This extended H€uckel method was and still is extremely
successful in elucidating reaction mechanisms in chemistry (e.g., the Woodward–-
Hoffmann rules).

As already mentioned, there are several semiempirical methods that can be
distinguished according to the integrals neglected and parameterized. We will not
specify these approximations in detail. Instead, we mention two of the most
commonly used semiempiricalmethods – the AM1 and the PM3methods developed
by Dewar and co-workers. Here, too, we are dealing with energy expectation values
and aminimal basis.Minimal basismeans that formost of the light atomswithwhich
we are dealing, only s and p orbitals are included. From combinatorics, we can easily
understand that different electron–electron interaction integrals have to be param-
eterized, depending on whether both electron are in s orbitals or in p orbitals, or each
in different orbitals. It is also clear that these parameters differ for different atoms.All
together, at least 12 parameters for each atom have to be considered.

Figure 2.30 Visualization of pp electrons
(in the orbitals above and below the molecular
plane) within the H€uckel picture and resulting
p-bond combinations using the benzene
molecule (C6H6) as an example. There are
six different combinations, corresponding to
six different molecular orbitals. As for the

simple systems, the higher the number of
nodes (nodal planes), the higher is the
energy of the system.Molecular orbitals 2 and 3,
and also 4 and 5, have the same number
of nodal planes (one and two, respectively)
and have the same energies (E2 ¼ E3 and
E4 ¼ E5).
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The advantage of the semiempiricalmethods is that larger systemswith up to a few
thousand atoms can be calculated. As the parameters for the integrals are typically
averaged or fitted to match known species, semiempirical methods provide good
results for molecules or groups of similar molecules that have been considered
during thefitting procedure. Knownproblems for all semiempiricalmethods are that
weakly bound systems (e.g., including van der Waals interactions) are very poorly
described. Further, molecules including metal atoms are not well described. Addi-
tionally, other more specific problems arise. We refer the interested reader to more
specific literature here [10].

2.10
Force Field Methods

The last type of method that we introduce here is not a quantum chemical method.
We neither have a Hamilton operator, nor a wavefunction, nor an electron density in
these methods. Instead, the method is based on classical mechanics; therefore, it is
often called molecular mechanics (MM) method. Simply speaking, within the force
field methods, the atoms in a molecule are held together by bonds which are
described by potentials V representing bending, stretching, torsion, and so on.
Then, the total potential is minimized (mathematically, this is performed by
calculating the derivative: in classical mechanics, the derivative of the potential is
the force, hence the name of this method). With the force field method, equilibrium
geometries and relative energies can be obtained. The absolute values of the energy
obtained within the MM methods are meaningless; the most obvious reason is the
neglect of kinetic energy. However, on comparing different possible arrangements
of atoms in a molecule, the energy differences (the relative energies between the
possible isomers) can be considered to find the one lowest in energy (the most
stable one). Using force field methods, systems with more than 10 000 atoms (and
therefore biologically relevant systems such as small proteins and enzymes) can be
calculated.

In more detail, the total potential is given by the sum of different potentials,
describing stretching, bending, out-of-plane bending, torsion, cross-terms, van der
Waals interactions, and electrostatic interactions:

Vtot ¼ Vstretch þVbend þVout-of -plane bend þ
Vtorsion þVcross þVvan der Waals þVelectrostatic:

ð2:59Þ

The total potential gives the force field acting on the atoms. For all individual
potentials, there are analytic expressions and parameterized values. Take as an
example the stretching of a bond: the potential energy is described by a harmonic
potential (parabola), k � ðR�R0Þ (see Section 2.2.3), As parameters, the equilibrium
internuclear distance R0 (where the potential energy is zero), and a constant k
describing the strength of the bond (the inclination of the parabola) are fitted (see
Figure 2.10).
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Similar expressions and parameterizations can be found for all the other poten-
tials. The basic idea here is that atoms in molecules often behave very similarly;
considering the C�H bond as an example, we find values for the equilibrium bond
length varying between 0.6 and 1.1 A

�
, and vibrational frequencies also in a similar

range. Further diversifying into C�H bonds, where the carbon atom is bonded to
three, two, or one more atoms, will yield even closer values for these subclasses.
Therefore, atom �types� are classified (71 different atom types), representing atoms
and their subclasses. For these atom types, the parameters used for the potentials
describing a chemical bond are listed.

The information that we can obtain with the force fieldmethods, in addition to the
aforementioned equilibrium geometries and the relative energies, is very accurate
values for the heat of formation, dipole moments, gas-phase entropies, and vibra-
tional frequencies. It is clear that the results of the MM method are most accurate
for common molecules where parameter sets are available.

As an extension to this section, we would like to mention that hybrid methods
betweenmolecular mechanical and quantummechanical methods exist. TheseQM/
MMmethods are applied to chemical reactions, enzymes, solvent effects, and so on –

or generally to larger systems, where one small part of the whole system is of special
importance (such as the active center of an enzyme).QM/MMmethods treat the large
system with MM methods, whereas the small, important part is calculated with
quantum mechanical methods. This partitioning allows for efficient treatment of
such systems; the trick, however, is to couple these two methods efficiently.
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3
Light–Matter Interaction
Michael Schmitt, Thomas Mayerh€ofer, and J€urgen Popp

3.1
Electrical Properties of Matter

Biophotonics deals with the interaction of light with biological systems such as
cells, tissuewhichconsistofmoleculessuchas lipids,DNA,aminoacids,andsoon.
This chapter aims to provide a basic description of the physical foundation of the
manifold interplay (e.g., absorption, emission, scattering, reflection, diffraction,
dispersion)betweenlightandmatter.Lightcanexhibitpropertiesofbothwavesand
particles, a phenomenonknownaswave particle dualism.Here, the description of
light as electromagnetic waves is mostly employed to describe light–matter
interaction. Thus, electromagnetic radiation is a wave-like perturbation recurring
periodicallyoveracertaindistancecalled thewavelength.Lightwavesaredescribed
asoscillatingelectric (E ) andmagneticfields (B) beingperpendicular to eachother.
Matter, for examplemolecules, consists of positively charged nuclei held together
bynegatively charged electrons. In a very simple theory,matter canbedescribed as
an aggregation of oscillating nucleus–electron dipoles. On an atomic scale, light–
matter interactions are governedby thequantummechanical nature ofmatter and
light, but many are adequately explained by the interactions of classical electro-
magnetic radiation with charged particles, that is, nucleus–electron dipoles. That
means thatwhenan electricfield is applied tomatter it causes the charges tomove.
Thus the interaction of electromagnetic radiation withmatter can polarizematter
and induce molecular dipole moments. In other words, positive and negative
charges are driven in opposite directions and the matter acquires a frequency-
dependent electric polarization. Since the electric polarization of molecules
induced by electromagnetic radiation (light) is one of the central quantities for
understanding light–matter interactions, this chapter presents an introduction to
the electric properties of matter.

Detailed descriptions of electromagnetism and the electric properties ofmatter
can be found in [1–4].

Handbook of Biophotonics. Vol.1: Basics and Techniques, First Edition.
Edited by J€urgen Popp, Valery V. Tuchin, Arthur Chiou, and Stefan H. Heinemann.
� 2011 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2011 by Wiley-VCH Verlag GmbH & Co. KGaA.
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3.1.1
Polar Molecules

To understand light–matter interactions, it is necessary to obtain a basic under-
standing of both the nature of light and the structure of matter. This section aims at
presenting the reader with an introduction to the properties ofmatter that determine
the way in which matter interacts with light.

Assuming that matter appears homogeneous to light (this supposes that any
inhomogeneities, which are always present since there is always a scale in which
matter is discontinuous, albeit on the scale ofmolecules and atoms, aremuch smaller
than thewavelength of light; since thewavelength of light has not yet been introduced
wewill come back to this point at a later stage), themode of interaction is determined
by its properties on an atomic and molecular scale.

Assuming that matter is generally composed of molecules (as we are nearly
exclusively interested in biological matter, this assumption is generally true), it is the
structure and the atomic composition of these molecules, and also their mutual
alignment, that are vital for further discussion. The most frequent atoms in organic
matter are carbon, hydrogen, oxygen, and nitrogen. As described in Chapter 2, the
different atoms share common electron pairs in molecules, which leads to chemical
bonding between these atoms. If the atoms that share an electron pair are chemically
identical, for example, two carbon atoms, the common electron pair is usually located
between both atoms, on average symmetrically. This is no longer true if two
chemically different atoms share an electron pair, for example, a carbon and an
oxygen atom. In this particular example, the common electron pair is displaced
towards the oxygen, meaning that the electrons have a higher sojourn probability
close to the oxygen compared with the carbon. The oxygen is therefore said to have
a higher electronegativity, a property that quantifies the attraction of the common
electrons. Important for the following discussion is that because the common
electron pair is on average closer to the oxygen than to the carbon, a dipole exists.
Such a dipole is quantified by the size of the dipole moment, m, which is given by
the product of the charge differenceQ and the distance lbetween the negative and the
positive charges (see Figure 3.1):1)

μ

l−Q +Q

Figure 3.1 A dipole is characterized by two charges þQ and �Q at a distance l.

1) Note that m and l are vector quantities. Keeping this in mind, vector notation is dropped from now on if
not mentioned explicitly.
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m ¼ Q � l: ð3:1Þ

A molecule with such a permanent dipole moment is also said to be a polar
molecule. Molecules without a permanent dipole moment can nevertheless also
adopt a (temporary) dipolemoment if an electricalfield interactswith them, since this
field can either distort the electron distribution around the molecule or dislocate the
cores of the atoms, or both. The dipole moment that is generated by the distortion or
dislocation is called an induced dipolemoment, mind. For comparably small strengths
of the electric field, this dipole moment is proportional to the electric field, E. The
proportionality constant, a, is called the polarizability of the molecule:2)

mind ¼ a �E: ð3:2Þ
By its nature mind is a microscopic quantity. The correspondingmacroscopic quantity
is the so-called polarization,P, which is the average electrical dipolemoment per unit
volume of a sample or material (the �density of the dipole moments�).

3.1.2
Induced Dipole moments by External Electrical Fields

To obtain a more elaborate understanding of the polarization and the macroscopic
situation, it is instructive to discuss the properties of a plate capacitor. A plate
capacitor consists of twometallic plates with a surface area A and a distance between
them d, which have a different potentialU by feeding a voltage. As a consequence, an
electrical field E results given by (Figure 3.2)

E ¼ U
d
: ð3:3Þ

One of the plates is depleted of electrons and carries a positive chargeQ , whereas
the other plate is enriched with electrons and carries a negative charge �Q . If we
divide the charge Q by the area of the plates, we obtain the electric surface density
s ¼ Q=A, which we also obtain by definition if we multiply the electric field by the
permittivity of vacuum, e0:

s ¼ Q
A

¼ e0 �E: ð3:4Þ

Another characteristic property of a plate capacitor is its capacity, C:

C ¼ Q
U
: ð3:5Þ

If matter is placed between the plates, the electric fields acts on it and induces
dipole moments. The capacity depends on the material in the volume which is
enclosed by the plates (see Figure 3.3). The dipole moments introduce surface

2) Note that a represents a third-rank tensor. Keeping this in mind, tensor notation is dropped from now
on if not mentioned explicitly.
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−Q Q=σA

E0=σ/ε0

U=σdε0

− +
− +
− +
− +
− +
− +

Figure 3.2 Plate capacitor.

−Q Q=σA

E=σ/ε

U=σdε

− +
− +
− +
− +
− +
− +

Figure 3.3 Plate capacitor filled with a material characterized by a dielectric constant e.
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charges which partly compensate the charges on the plates. If the voltage is kept
constant, the chargeQ and with it the surface density s increase. From Equation 3.5,
it follows that C increases.

The ratio between the capacity of an empty capacitor, CV, and the capacity with
amaterial between the plates,CM, defines a new quantity called the relative dielectric
constant, er:

CM

CV
¼ e

e0
¼ er ð3:6Þ

which, when multiplied by the permittivity of vacuum, e0, gives the dielectric
constant e, both being macroscopic properties of a material.

How can these results be explained and what is happening on amicroscopic scale?
The material that is brought into the capacitor consists of atoms and molecules or
molecular entities. The electric field within the capacitor exerts forces on the
molecules, which on the one hand try to orient dipoles if a permanent dipole
moment is present and/or on the other hand induce dipoles within the material
parallel to field lines. Whereas in the volume of the material the charges neutralize
each other since positive and negative charges are adjacent to each other (Figure 3.4),
the surface of the material neighboring the negatively charged plate is positively
charged and vice versa, leading to partial neutralization of the charges on the plates. If
the capacitor is not separated from the voltage source, the source consequently
increases the charge of the plates compensating the surface charge of the material
inserted into the capacitor. The relation between the polarization P and the electric
field E depending on the relative dielectric constant is found to be

Dipole

− +
− +
− +
− +
− +
− +

+ −

+ −

+ −

+ −

+ −

+ −

+ −

+ −

+ −

+ −

+ −

+ −

+ −

+ −

+ −

+ −

Figure 3.4 Plate capacitor filled with a material: microscopic picture.
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P ¼ ðer�1Þ|{z}
xel

e0E ð3:7Þ

where the quantity xel is referred to as the electric susceptibility, which can be seen as
the receptivity of the electric field strength of the particular material of interest. By
employing P and E a new field quantity D can be defined, which is given by

D ¼ e0EþP ¼ e0erE ¼ eE: ð3:8Þ

D is called the electric flux density and, in contrast to E, is not defined by the potential
drop over distance, but by the charge per unit surface area.

& Anisotropic Materials

For anisotropic materials (anisotropy: dependence of the properties on direc-
tion), xel becomes a so-called tensor (a 3� 3matrix) xel. This is due to the fact that
both P and E are vector quantities,~P ¼ xele0~E , and the direction of~P is only in
isotropic materials always parallel to the field~E , which induces the polarization,
whereas in case of anisotropy, xel accounts for both a change of length and
a change of direction. In anisotropic materials, also the direction of the electric
field ~E and the electric flux density ~D differ in general. Consequently, the
dielectric constant also becomes a tensor.

3.2
Classical Dispersion Theory

It is well known that the interaction of light3)withmatter depends strongly on the
frequency (i.e., color) of light.Hence the general formof the polarization andwith
it the dielectric constant depend on the frequency of the applied electric field. In
other words, the dielectric constant is constant only for a given frequency.
Otherwise, the dielectric constant is transformed into a dielectric function, which
reflects the fact that at certain frequencies matter is more strongly polarized than
at others. The overall trend is that matter is more strongly polarized at lower
frequencies than for higher frequencies as there are several mechanisms which
introduce polarization in matter. Some of these, such as the displacement of
atoms, need more time than the displacement of the relatively light electrons.
However, there exist certain frequencies, called eigenfrequencies, at which the
polarization can be extraordinarily large. These results can be understood to afirst
approximation by applying a comparably simplemodel, where we assume that an
applied electric field displaces charges, for example, the electrons from the

3) Note that light refers to electromagnetic radiation of any frequency (or wavelength), whether visible or
not.
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nucleus of an atom, and there exists a restoring force, which is the attracting force
between two opposite charges. A modification of the model, where we introduce
a third force, which is proportional to the speed of the electron and leads to
damping, allows us to describe quantitatively the variation of the dielectric
constant with frequency, which is very important to understand the frequency
(i.e., color) dependence of light–matter interactions discussed in the following
sections.

More complex models for the dielectric function can be found in [2–4].

Employing the plate capacitor from Section 3.1.2, we could also apply an
alternating voltage instead of direct voltage (in fact, we did not make any statement
about that in Section 3.1.2). Would that leave the response of a medium inside the
capacitor, that is, the polarization of the material, unchanged or would we detect
differences that probably could depend on the number of voltage direction changes
per unit time (i.e., the frequency)? Indeed, the response of the medium to an electric
field applied to it depends critically on the frequency if it is an alternating field. This
phenomenon is called dispersion.

What happens on themicroscopic level if the voltage and therefore the electricfield
change their direction? Since the permanent dipoles orient themselves according to
the applied electric field of the plate-type capacitor, they have to reorient with every
directional change of the field. One can easily imagine that such a reorientation is not
instantaneous, but takes some time to be completed. In fact, there exists an upper
limit of frequency above which it is no longer possible for the dipoles to follow the
electric field changes. Therefore, the orientation of permanent dipoles no longer
takes place and adds to the polarization. This frequency limit depends on the
material. Usually, a rotation happens within picoseconds. Therefore, the frequency
limit usually lies within the microwave region, that is, around 1011 Hz.

As already mentioned, there are two kinds of induced polarizations; one is due to
dislocations of the cores (distortion polarization), whereas the other is caused by
distortions of the electron shell (electronic polarization). It is easy to imagine that
the much heavier cores are more inert compared with the lightweight electrons. As
a consequence, the electrons are able to follow the electric field changes up to much
higher frequencies than the cores. In fact, distortion polarization is no longer able to
contribute beyond the infrared (IR) region (1014 Hz), whereas the electronic polar-
ization usually ceases to exist somewhere in the ultraviolet (UV) region, well above
1015 Hz. (see Figure 3.5).

In the following, these findings will be quantified by assuming a comparably
simple atomic picture known as Lorentz atom (see Figure 3.6).

The atomic core is

. positively charged

. non-mobile (heavy, fixed within the crystal lattice)

. with the center of charge at x ¼ 0.

For the electrons the following assumptions are made:
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. lightweight (mass¼me)

. elastically bound by a massless spring with spring constant k

. equilibrium position xeq at x ¼ 0

. carrying out a damped movement, that is, after removing the force, which led to
the acceleration of the electrons (i.e., the electric field), with the movement
decreasing and finally ending.
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Figure 3.5 Changes of the polarizability a with frequency (adapted from [1]).
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Figure 3.6 Illustration of the Lorentz atom.
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Without an applied field, the centers of the negative and the positive charges
coincide. Therefore, the dipole moment is zero. If a field constant in time is applied,
the electrons are displaced relative to their position in the absence of an externalfield.
As a consequence, the centers of the positive and negative charges no longer coincide
and a static dipole moment is induced.

Ifwenowassume that a time-dependent electricfieldEðtÞ ¼ E0 cosð2pntÞ interacts
with the atom, where n is the frequency4) and t the time, then the electron starts to
oscillatewith frequency n around its equilibriumposition (x ¼ 0), that is, the position
of the electron becomes time dependent: xðtÞ ¼ x0 cosð2pntÞ. As a consequence, an
oscillating dipole mðtÞ ¼ �e � xðtÞ results, where e is the charge of the electron (see
Figure 3.7). However, an oscillating dipole corresponds to an accelerated charge and
therefore an electromagnetic wave will be emitted.

The forces acting on an electron are due to

. the electric field EðtÞ ¼ E0 cosð2pntÞ, which drives the electron away from its
equilibrium position by a force FE ¼ �e �EðtÞ (driving force)

. the �spring,� which tries to push the electron back to its equilibrium positionwith
a force that is proportional to the deflection xðtÞ from the equilibrium position
(x ¼ 0): Fx ¼ �k � xðtÞ (restoring force).

According to Newton�s second law, the sum of all forces acting on a body (in this
case the electron) is equal to the body�smassmmultiplied by its acceleration a, which
is the second derivative of the position [in this case the displacement from the
equilibrium position xðtÞ] with respect to time t: a ¼ d2xðtÞ=dt2. If we put this
together, it results in the following equation of motion:
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Figure 3.7 An oscillating electric field E(t) induces an oscillating dipole.

4) Very often instead of the frequency n the angular frequency v ¼ 2pn is used.
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me
d2xðtÞ
dt2

¼ FEðtÞþFxðtÞ ¼ �e �EðtÞ�k � xðtÞ ð3:9Þ

where me represents the electron mass. In this equation, both the function xðtÞand
one of its derivatives (in this case the second derivative) is present. We write
Equation 3.9 in the following form, where we have divided the left- and right-hand
sides by me and where all terms containing xðtÞ are on the left-hand side:

d2xðtÞ
dt2

þ k
me

� xðtÞ ¼ � e
me

�EðtÞ: ð3:10Þ

Before solving Equation 3.10 it is instructive to solve the somewhat simpler
problem of the vibration of the electron without being forced by the external electric
field EðtÞ. In this particular case Equation 3.10 reduces to the simplest possible form:

d2xðtÞ
dt2

þ k
me

� xðtÞ ¼ 0: ð3:11Þ

Whatdoes thesolution forxðtÞ looks like?Wesee fromEquation3.11 that thesumof
the function xðtÞmultiplied by k=me and its second derivative must be zero. Conse-
quently, xðtÞ and its second derivative differ only in a constant v2

0 ¼ k=me such that

d2xðtÞ
dt2

¼ �v2
0 � xðtÞ: ð3:12Þ

This equation is fulfilled if xðtÞ equals, for example, x0 sinðv0tÞ, since
dsinðv0tÞ=dt ¼ v0 cosðv0tÞ and d2sinðv0tÞ=dt2 ¼ �v2

0 sinðv0tÞ. Therefore, without
external force, the electron carries out vibrations with angular frequencyv0, which is
called its eigenfrequency. The eigenfrequency depends only on the spring constant k,
whichisameasureof thebondstrengthandconsequentlydependsonthematerial, and
theelectronmassme.Fromthis result,wecanalreadysuspect that the interactionof the
electronwithanexternalfieldisespeciallystrongif thisexternalfieldvariesalsowithv0.
This brings us back to Equation 3.10. Mathematically, Equation 3.10 is an inhomoge-
neous differential equation, in contrast to Equation 3.11, which is the related homo-
geneous differential equation. To solve Equation 3.10, we assume that the inhomoge-
neous differential equation has also a solution of the form xðtÞ ¼ x0 cosðvtÞ, like its
homogeneous counterpart. Setting xðtÞ ¼ x0 cosðvtÞ in Equation 3.10, we obtain

�v2 � x0 cosðvtÞþ k
me

x0 cos vtð Þ ¼ �e
me

�E0 cos vtð Þ ð3:13Þ

and after dividing by cosðvtÞ and solving for x0 we have

x0 ¼ �e � E0

k
me

�v2

� �
me

: ð3:14Þ

Using v0
2 ¼ k=me, we finally obtain

x0 ¼ �e �E0

v2
0�v2

� �
me

ð3:15Þ
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After some consideration, it can be recognized that Equation 3.15 must be an
unphysical resultsincethedisplacementxðtÞbecomesinfinite if thefrequencyvof the
externalfield approaches the eigenfrequencyv0 of the electron.This is a consequence
ofhavingneglecteddampingof the vibrationof the electron. Fordamping,we assume
an additional force Fdamp, which is proportional to the velocity of the electron dxðtÞ=dt
with a proportionality constant �C, so that Fdamp ¼ �C � dxðtÞ=dt. Accordingly, the
equation of motion Equation 3.10 becomes

d2x tð Þ
dt2

þ C

me
� dx tð Þ

dt
þ k

me
� x tð Þ ¼ � e

me
� E tð Þ: ð3:16Þ

We are now looking for a function xðtÞ which differs from its first and second
derivative only by a constant factor. This excludes sine and cosine functions and we
have to rely on an exponential function of the form xðtÞ ¼ x0 expðivtÞ, where i is the
imaginary unit with i2 ¼ �1.5)

Setting xðtÞ ¼ x0 � expðivtÞ in Equation 3.16, we obtain

�v2 � x0 exp ivtð Þþ C

me
v � i � x0 exp ivtð Þþ k

me
� x0 exp ivtð Þ ¼ � e �E0 � exp ivtð Þ

me
:

ð3:17Þ
SettingC=me ¼ c and recapitulating that k=me ¼ v0

2, we obtain after some algebraic
manipulation the solution

x0 ¼ � e
me

1
v2

0�v2 þ icv
E0: ð3:18Þ

Through the forced oscillation of the electron with charge Q ¼ �e, a microscopic
dipole moment is induced. The macroscopic polarization, which is the sum of the
induced dipole moments per unit volume, is then given by the product of electron
charge, microscopic deflection, and the number of oscillators per unit volume N:

PðtÞ ¼ �e � xðtÞ �N ¼ Ne2

me

1
v2

0�v2 þ icv
EðtÞ: ð3:19Þ

If we compare this result with Equation 3.7, we find that

er�1ð Þe0 ¼ Ne2

me

1
v2

0�v2 þ icv
ð3:20Þ

and consequently

5) The function xðtÞ ¼ x0 expðivtÞ is also a
potential solution of Equation 3.12, which is a
consequence of Euler�s equation
expðivtÞ ¼ cosðvtÞþ i sinðvtÞ and the fact that
any linear combination of solutions of a dif-
ferential equation again generates a solution to
this equation. The exponential function is often
preferred, especially becausemultiplication and

division are very easily carried out. Therefore,
time-dependent electric fields
EðtÞ ¼ E0 cosð2pntÞ are also often written as an
exponential function: EðtÞ ¼ E0 expði � 2pntÞ.
One has to keep in mind, however, that the real
electric field is then represented by the real part
Re½EðtÞ ¼ E0 expði � 2pntÞ� ¼ E0 cosð2pntÞ.
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er vð Þ ¼ 1þ Ne2

e0me

1
v2

0�v2 þ icv
: ð3:21Þ

The obvious conclusion is that the relative dielectric constant depends on the
frequency and should henceforth better be called dielectric function. According to
Equation 3.21, the dielectric function erðvÞ consists of a real part er;1ðvÞ and an
imaginary part er;2ðvÞ: erðvÞ ¼ er;1ðvÞþ i � er;2ðvÞ. If we separate these two parts in
Equation 3.21, we obtain

er;1ðvÞ ¼ 1þ Ne2

e0me

v2
0�v2

v2
0�v2

� �2 þ c2v2

er;2ðvÞ ¼ Ne2

e0me

�cv

v2
0�v2

� �2 þ c2v2
:

ð3:22Þ

The resulting functions are displayed in Figure 3.8. er;1 is unity at frequencies
high compared with the eigenfrequency v0, which was set to 1600 cm�1

(~n ¼ 1=l ¼ n ¼ v=2pv, where ~n is the wavenumber, l the wavelength, n the
frequency, andv the angular frequency), then decreases until it reaches a minimum
close to the eigenfrequency before it increases steeply. After a maximum it reaches
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Figure 3.8 Dependence of the real er;1 and the imaginary part er;2 of the dielectric function for
v0 ¼ 1600 cm�1 and c ¼ 10.
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a nearly constant value for low frequencies, which is higher than its nearly constant
value at high frequencies. er;2, on the other hand, is close to zero for frequencies well
below and above the eigenfrequency, at which it reaches its maximum. This
frequency dependence of the dielectric function will be very important for under-
standing or explaining the different light–matter interaction phenomena such as
absorption (see Section 3.4) and its dependence on the light frequency, that is, color.

3.3
Electromagnetic Waves in Matter

In the preceding section, it has been shown that the interaction of electromagnetic
radiation with matter can polarize matter and induce on an atomic scale a dipole
moment or a macroscopic polarization in the molecular ensemble. Furthermore,
we have seen that the general form of the polarization depends on the frequency
of the applied field: radiofrequency radiation (10GHz) leads to an alignment of
polar molecules according to the external electric field, that is, a reorientation
of the completemolecules (orientation polarization) takes place. The same is true
for the electrons, which can follow the changing electric field much more easily
due to their low mass. However, higher frequencies lead to a distortion polar-
ization of the electrons (induced electric dipole moment), since molecules
exhibiting a permanent dipole cannot follow such rapidly oscillating fields any
longer. The induced dipole moment oscillates with the same frequency as the
exciting oscillating electric field. Since the oscillating induced dipole moment is
nothing else than an oscillating charge, matter radiates light of the same
frequency. This is in total analogy with a Hertzian dipole acting as a broadcasting
and receiving antenna which is based on the radiation of electromagnetic waves
from a dipole. In an antenna, electrons are driven by a generator to the top or the
bottom, respectively. This generates a charge distribution similar to a dipole.

Hence the interplay of molecules with light, in particular with visible light
which polarizes molecules, leads to the emission of a secondary radiation of the
same frequency as the polarizing field. This section aims to describe the physical
foundation of the generation of this secondary radiation, that is, how the induced
polarization acts as a source of the radiation of a secondary electromagnetic field.
In doing so, a set of equations known as Maxwell�s equations are needed. These
equations relate the electric and magnetic fields that constitute electromagnetic
waves. Here we examine howMaxwell�s equations describe the generation of this
secondary radiation. This approach results in so-called wave equations, which,
when solved, lead to sinusoidal functions containing the frequency and the
wavelength as variables and providing the amplitude of the electromagnetic
waves.

Themajor difference between waves in vacuum and waves inmatter is that the
speed inmatter is reduced by a factor n, which is called the refractive index, and is
usually given by the square root of the dielectric function. As the dielectric
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function is dependent on frequency, the same is valid for the refractive index. The
frequency dependence of the refractive index is the basis to describe quantitatively
the absorption of light, as will be shown in the next section.

For the less mathematically inclined reader, this section can be skipped.
Interested readers are referred to [2, 3].

The aim of this section is the calculation of the electromagnetic wave which is
caused by the oscillating electric dipole density ~P distributed in matter. In the
following we have to introduce the fields in vector form. In a field, at least in the case
of such fields as we are interested in, each position in space is assigned a vector. For
example, in case of the electric field~E is explained by the force that acts on a charge.
The amount of the vector is proportional to the magnitude of the force and its
direction is oriented parallel to that of the force. Since we are dealing with a three-
dimensional space, each vector can be split into its x, y, and z components; for
example, in the case of ~E these are Ex , Ey, and,Ez each being a scalar quantity.
Therefore, the calculation with vectors can be easily traced back to calculations with
scalars, except that we have to carry out three calculations per vector. In the following
we give the equations for both the component and the short vector form.

Since electromagnetic radiation (light) consists of electric and magnetic fields,
oriented perpendicular to each other, we also have to introduce the magnetic field
~B (historically referred to as magnetic induction). However, since the force induced
by the magnetic field of an electromagnetic wave on charged particles is much
smaller than that induced by the electric field, it can be neglected for most
light–matter interaction phenomena. This means that we will not explain ~B in
detail, since it will be eliminated from the equations below and will not be of
importance for the majority of light–matter interaction phenomena treated within
this book.6)

The starting point of this calculation is theMaxwell equations in differential form.
The physical meaning of these equations will also be explained in detail:

1) The source of the electric flux density is charges (the field lines begin at positive
and end at negative charges). These charges, which are represented by the charge
density r ¼ Q=V, where V is a unit volume, cause the existence of the electric
flux density and the electric field, the latter being the origin of the force that acts
on other charges.

~r �~D ¼ qDx

qx
þ qDy

qy
þ qDz

qz
¼ r: ð3:23Þ

2) Unlike with electric fields, there are no sources of themagnetic field (amagnetic
monopole, the magnetic equivalent of a charge, has not been observed so far; if
amagnet is separated between its south and north poles, twomagnets, each with
its own south and north poles, result). Also, unlike electric fields, magnetic field

6) However, themagnetic field component is of importance for the interaction of polarized light with chiral
molecules such as proteins and amino acids, which will be treated in Section 3.10.
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lines are closed loops without beginning or end.

~r �~B ¼ qBx

qx
þ qBy

qy
þ qBz

qz
¼ 0: ð3:24Þ

3) Law of induction: Every change of the magnetic induction in time leads to
a response and a related change in the shape of the electricfield. In particular, the
electric field tends to oppose the changes of the magnetic field.

qEz

qy
� qEy

qz

� �
¼ � qBx

qt

qEx

qz
� qEz

qx

� �
¼ � qBy

qt

qEy

qx
� qEx

qy

� �
¼ � qBz

qt

~r�~E ¼ � q~B
qt

:

ð3:25Þ

4) Magnetic fields can be generated in twoways, either by an electrical current or by
a changing electromagnetic field. If we assume that there are no free charges
moving inside the medium, the following equation results:

qBz

qy
� qBy

qz

� �
¼ m0

qDx

qt
;

qBx

qz
� qBz

qx

� �
¼ m0

qDy

qt
;

qBy

qx
� qBx

qy

� �
¼ m0

qDz

qt

~r�~B ¼ m0
q~D
qt

ð3:26Þ

where m0 represents the permeability of free space and is therefore themagnetic
counterpart of e0.

Together with the so-called constitutive relations or material equations, one of
which we already know (Equation 3.8), and the second, which is already implicitly
contained in Equation 3.26, the Maxwell relations establish a system of equations
the solution of which eventually leads to the concept of electromagnetic waves. To
derive the wave equation, we differentiate first the left- and the right-hand side of
Equation 3.26 with respect to time

~r� q~B
qt

¼ m0
q2~D
qt2

ð3:27Þ
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and subsequently employ Equation 3.25 to replace q~B=qt. This yields

�~r� ~r�~E ¼ m0
q2~D
qt2

ð3:28Þ

in which we replace ~D by using Equation 3.87)

q2E
qx2

þ q2E
qy2

þ q2E
qz2

� ere0m0
q2E
qt2

¼ 0

D~E�ere0m0
q2~E
qt2

¼ 0:

ð3:29Þ

For one dimension (e.g., the electric field travels along the z-direction and, addi-
tionally, has only a component in the x-direction), Equation 3.29 reduces to

q2Ex

qz2
�er e0m0

q2Ex

qt2
¼ 0: ð3:30Þ

Equations which link the second derivative of a quantity with respect to position
with the second derivative of the same quantity with respect to time are called wave
equations, since their solutions have wave character. A wave equation for a wave
traveling in the z-direction with only an x-component is usually of the form

q2Ex

qz2
� 1
u2

q2Ex

qt2
¼ 0 ð3:31Þ

where u represents the speed of the wave (the phase velocity) inside the medium.
Therefore, we find that the velocity u of an electromagnetic wave inside a medium is
generally given by

u ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
ere0m0

p ¼ c
1ffiffiffiffi
er

p ð3:32Þ

since, if we hadmade the same derivatization for a wave in vacuum (no free charges,
therefore ~r �~D ¼ 0), we would have found that u ¼ 1=

ffiffiffiffiffiffiffiffiffi
e0m0

p ¼ c, where c is
consequently the speed of light in vacuum. Therefore, the influence of the medium
and its polarization is to decrease the velocity of the wave by a factor

ffiffiffiffi
er

p
, which, as we

will see later, corresponds to the refractive index n inside the medium.
Thesimplestsolutionof thewaveequation(Equation3.29) is theplanewavegivenby

~Eð~r; tÞ ¼ ~E0 cosðvt�~k �~r þ jÞ: ð3:33Þ

This planewave, the formofwhich is depicted in Figure 3.9,moves in the direction of
the wavevector~k; j represents the phase of the wave and is employed to adapt the
plane wave to certain initial or boundary conditions. If we feed Equation 3.33 into
Equation 3.30, assuming thereby that the wave travels in the z-direction (~k has

7) Here, also the identity: ~r� ~r�~E ¼ ~r � ð~r �~E Þ�ð~r � ~rÞ~E with ~r �~E ¼ 0 (for nonconductingmatter
where r vanishes) and ~r � ~r ¼ D ¼ q2=qx2 þ q2=qy2 þ q2=qz2 has been used.
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a component only in the z-direction and is therefore given by~k ¼ ð0; 0; kzÞT and,
additionally, that the electric field has a component only in the x-direction, that is,
E0 ¼ E0;x. Therefore, Exðz; tÞ ¼ E0;x � cosðvt�kz � zþjÞ and

q2Ex z; tð Þ
qz2

� ere0m0
q2Ex z; tð Þ

qt2
¼ 0

�k2zEx z; tð Þþ ere0m0Ex z; tð Þv2 ¼ 0

k2z ¼ er
v2

c2
¼ n2

v2

c2

kz ¼ n
v

c

ð3:34Þ

which is the dispersion relation for light inside matter with n being the refractive
index. In Figure 3.9, the distance between two maxima or minima is the wavelength
l. Considering that the angular frequency v ¼ 2p � n ¼ 2pc=l, one obtains for the
relation between wavevector and wavelength the following equation:

kz ¼ n
2p
l
: ð3:35Þ

Since the refractive index is a dimensionless quantity and the dimension of the
wavelength is length, the dimension of the wavevector is that of an inverse length, for

Figure 3.9 Plane wave traveling along~k .
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example, the number of maxima of the wave per unit length. Traditionally, one
�counts� the number of maxima per centimeter, leading to the dimension cm�1 for
the wavevector, which is especially popular among vibrational spectroscopists (also
called wavenumber if the directional property is less important for the problem at
hand). For deriving the relations above, we have implicitly also assumed that the
medium of interest is microscopically and macroscopically isotropic, meaning
that for light traveling through the medium in an arbitrary direction er always
remains the same. If this is not the case, er becomes a tensor, as alreadymentioned in
Section 3.1.2. In anisotropic materials, the dispersion relations become much more
complex and generally two different refractive indices exist, depending on the
direction of the light wave and its polarization. This important termwill be explained
in Section 3.5.3. The next section focuses on the very important quantity refractive
index and its significance for the description of light absorption.

3.4
Absorption of Light

The simplest form of microscopy, bright field microscopy, relies on white light
absorption changes of the microscopic sample. White light is composed of
various wavelengths. If we see them separately, they appear as colors, and each
color has a different wavelength. Substances appear colored because they absorb
(i.e., filter out) some wavelengths and reflect or transmit others out of the broad
white light spectrum. A very prominent example commonly used in histology
where white light absorption changes are utilized for medical diagnosis is H&E
(hematoxylin and eosin) staining. The following image displays such an H&E
image of a breast cancer tissue section:
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Here, the blue dye hematoxylin is applied to color basophilic structures, which are
usually the ones containing nucleic acids, such as the cell nucleus, whereas eosin
is used to color eosinophilic structures, which are generally composed of
intracellular or extracellular protein, bright pink.

Thus, absorption of electromagnetic radiation is the way in which the energy
of electromagnetic radiation is taken up by matter. This section combines all the
topics treated in the preceding sections to characterize the very important
phenomena of light absorption.

In the preceding sections, it has been shown that light traveling throughmatter
induces oscillating dipoles. These vibrations of the electrons against the core
or vibrations of one atom against another are usually damped, as we learnt in
Section 3.2, whichmeans on the one hand that vibrations forced by radiation at an
eigenfrequency finally endwhen the excitation is removed, and on the other hand
that the amplitude will not reach infinite values. The reason for the damping is
energy dissipation, whichmeans that the exciting radiation looses intensity while
traveling through the medium, that is, absorption takes place. In addition to
scattering, which will be discussed later, absorption is one reason for a medium
not to be transparent. The dampingmanifests itself in the dielectric functionby an
additional imaginary part. Due to the relation between dielectric function and
refractive index function through the wave equation, the refractive index also
becomes a complex property where the imaginary part is responsible for the
absorption of light. At the same time, the wavenumber of the wave, which is
linearly dependent on the refractive index, also becomes a complex number. As
a consequence, the relation describing the amplitude of the wave as a function of
time and place, can be split up in two parts, one of which is dependent only on
the place. This latter part is an exponential function and is the reason for an
exponential decay of the intensity of a wave in an absorbing medium, which is
known as the Lambert–Beer law. The absorption index is especially high in the
vicinity of an eigenfrequency and tends to decrease rapidly when the frequency is
increased or decreased. In contrast, the refractive index decreases when the
eigenfrequency is approached from higher frequencies, whereas it increases
steeply at the eigenfrequency. After reaching amaximum, it decreases again until
the next eigenfrequency. This decrease between two eigenfrequencies is called
normal dispersion. Local changes in the absorption index cause contrast in
a sample, which can be exploited to investigate the sample under a bright field
microscope. Corresponding changes in the refractive index allow one to inves-
tigate a sample with a dark field, phase contrast, or differential interference
contrast microscope. They are also exploited in optical coherence tomography
(OCT).

As further reading for this section, two books [5, 6] are recommended.

In Section 3.2, wehave already touchedupon the fact that the dielectric function (or
the individual components of the dielectric tensor function in the case of anisotropic
media) consists of a real and an imaginary part, erðvÞ ¼ er;1ðvÞþ ier;2ðvÞ, as a result
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of damping of the vibrations of electrons against the core (or, equivalently, the
vibrations of atoms against each other). The question that we want to tackle in
this section is �how does the damping act upon a light wave passing through the
medium?� Since er ¼ n2 (for cubic or isotropic media), the refractive index also
becomes a complex function: n ¼ nþ ik. For diluted media such as gases, where
the refractive index is close to unity, the refractive index can be calculated from
Equation 3.21

er�1ð Þ ¼ n2�1ð Þ ¼ ðnþ 1Þðn�1Þ ffi 2ðn�1Þ

ðn�1Þ ffi 1
2
eðvÞ�1½ � ¼ e2N

2e0m
1

v2
0�v2 þ icv

n ¼ 1þ e2N
2e0m

v2
0�v2

v2
0�v2

� �2 þ c2v2

k ¼ e2N
2e0m

�cv

v2
0�v2

� �2 þ c2v2
:

ð3:36Þ

The corresponding frequency dependence of the real part n and imaginary part k of
the refractive index are displayed in Figure 3.10 (compare the changes in the
dielectric function displayed in Section 3.2). The real part of the refractive index
n starts for small frequencies v! 0 at n0 ¼ 1þ e2N=2e0mv2

0 and increases for
higher frequencies. Only in direct vicinity of the eigenfrequencyv0 does n decrease.
For high frequenciesv � v0, n approaches 1. For dilutedmedia such as gaseswhich
are considered here, to simplify matters the imaginary part k is always negative
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Figure 3.10 Dependence of the refractive indices and absorption in the vicinity of an
eigenfrequency.

106j 3 Light–Matter Interaction



(further below dense matter will also be considered). In general, k is very small and
differs from 0 only in close vicinity to the eigenfrequency v0. The frequency
dependence of k exhibits a Lorentzian lineshape.

To understand the relevance of the complex refractive index, we use the result
of Equation 3.34, kz ¼ n �v=c, in combination with the exponential notation of the
electric wave ~Eð~r ; tÞ ¼ Exðz; tÞ ¼ E0;x � exp½iðvt�kz � zÞ�:

kz ¼ n
v

c
¼ v

c
nþ ikð Þ

Ex z; tð Þ ¼ E0;x � exp i vt�kz � zð Þ½ �

¼ E0;x � exp i vt�v

c
nþ ikð Þ � z

h in o

¼ E0;x � exp i vt�v

c
n � z�v

c
ik � z

� �h i

¼ E0;x � exp v

c
k � z

� �
� exp i vt�v

c
n � z

� �h i
:

ð3:37Þ

It can be seen that the electric field Exðz; tÞ exhibits a rapidly oscillating contri-
bution whose wavelength is determined by the real part n of the refractive index.
However, the initial amplitude of the wave E0;x will decrease exponentially with
increasing travel distance along the z-direction because the factor exp½ðv=cÞk � z� is
real and k < 0 (see Figure 3.10). Hence k is called the absorption index, since it
causes the wave to weaken as a consequence of the damping of the vibrations inside
the medium. As the light intensity I is given by E2, it follows that also the intensity is
weakened as the wave travels along the z-direction:

IðzÞ ¼ I0 exp
2v
c
k � z

� �
¼ I0 exp �a � zð Þ ð3:38Þ

where a is the extinction coefficient

a ¼ e2N
e0mc

cv2

v2
0�v2

� �2 þ c2v2
: ð3:39Þ

Equation 3.38 is known as the Lambert–Beer law. The absorption A is then given
by8)

A ¼ 1� IðzÞ
I0

¼ exp a � zð Þ: ð3:40Þ

8) Note that fairly often in the literature also a quantity named absorbance or extinction A is referred to,
which is given by A ¼ a � z. Since the terms are also not consistently used in the literature (the terms
absorption and absorbance, for example, are switched), one has to deduce from the context what is
actually meant.
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The absorption index and also the extinction coefficient are both macroscopic
quantities. To relate the properties of single atoms ormolecules, the number of atoms
or molecules N per unit volume can be extracted from the extinction coefficient
according to a ¼ s �N, were s represents the separated cross-section. Equation 3.40
then reads

IðzÞ ¼ I0 exp �s �N � zð Þ: ð3:41Þ
Equation 3.41 remains valid in the case of solutions. Instead of using the number

of entities N per unit volume, usually concentrations c in moles per liter (mol l�1)
are introduced (1mol corresponds to 6.0225� 1023 entities). The equivalent to
Equation 3.40 then reads

IðzÞ ¼ I0expð�av � c � zÞ ð3:42Þ
where �av is the molar natural extinction coefficient.9)

So far, it has been assumed that the refractive index n is close to unity, for which its
frequency dependence can be expressed by Equation 3.36 (see also Figure 3.10). For
dense media, the most significant difference from Equation 3.36 is that the
maximum of the absorption index is slightly shifted from the eigenfrequency v0

towards higher wavenumbers and the band is no longer symmetric around v0.
Figure 3.11 displays the frequency dependence of the real part of the refractive index
n for the case of different eigenfrequencies. It can be seen that in the spectral ranges
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Figure 3.11 Schematic diagram displaying the
frequency dependence of the real part of the
refractive index for eigenfrequencies in the IR
(vIR) and UV–Vis regions (vUV and vVis).

Abnormal dispersion dn=dl > 0ð Þ can be only
found close to an eigenfrequency. In these
regions of abnormal dispersion, absorption also
takes place (adapted from [4]).

9) The Lambert-Beer law is often written in the form: IðzÞ ¼ I010�E�c�z where E is the molar decadic
extinction or absorption coefficient. E and av are related to each other by: E ¼ av= ln 10 ¼ av=2:302.
The molar decadic absorption coefficient E must not be confused with the dielectric function e.
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where absorption is close to zero (i.e., outside hatched areas of Figure 3.11), the
refractive index increases with increasing frequency, and as a consequence blue light
is refracted more strongly than red light (see also Figure 3.12). These areas with
dn=dv > 0 or dn=dl < 0 are called areas of �normal dispersion.� Only in the close
vicinity of the eigenfrequencies where the imaginary part of the refractive index k
(absorption index) differs from zero does dn=dl > 0 apply. In these areas of
�abnormal dispersion,� electromagnetic waves are absorbed. The resonances in the
IR region are determined bymolecular vibrations whereas those in theUV–Vis range
result from electronic absorption. IR absorption is treated in detail in Section 3.8 and
UV–Vis spectroscopy is covered in Section 3.9.

Equation 3.37 is also fundamental for the understanding of some of the most
important contrast modalities in conventional microscopy, namely bright field, dark
field, phase contrast and differential interference contrast microscopy (Figure 3.13).

Bright field microscopy is the simplest and most basic light microscopy method
and is based on the absorption of light within the microscopic specimen. Here, the
sample is illuminated from below with white light and the sample becomes visible
because it is contrasted from its environment by its color or by its lack of color. Such
an object is called an amplitude object because its recognizability is based on
amplitude variations of the light wave. In other words, an object keeping the phase
of an incoming wave constant and retarding the amplitude is called an amplitude
object (see the left side of Figure 3.13). Decreasing an amplitude contrast by different
light transmissions is directly visible. Unfortunately, the differences in the absorp-
tion index are comparably low formost biological samples, resulting in a low contrast.
Therefore, bright field microscopy is not practical for transparent and thin objects
since these objects absorb no light. This means that most cell compartments are not

Figure 3.12 Normal dispersion: white light refracted by a prism is split up into its components as
the refractive index increases with frequency.
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amplitude objects. Practically, the contrast can be increased by bright field staining
(chemical contrasting), where the samples are stainedwith dyes to visualize andmark
certain cell and tissue structures. Most dyes are selectively accumulated within cells
due to special chemical or physical properties. Brightfield staining is commonly used
to dye histological cross-sections such as H&E stain for morphological inspection of
biopsy specimens to identify malignant changes or Gram staining to differentiate
bacterial species into two large groups based on the chemical and physical properties
of their cell walls. Most bright field dyes require cell fixation prior to staining in order
to be able to work with high dye concentrations, which is why the investigation of
living cells becomes difficult.

In addition to chemical contrasting light microscopy with instrumental contrast
enhancement (optical contrasting) such as dark field, phase contrast, and differential
interference contrast (DIC)microscopy is possible. Darkfieldmicroscopy, which also
requires transparent samples, utilizes light refracted at phase boundaries, that is,
between structures with different refractive indices to visualize phase boundaries.
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Figure 3.13 Significance of absorption and dispersion for light microscopy.
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This is achieved by illuminating the samplewith specialmicroscopic condenser units
in such a way that without a specimen the light rays do not arrive at the microscope
objective, that is, the field of view is dark, whereas with a specimen the light rays will
be refracted at sample edges and arrive at the microscope objective, that is, bright
sample edges are seen on a dark background. The reason for light being refracted is
the inhomogeneities of the sample leading to an inhomogeneous refractive index
(see also Section 3.5).

An inhomogeneous distribution of the refractive index also leads to a phase change
of the light waves, which travel through areas of the sample with different refractive
indices.Many cell organelles exhibit different refractive indices and therefore diffract
light beams differently, leading to a phase shift compared with an undisturbed
reference beam. Such specimens are called phase objects (see the right side of
Figure 3.13). Phase objects are not visible in the brightfield. Phase contrast visualizes
these phase shifts by converting them into amplitude differences. In this way, light
passing through the sample and which is phase shifted is combined with a reference
beam [i.e., unshifted (undeviated) light passing through or around the sample] in
such a way that the resulting wave interference reveals the phase structure of the
sample. This is achieved by introducing a phase plate, which introduces a phase
difference between the sample and reference beam to produce interference between
these two beams such that an amplitude-modulated wave results where the phase
shift induced by the specimen appears as an intensity variation.

DICmicroscopy works by separating a polarized light source (see Section 3.5) into
two beamswhich take slightly different paths through the sample.Where the lengths
of each optical path (i.e., the product of refractive index and geometric pathlength)
differ, the beams interfere when they are recombined after leaving the sample.

Figure 3.14 shows some microscopic images of biological specimens summariz-
ing thedifferent contrastmechanismswhich are based on absorption anddispersion.

OCT is also based on inhomogeneities of the refractive index in biological samples
such as tissue. OCT is a method in which light is used to measure distances in
a highly scattering medium such as tissue where the scattering of light (see
Section 3.12) is due to changes in the refractive index within the tissue because
of cell membranes or organelles. OCT contrast is achieved by utilizing the interfer-
ence between backscattered light and a reference beam. As shown above, interfer-
ence between two light waves occurs only when the two waves have a well-defined
phase relation within a certain region. In contrast to lightmicroscopy, OCTuses light
with longer wavelengths than visible light, namely near-IR light. In addition, the light
used is coherent, which means that all waves emitted from the light source have the
same phase (see Section 3.7). This coherence becomes partly lost when the light is
scattered inside the sample. For OCT, only the part of the light which is ballistically
backscattered (i.e., unscattered or coherently scattered) is detected and evaluated.
This means that ballistic scattered light propagates in the direction of the incoming
light and therefore travels the shortest path and carries themaximum information on
the internal structure of the tissue. A displacement of the reference beam produces
the pathlength difference between the light reflected from the reference mirror
and the backscattered ballistic light from the scattering sample, generating an
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interference pattern containing information about the refractive index variation of
the tissue, which thus provides an optical image. OCTallows the non-coherent part
of the scattered light, which usually carries little information about the sample under
investigation, to be suppressed.

3.5
Reflection and Transmission

In the previous section, it was detailed how absorption originates and how useful
it can be to determine this quantity. Unfortunately, absorption cannot be mea-
sured directly. Instead, absorption can be determined bymeasuring transmission
(the quantity of light that remains after light has traveled through the sample) and
reflection (the part of light that is sent back without entering the sample).
Absorption is then the remaining part which is neither reflected nor transmitted
(if the sample is inhomogeneous, which most biological materials are, scattering
may also have to be taken into account; see Section 3.12). As a further

Figure 3.14 Comparison of the different
contrast modalities based on absorption and
dispersion. Bright field, phase contrast, and
differential interference contrast images of the

diatomNavicula lyra. Dark field image of a water
flea Daphnia sp. (images courtesy of Carl Zeiss
MicroImaging GmbH, Jena).
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consequence, for example, microscopes can be operated in either the transmis-
sion or reflection mode.

When a light wave hits a smooth interface that separates two media with
different dielectric properties, part of the light is unable to penetrate the interface
and is reflected back into themedium fromwhich the light wavewas approaching
the interface. If the incidence of the light is not perpendicular to the interface, the
angle of incidence, which is measured from the perpendicular, has the same
magnitude as the angle of reflectance. The part of the light, which is reflected,
depends on the angle of incidence, on the dielectric functions of both media, and
on the polarization direction. The other part of the light wave permeates the
interface and travels through the second medium, while its intensity may
decrease due to absorption. The quantity of both parts can be calculated from
the boundary conditions, which state that an electric field tangential to the
interface remains unchanged whereas the perpendicular part is either decreased
or increased depending on whether the dielectric constant of the secondmedium
is larger or smaller than that of thefirstmedium.To calculate the quantities, it is of
advantage to calculate separately the cases where the electric field vector is either
perpendicular or parallel to the plane of incidence, which is defined by the
incoming, reflected, and transmitted beams. From the results of the calculation
wefind that if the dielectric constant of thefirstmedium is smaller than that of the
second medium, the reflectance of perpendicular polarized light increases
monotonically with increasing angle of incidence, whereas the reflectance of
parallel polarized incoming light is zero (minimum if the second medium is
absorptive) at a certain angle of incidence. Both reach the value of unity when the
angle of incidence reaches its maximum value of 90�. If the dielectric constant of
the first medium is larger than that of the secondmedium, the principal behavior
of the reflectance is the same except that it reaches unity at an angle of incidence
smaller than 90�. This is called total reflection. If the second medium is
absorptive, the total reflection is weakened. This effect is called attenuated total
reflection (ATR); it is very sensitive and is exploited in a number of different
microscopic and spectroscopicmethods. If the interface between twomedia is not
smooth, part of the light is not reflected in one particular direction but scattered in
all directions. This is called diffuse reflection. The higher the surface roughness
is, the higher becomes the proportion of diffusely reflected light. The interpre-
tation of diffuse reflectance spectra is not straightforward. Spectra also become
more complicated if the simple optical model isotropic medium/interface/
isotropic medium is not applicable. One possibility is that the second medium
has such a small thickness and such a low absorption that light is able to reach its
back side, which is then again an interface. Thismeans that part of the light leaves
the medium, whereas another part of the light is reflected and travels backwards.
While traveling backwards it interferes with the forward traveling light. Depend-
ing on the thickness, this generates regularminima andmaxima in spectra. If the
second medium is anisotropic, light absorption and reflection depend on the
orientation of themedium. In the case of inhomogeneousmedia, absorption and
reflection depend strongly on the size of the inhomogeneities relative to the
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wavelength of light. In the latter case, scattering may not be negligible, which is
another optical quantity in addition to absorption that can provide most useful
insights into the nature of biological matter.

A full description of reflection and transmission of light can be found in [6–9].

In vacuum (and also in optically isotropic media such as glass or cubic crystals but
not generally in isotropicmaterials), each electromagnetic wave is purely transversal.
This means that the electric field vector (and also the magnetic field vector) is always
oriented perpendicular to the direction of the wave (to the wavevector). For illustra-
tion, let us assume that an electromagnetic wave is traveling along the z-direction.
Therefore, the electric field vector ~E is confined to the x�y plane

~E ¼
Ex

Ey

0

0
@

1
A: ð3:43Þ

If the electromagnetic wave has its origin in a conventional light source (see
Chapter 4), then all possible directions of the ~E vector in the x�y plane will be
realized, as illustrated in the Figure 3.15. Such light is said to be unpolarized or
naturally polarized. With the help of so-called (linear) polarizers, it is possible to
extract a single polarization direction. Such a polarizer can consist, for example, of
a wire grid that is embedded in a transparent material, which can be a polymer. In
the example above, the resulting wave is polarized along the y-axis. Therefore, the
resulting electric field vector has only one component, Ey, and is said to be linearly
polarized in the y-direction

z

x

y

Polarizer

Polarized along x−axis
Polarized along y−axis
Polarized along 45 degree

Figure 3.15 A linear polarizer acts on unpolarized light resulting in linearly polarized light.
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~E ¼
0

Ey

0

0
B@

1
CA: ð3:44Þ

The superposition of two linearly polarized waves of the same wavelength with
mutually perpendicular polarization directions, which are traveling in the same
direction and have the same amplitudes E0 and phases, always leads to unpolarized
waves since the superposition of two electromagnetic waves is purely additive. If the
amplitudes are not equal, elliptically polarized light results. On the other hand, we
are allowed to split unpolarized waves into two linearly polarized waves, the linear
combination of which again produces the unpolarized wave. This is of great
importance, for example, for the calculation of reflection and transmission: if the
light wave does not come in perpendicular to an interface, light that is polarized
parallel to the plane of incidence behaves differently from that which is polarized
perpendicular to that plane. Further, linearly polarized light usually experiences
different refractive indices and is absorbed differently when traveling through
anisotropic materials depending on their orientation.

To obtain information about themolecular structure, the resonance frequencies of
a medium (a sample) can be studied, by measuring either the transmission or the
reflection. From both of these the dielectric function in which this information is
contained can be regained. If we denote the intensity of the incident light I0, as was
done in the previous section, the conservation of energy leads to the following
relation:

I0 ¼ IR þ IT þ IA ð3:45Þ
where IR, IT and IA are the intensity of the reflected, the transmitted, and the absorbed
light, respectively (see Figure 3.16). If we divide these quantities by I0 we obtain

1 ¼ I0
I0

¼ IR
I0

þ IT
I0

þ IA
I0

¼ RþT þA ð3:46Þ

by which the quantities reflectionR, transmission T , and absorptionA are defined. If
we rearrange Equation 3.46, we obtain

1�R�T ¼ A ð3:47Þ
which shows that we have actually disregarded reflection in Equation 3.40 as is often
done in the literature. Since, as we will see, reflection is especially strong in spectral
regions with strong absorption, this can lead to considerable errors. For Equa-
tion 3.45, we have implicitly assumed that the medium of interest is homogeneous.
In the case of samples where this assumption is incorrect, scattering also has to be
taken into account. We will come back to scattering in Sections 3.12 and 3.13.

Figure 3.17 illustrates the optical model of reflection and refraction. We assume a
planewave~E e ¼ ~E0;ecosðvt�~ke �~r Þ that is incident fromamedium0with a refractive
index n0 (usually air, therefore n0 	 1) under an incidence angle ae on to an interface
that separates the incidencemedium frommedium 1 (usually the sample) with an in
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Figure 3.16 Reflection and transmission.
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Figure 3.17 Reflection and refraction at a single interface.

116j 3 Light–Matter Interaction



general complex refractive index n1 ¼ n1 þ ik1. The interface is perfectly smooth and
the media are assumed to be so-called semi-infinite media (in practice, this means
that the extent of medium 1 along the z-direction is large enough that the wave is not
again reflected and refracted at the back side of the sample, since this considerably
complicates the situation; we come back to this problem later). We choose
a coordinate system in such a way that the interface is lying in the x�y plane,
whereas the plane of incidence is the x�z plane. The wavevector~ke therefore has
components along both the x and z directions according to

~ke ¼ n0
v

c

sinae

0
cosae

0
@

1
A: ð3:48Þ

At the interface, the incident, the reflected, and the refracted (transmitted) waves
must at all times have the same phase, that is, if the incident wave has amaximum of
the amplitude at the interface, the same holds for the reflected and the refracted
waves. As a consequence, it can be derived from

~E e ¼~E0;e cos vt�~ke �~r
� �

~E r ¼~E0;r cos vt�~kr �~r
� �

~E t ¼~E0;t cos vt�~kt �~r
� � ð3:49Þ

that the following condition must be valid:

~ke ¼~kt ¼~kr: ð3:50Þ
Therefore, the y-component of all three vectors is zero and all lie in the plane of
incidence. Accordingly,~kr and~kt are given by

~kr ¼ n0
v

c

sinar

0
�cosar

0
@

1
A; ~kt ¼ n1

v

c

sin b
0

�cos b

0
@

1
A ð3:51Þ

where b is the angle of refraction. As a consequence, from Equations 3.48 and 3.51
the so-called Snell�s law can be derived focusing on the x-components

sinae ¼ sinar

sinae ¼ n1
n0

sin b:
ð3:52Þ

Therefore, the angle of incidence equals the angle of reflection: ae ¼ ar. As already
mentioned, inmedia that can be characterized by a single refractive index, the electric
fields are perpendicular to the wavevector.

Due to the so-called boundary conditions, the relations are simplified if we
consider two cases separately (see below). In the first case, the electric field vector
is oriented perpendicular to the plane of incidence and therefore has only a
component Ee;y in the y-direction tangential to the interface (often this case is called
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�transverse electric�). In the second case, the electricfield has components in both the
x- and z-directions and is given by

~E e ¼ Ee

cosar

0
sinar

0
@

1
A: ð3:53Þ

As a consequence, it possesses one component Ee;x that is also tangential to the
interface and a second component Ee;z that is oriented perpendicular to the interface
(often this case is called �transverse magnetic� in the literature). The electric fields
are accompanied by magnetic fields ~B. Employing Equation 3.25 and inserting

a plane wave of the form~E ¼ ~E0 cos vt�~k �~r
� �

, one obtains for the magnetic field~B

the following relation:

~k �~E ¼
~B
m0

kyEz�kzEy

kzEx�kxEz

kxEy�kyEx

0
B@

1
CA ¼

�kzEy

kzEx�kxEz

kxEy

0
B@

1
CA ¼ 1

m0

Bx

By

Bz

0
B@

1
CA ð3:54Þ

since ky ¼ 0. According to the boundary conditions, the tangential component of the
electric field remains unchanged:

Ex medium 0ð Þ ¼ Ex medium 1ð Þ; Ey medium 0ð Þ ¼ Ey medium 1ð Þ: ð3:55Þ
Similar relations apply to magnetic fields. Again, the tangential components are not
altered:

Bx medium 0ð Þ ¼ Bx medium 1ð Þ; By medium 0ð Þ ¼ By medium 1ð Þ: ð3:56Þ

Case I: Electric field polarized perpendicular to the plane of incidence
In medium 0, the existing electric fields are those of the incident and reflected

waves. Therefore, their sum must be equal to the field of the transmitted wave

Ey medium0ð Þ ¼ Ey medium1ð Þ!Ee;y þ Er;y ¼ Et;y: ð3:57Þ
An equivalent relation can also be derived for the x-components of the magnetic
fields

Be;x þBr;x ¼ Bt;x: ð3:58Þ
Employing Equation 3.54 together with Equations 3.48 and 3.51 to replace the

components of~k (see Equation 3.54), we obtain

Ee;ycosa�Er;ycosa ¼ Et;yn1cos b ð3:59Þ
using ae ¼ at ¼ a. Solving Equation 3.59 for Er;y and Et;y in terms of Ee;y, we find
that
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Er;y ¼ cosa�n1cos b
cosaþ n1cosb

Ee;y

Et;y ¼ 2cosa
cosaþ n1cosb

Ee;y:

ð3:60Þ

The next step is to replace the complex angle b. To that end, we employ Snell�s
law, sina ¼ n1sin b (n0 ¼ 1); taking into account that sin2bþ cos2 b ¼ 1 and,

therefore, cos b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�sin2 b

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1

n1
2 sin

2 a

r
, we obtain

Er;y ¼ cosa�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n1
2�sin2 a

p
cosaþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n1
2�sin2a

p Ee;y

Et;y ¼ 2cosa

cosaþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n1
2�sin2a

p Ee;y:

ð3:61Þ

The ratios Er;y=Ee;y and Et;y=Ee;y are the reflection and the transmission
coefficients ry and ty, respectively. To indicate the polarization relative to the
plane of incidence, it is common to denote them as ts (from the German
�senkrecht�) and rt.
Case II: Electric field polarized parallel to the plane of incidence:

Again the tangential components of the electric and themagneticfield vectors~E
and~Bmust be continuous at the interface. These components are Ei;x ¼ Ei;p cosW
(Equation 3.53) and m0Bi;y ¼ �cos W �Ei;x�sin W �Ei;z ¼ Ei;p, wherein i ¼ e; r; t
and W stands either for a or b. Therefore, we obtain the following equations

Ee;pcosaþEr;pcosa ¼ Et;pcosb

Be;p þBr;p ¼ Bt;p:
ð3:62Þ

Solving Equation 3.59 for Er;p and Et;p in terms of Ee;p, we find that

Er;p ¼ cosb�n1cosa
cos bþ n1cosa

Ee;p

Et;p ¼ 2cosa
cos bþ n1cosa

Ee;p:

ð3:63Þ

After replacing the complex angle b cosb ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�sin2b

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1=n1ð Þsin2a

q	 

,

we obtain

Er;p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n1
2�sin2a

p
�n1cosaffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n1
2�sin2a

p
�n1cosa

Ee;p

Et;p ¼ 2cosaffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n1
2�sin2a

p
�n1cosa

Ee;p:

ð3:64Þ
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The ratios Er;p=Ee;p and Et;p=Ee;p are the reflection and the transmission
coefficient rp and tp, respectively.

Equations 3.58 and 3.63 are known as the Fresnel equations. From the reflection
and transmission coefficients, we obtain the reflectance and transmittance by
considering the time-averaged energy flow through the interface. To that end, we
have to invoke the so-called Poynting vector ~S, which is given by

~S ¼
~k
2v

~E
��� ���2 ð3:65Þ

provided that the media are nonmagnetic (m ¼ 1). Its magnitude is simply the
intensity of the plane wave. The reflectance is then given by the intensity Ir of the
reflected wave in the direction perpendicular to the interface (the z-direction) divided
by the intensity of the incident wave I0:

Ri ¼ Ir;i
I0

¼ Sz;r;i
Sz;e;i

; i ¼ s; p: ð3:66Þ

In case of transmission the component of the wavevector in the z-direction is
different. Therefore the transmission is not simply the square of the value of the
transmittance coefficients but obtained as

Ti ¼ It;i
I0

¼ Sz;t;i
Sz;e;i

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21�sin2a

q
cosa

tij j2; i ¼ s; p: ð3:67Þ

Figure 3.18 shows the dependence of the reflectance on the angle of incidence
for n0 ¼ 1 and n1 ¼ 2. Ata ¼ 0� (normal incidence), the polarization ofRp has only a
component parallel to the interface, as has Rs. Therefore, Rs ¼ Rp. With increasing
angle of incidence, Rs increases monotonically, whereas Rp possesses not only
a minimum at 63�, but actually reaches zero. This angle is called the Brewster
angle. After the Brewster angle, Rp also increases monotonically and reaches unity
togetherwithRs at 90�, which actually simplymeans that thewave is traveling parallel
to the interface and therefore reflection no longer occurs.

If we allow the medium to be absorptive, then the reflectance at normal incidence
increases with increasing absorption index k (see Figure 3.19). Rs is still a mono-
tonically increasing function of the angle of incidence andRp still shows aminimum,
at which, however, Rp no longer reaches zero. This minimum shifts with increasing
absorption index to higher angles of incidence.

An important peculiarity occurs if the refractive index of the incidence medium is
higher than that of the exit medium. In this case, Equations 3.61 and 3.64 have to be
modified to allow for a refractive index of the incidencemedium that doesnot equal unity

rs ¼ n0 cosa�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n1
2�sin2a

p
n0 cosaþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n1
2�sin2a

p rp

Et;p ¼ 2 cosaffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n1
2�sin2a

p
�n1 cosa

Ee;p:

ð3:68Þ
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Figure 3.19 Variation of the reflectance with increase in absorption.
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Figure 3.18 Dependence of the reflectance of the angle of incidence.
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If we now set, for example, n0 ¼ 3 and keep n1 ¼ 2, the reflectance reaches unity
already at 41�. The reason for this is comparably simple. As long as n0 < n1 holds, it
follows fromEquation 3.52 thata > b. If this is inverted (n1 < n0) the consequence is
that a < b. The maximum b that can exist, however, is b ¼ 90�. Based on Equa-
tion 3.52, the corresponding ac is given by

ac ¼ arcsin
n1
n0

� �
ð3:69Þ

and is called the critical angle. If the angle of incidence is chosen above the critical
angle a > ac, no energy is transferred into medium 1. As a consequence, the
reflectancemust reach unity independent of the incoming light�s polarization. Again
as a consequence, the transmittance must be zero (note that so far we have assumed
that n1 is real!) Despite the fact that no energy is transferred into the secondmedium,
the wave nevertheless penetrates the interface; however, since cosb is a purely
imaginary quantity, the wave decays exponentially. Such a wave is called evanescent.
The penetration distance is in the order of several wavelengths except close to the
critical angle.

It is instructive to investigate what happens if themediumwith the lower refractive
index is absorptive. As can be seen from Figure 3.20, even an absorption index as low
as k ¼ 0:06 has a strong influence on the reflectance and considerably weakens it.
This phenomenon, ATR (see earlier), constitutes the basis of a number of different
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Figure 3.20 Reflectance from a medium that has a lower refractive index than the incidence
medium.
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spectroscopy and microscopy methods. If the medium is not absorptive, but
inhomogeneous, total reflectionmay also become attenuated, since inhomogeneities
close to the interface may distort the evanescent field. As a consequence of this
distortion, a wave may be emitted, which receives its energy from the evanescent
wave, leading to the attenuation of the total reflection. This phenomenon is called
evanescent wave scattering.

Itmustbeemphasizedthat so farwehave treated thesimplestopticalmodel thatone
can think of (for example, we have assumed the media to be semi-infinite, charac-
terizedbyascalardielectric function,homogeneous,etc.). Ifweremoveoneormoreof
the conditions of the model, the situation becomes considerably more complicated.
Even taking into account that in the case of biological matter nearly all of the
complications are present, we will abstain from treating the theory in detail. Instead,
we will describe the effects, with some exceptions, in only a qualitative manner.

3.5.1
Diffuse Reflection

Diffuse reflection occurs whenever the interface is not perfectly smooth and is
uneven or granular or possesses holes (see Figure 3.21). Part of the light is then
scattered in all directions. As a consequence, the measured specular reflection is
smaller, which can often be corrected by applying a factor to themeasured spectrum.
The larger the diffusely reflected portion of light is, however, themore problematic is
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Figure 3.21 Illustration of diffuse reflectance.
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such a simple correction. In the extreme case of a powdered sample, all of the light is
diffusely reflected. Using a so-called integrating sphere (often also called Ulbricht
sphere), which collects the light that is spread over thewhole hemisphere, spectra can
also be recorded. An interpretation of such spectra, however, is not straightforward.
One possibility to evaluate such spectra quantitatively is to employ the so-called
Kubelka–Munk theory or one of its various forms, which assumes that scattering is
dominant compared with absorption (and compared with specular reflection). It
requires a powder that is evenly spread in a surplus of a nonabsorbing powder, for
example, KBr. Due to many simplifying assumptions, the results are usually of
comparably poor quality.

3.5.2
Layered Media

If a medium cannot be considered as semi-infinite, it must be treated as a layer. A
simple realization of this situation is a glass plate. In the spectral region where
absorption is weak, the light that is transmitted through the first surface reaches the
back side of the sample. Assuming that the sample surfaces are smooth and that it has
a uniform thickness, part of the transmitted light is reflected back to the first surface
where again a portion is reflected. Depending of the wavelength of the light and the
thickness of the sample, interference peaks occur, that is, the reflectance shows
periodically, as a function of both wavelength and layer thickness, minima and
maxima caused by destructive and constructive interference since in the equations
for transmission and reflection a phase factor occurs, which is given by

exp �i
2p
l
n1cos b

� �
: ð3:70Þ

Theunderlying physical principle is the principle of superposition of waves (in this
case, the waves traveling forwards and backwards inside the sample), which states
that the resulting displacement at a point is equal to the vector sum of displacements
of all waves present. Exact equations to interpret the resulting spectra quantitatively
are somewhat cumbersome, but have been derived for an arbitrary number of layers
and even for anisotropic media.

3.5.3
Anisotropic Media

A characteristic feature of biological tissues is that they consist of both amorphous
and well-ordered crystalline regions. Typical examples are collagen fiber bundles,
which consist of bundles of fibrils. In most cases these crystalline regions form
anisotropic media.

Whereas in isotropic media, for example, the electric flux density and the electric
field are vectors with equal direction which can be related to each other by a scalar
factor (the dielectric function), this is no longer true for anisotropic media. As a
consequence, the dielectric function becomes a 3� 3 tensor function. In general, the
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wave Equation 3.29 becomes much more complex and its solutions indicate that
depending on the polarization of the wave and its direction, two different refractive
indices exist. Consequently, a wave upon entering an anisotropic medium generally
decomposes into two waves with mutual perpendicular polarization directions and
traveling with different velocities. This behavior can be exploited in a manifold of
optical techniques to detect changes in tissues which change into malignant forms.

From general experience, it seems that anisotropic media are somehow exotic
whereas isotropy is what is usually encountered. Indeed, most of the volume of the
universeismadeupofisotropicmedia, thatis,vacuum,gases,andliquids.Thelaststate
of matter, however, has at least one class of liquids that already belong to anisotropic
media, namely liquid crystals. In the case of solid matter, which also includes soft
matter such as biological material, anisotropy nearly always plays a role. In almost all
kindsof solidmatterordered regions exist,whichare inmost cases anisotropic.Even if
these ordered regions are randomly oriented and form a macroscopically isotropic
medium, theanisotropyof theorderedregionsmakes thepropertiesof suchamedium
differfromthoseofanoriginalisotropicmediumsuchasacubiccrystal.Unfortunately,
the relationships canbecome complicated and it is far beyond the scope of this book to
give an exhaustive introduction to optics and anisotropy. Nevertheless, the reader
should be able to grasp some basic aspects after reading this section.

In an anisotropic medium, the polarization ~P is in general not parallel to the
electricfield~E that causes it. As a consequence, the dependence between electricfield
~E and dielectric displacement ~D must in general be written as

Dx

Dy

Dz

0
@

1
A ¼

exx exy exz

eyx eyy eyz
ezx ezy ezz

0
B@

1
CA Ex

Ey

Ez

0
@

1
A: ð3:71Þ

The tensor generally consists of nine independent components. In the absence of
optical activity, however, the tensor possesses only six independent components,
since eji ¼ eij and the tensor is symmetric. Since the tensor transforms one vector
into another, it can be seen as being fixed within a medium or a region of order to
which it belongs. Usually the ordered region or themedium as awhole (e.g., a crystal)
has a certain symmetry which can simplify the tensor considerably. To illustrate this,
let us assume that themediumof interest has amirror plane and perpendicular to the
plane an axis of rotation. If we align the x; y; z coordinate system in such away that the
axes of the coordinate system are all parallel and perpendicular to the axis of rotation
and the mirror plane, then the tensor takes on the diagonal form:

Dx

Dy

Dz

0
@

1
A ¼

ex 0 0
0 ey 0
0 0 ez

0
@

1
A Ex

Ey

Ez

0
@

1
A: ð3:72Þ

Now we can distinguish the following three cases:

1) The medium is of cubic symmetry; this means that ex ¼ ey ¼ ez and the tensor
reduces to a scalar. This is the case that we have discussed in detail in the
preceding sections.
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2) The medium is of hexagonal, trigonal, or tetragonal symmetry and the axis of
rotation is oriented along the z-axis. Accordingly, ex ¼ ey and the tensor has only
two independent components, ex and ez. Themedium is then said to be optically
uniaxial. As a consequence, each wave entering the medium is split into two
waves with mutually perpendicular polarization directions and two different
traveling speeds. One wave, which is called the ordinary wave, experiences a
refractive index no, which is given by no ¼ ffiffiffiffiffi

ex
p ¼ ffiffiffiffi

ey
p

. The other wave is called
the extraordinary wave, and its refractive index ne depends on the angle W
between the direction of the wave and the z-axis, which is called the optical axis

ne ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

exey

exsin2Wþ ezcos2W

r
: ð3:73Þ

3) The medium is of orthogonal, monoclinic, or triclinic symmetry. These are the
optically biaxial media, since now two axes exist which, when the waves travel
along them, behave like isotropicmedia. For a general direction, eachwave is still
split into two waves with mutually perpendicular oriented polarization direc-
tions. However, unlike in the uniaxial case, both waves are now extraordinary in
the sense that the refractive indices generally depend on all elements of the
dielectric tensor. The case of biaxialmedia canbe further subdivided according to
their symmetry:
a) Orthogonalmedia:Thedielectric tensor takes on the diagonal formwhenever

an incoming wave is aligned with one of the symmetry axes or, in case of
crystals equivalently, with one of its crystal axes, and is polarized along another
principal axis of the tensor. Theprincipal axes of the tensor are independent of
frequency (The principal axes of the tensor are those belonging to the
coordinate system in which it takes on the diagonal form.) The refractive
indices can be stated to depend on the three diagonal elements ex ¼ ey ¼ ez.

b) Monoclinic media: Only one of the principal axes of the tensor is fixed; the
orientations of the other principal axes depend on the frequency of the
incoming wave. Usually the y-axis is chosen as the fixed axis. Accordingly,
the refractive indices depend on one diagonal element ey and the elements
exx, exz, ezz.

c) Triclinic symmetry:Theorientations of all principal axes of the tensor depend
on the frequency of the incoming wave. As a consequence, the refractive
indices depend on all six tensor elements exx , exy, eyy, eyz, exz, ezz.

For general directions inside biaxial media, the two refractive indices are
obtained by solving the following equation:

eXX�n2 eXY eXZ
eYX eYY�n2 eYZ
eZX eZY eZZ

0
@

1
A

������
������ ¼ 0 ð3:74Þ

where X ;Y ;Z is an external coordinate system (i.e., the coordinate system is
not fixed inside the medium and is some kind of laboratory coordinate
system, where the light wave is traveling along the Z-axis).
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The derivation of reflection from and transmission through anisotropic media
follows the procedure outlined in this section. The complexity increases with
decreasing symmetry. Especially formonoclinic and triclinic symmetry, the solutions
can no longer be given in closed form even in the case of normal incidence. Themost
important consequence of anisotropy is that upon reflection from and transmission
through an anisotropic medium, a linearly polarized wave generally decomposes
into two waves, which are mutually orthogonally polarized and each of which has
a different speed. Therefore, a linear polarized wave becomes in general elliptically
polarized inside the anisotropic medium (see Figure 3.22). Due to the boundary
conditions at the interface, it is usually nearly impossible to determine the compo-
nent of the dielectric tensor that is oriented perpendicular to the interface (consider,
e.g., a uniaxial medium with the optical axis perpendicular to its surface) even for
parallel polarized light and large angles of incidence. Exact solutions for the
reflectance and transmittance can be found in the literature even for layered samples
consisting of anisotropic layers.

z

x

y

E

k

Figure 3.22 Illustration of elliptically polarized light.
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3.5.4
Inhomogeneous Media

The simplest case is given by spheres in amatrix or amixture of two kinds of spheres.
The general problem consists in finding the appropriate optical constants (either the
dielectric function or the refractive index) that optically characterizes the medium.
This is possible only if the inclusions or the particles can be considered small
compared with the wavelength (usually smaller than one-tenth of the wavelength). In
principle, there are two different approaches. The first consists in constructing an
averaged dielectric function starting from calculations of the local electric field
(a simple average with the volumes as weighting factors does not work in this case!),
for example, the so-called Lorentz–Lorentz relation. The second approach consists in
averaging the refractive indices according to

nh i ¼
X
i

fini ð3:75Þ

where ni represent the refractive indices of the individual materials and fi the part of
the volume that is occupied by themedium i inside the sample. Both approaches have
their merits and their drawbacks, so that it is not possible to decide a priori which
method should be used for a problem at hand.

If particles or ordered regions in a heterogeneous sample are large compared with
the wavelength, then the reflectance has to be averaged directly according to

Rh i ¼
X
i

fiRi

Th i ¼
X
i

fiTi

ð3:76Þ

where Ri and Ti are the reflectances and transmittance of the corresponding
homogeneous media.

The same applies to samples that consist of one sort of particles or ordered regions
if the ordered regions are anisotropic. If the ordered regions are randomly oriented,
the resultingmedium is optically isotropic. If the ordered regions are small compared
with the wavelength, the medium can be characterized by an averaged refractive
index or an averaged dielectric function. As a consequence, such amediumno longer
converts linear polarized light into elliptically polarized light. Such a conversion,
however, still takes place if themedium consists of large ordered regions. This can be
easily verified with, for example, a microscope. If linear polarized light is used and
a second polarizer oriented perpendicular to the first is employed, usually no light
should be transmitted. However, since the ordered regions are large enough to be
optically resolved in the microscope, they convert linear polarized into elliptically
polarized light, the ellipticity depending on the dielectric tensor and the orientation of
the ordered region.

In addition to the discussed deviations from the simple optical model of two semi-
infinite media separated by a smooth interface, numerous further deviations are
possible, for example, a quasi-continuous change of the refractive index, a
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non-homogeneous layer thickness, and so on. Fairly often such aberrations lead to
changes in the spectra such as band shifts and intensity and shape changes, which
can easily lead to the conclusion that the sample has different properties on
a molecular level compared with a reference sample. Therefore, if a spectrum is
to be interpreted quantitatively, it is important to model correctly the �optical
influences� in order to obtain and interpret the optical constants with regard to the
molecular level.

3.6
Nonlinear Optics

3.6.1
Nonlinear Polarization

The recent progress in the development of high-intensity ultrashort lasers (see
Section 3.7) made it possible to utilize nonlinear optical phenomena in
microscopy to create a higher microscopic/imaging contrast. Nonlinear micros-
copy methods have been successfully applied for the investigation of biological
samples and have revolutionized many areas of biophotonics research. Non-
linear microscopy spans a multitude of different technologies from, for
example, multi-photon fluorescence microscopy to label-free methods such as
the generation of the second or third harmonics and also coherent anti-Stokes
Raman scattering (CARS) microscopy. The application of these nonlinear
microscopy techniques opened up exciting new possibilities for studying
important biomedical processes. This section aims to provide a general
introduction to the basic physical principles of nonlinear light–matter interac-
tion phenomena.

So far we have only considered the case where the polarization responds
linearly to the electric field, which is the case for normal light intensities. Here an
incoming electromagnetic wave induces a dipole oscillating at the same frequen-
cyv as the exciting wave. This oscillating dipole acts as a source for the emission
of a secondary wave with frequency v, that is, it must radiate and produce light
with a frequency equal to the oscillation frequency. Such linear light–matter
interactions are characterized by a linear dependence between the signal intensity
and the irradiating light intensity and by the fact that no new frequencies are
generated in a linear regime. This linear regime has been described in Section 3.2
by a harmonic approximation where the displacement of an electron attached to
a spring from its equilibrium position is considered to be small. This harmonic
representation is expressed by employing Hook�s law, which states that the
displacement of a spring is directly proportional to the applied force. In
the equilibrium the external force of the electromagnetic wave is balanced by
the force of the spring. It is well known that Hook�s law is no longer valid when a
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large force or displacement is applied to the spring. A large oscillating force acting
on the electron spring corresponds to large electric fields and thus to high light
intensities. Hence for high light intensities, the electron movement becomes
nonlinear and has to be described by an anharmonic potential. As a consequence,
the emitted light is no longer identical with the incident light andnew frequencies
are generated. On illumination of matter with intense light, the polarization of
a molecule is no longer linearly proportional to the applied electric field and we
have to consider the polarization by a power series expansion in the applied
electric field resulting in a nonlinear polarization.

The interested reader is referred to [3, 10–12] for further details.

The mathematical description of the nonlinearity between polarization ~PðtÞ and
electric field strength ~EðtÞ is expressed by a power series:

~PðtÞ=e0 ¼ xð1Þ �~EðtÞ þ xð2Þ : ~EðtÞ �~EðtÞ þ xð3Þ �: ~EðtÞ �~EðtÞ �~EðtÞ þ . . . ð3:77Þ

inwhich x ið Þ are iþ 1 rank susceptibility tensors, that is, x 1ð Þ is the linear susceptibility
whereas the higher order terms x 2ð Þ (second-order susceptibility), x 3ð Þ (third-order
susceptibility), and so on are the nonlinear susceptibilities. Since xð1Þ

�� ��� xð2Þ
�� ��

� xð3Þ
�� ��, nonlinear polarization effects can be seen only for or high field strengths.

The magnitude of the nonlinear susceptibility depends on the nature and symmetry
of the matter and is a measure of the size of the nonlinear restoring force during the
distortion of the electron cloud by the incoming light wave.

Under the assumption of a power series expansion in just one dimension
(neglecting the tensor characteristics of the susceptibility and vector characteristics
of the field strength), the polarization can be written as

PðtÞ=e0 ¼ xð1Þ � EðtÞþ xð2Þ �EðtÞ �EðtÞþ xð3Þ �EðtÞ �EðtÞ �EðtÞþ � � � : ð3:78Þ

Nowwe can separate the polarization PðtÞ into a linear part PlinðtÞ and a nonlinear
part PNLðtÞ:

PlinðtÞ ¼ xð1Þ �EðtÞ

PNLðtÞ ¼ xð2ÞE2ðtÞþ xð3ÞE3ðtÞþ � � � :
ð3:79Þ

In the following we will discuss the consequences of the nonlinear polarization
PNLðtÞ in light–matter interaction. We will start with a simple example and calculate
the polarization with a plane wave approach, that is, inserting EðtÞ ¼ E0cosvt into
Equation 3.78 resulting in

PðtÞj j ¼ e0 � xð1ÞE0cosðvtÞþ e0 � xð2ÞE2
0cos

2ðvtÞþ e0 � xð3ÞE3
0cos

3ðvtÞþ � � � :
ð3:80Þ

By employing the trigonometric relations
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cos2a ¼ 1
2

1þ cos 2að Þ

cos3a ¼ 1
4

3cosaþ cos 3að Þ
ð3:81Þ

the polarization can be rewritten as

jPðtÞj ¼ e0x
ð1ÞE0cos vtð Þþ 1

2
e0x

ð2ÞE2
0 1þ cos 2vtð Þ½ �

þ 1
4
e0x

ð3ÞE3
0 3cos vtð Þþ cos 3vtð Þ½ � þ . . . :

ð3:82Þ

It can be seen that the nonlinear terms in the expansion series of the polarization lead
to polarization terms vibrating at different frequencies:

. xð2Þ induces a term oscillating with twice the frequency of the incoming wave 2v
and a temporally constant term called optical rectification.

. xð3Þ results among other terms in a polarization oscillating with the triple
frequency 3v.

In Section 3.3, we have seen that employing the linear polarization ~P lin in
~D ¼ e0~E þ~P lin ¼ e0er~E ¼ e~E as source term within the Maxwell equations leads
to the irradiation of an electromagnetic wave of frequency v. By following the same
derivation as outlined in Section 3.3 (see Equations 3.23–3.26) and using the relation
~D ¼ e0~E þ~P lin þ~PNL ¼ e0er~E ¼ e~E results in a nonlinear wave equation:

q2~E

q2z
� xð1Þ þ 1
h i

e0m0
q2~E
qt2

¼ m0
q2~PNL

qt2
: ð3:83Þ

Now we assume a medium where we have to consider only the lowest order
nonlinearity, that is, xð2Þ:

. For small electric field strength E, we can neglect PNL. Thus we obtain the
undisturbed propagation of an electromagnetic wave Eðz; tÞ ¼ E0expðivt�ikzÞ
according to its dispersion relation with the refractive index n0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x 1ð Þ þ 1

p
(see 3.4þ 3.6.3).

. However, if we increase the field strength ~E , we have to consider the term
m0 � q2~PNL=qt2 within the nonlinear wave Equation 3.83. If we choose a planewave
approach, Eðz; tÞ ¼ E0 expðivt�ikzÞ, and assume that the field envelope E0 varies
slowly with z, we obtain

m0
q2~PNL

qt2
¼ e0m0x

ð2Þv2E2
0 expði2vt�i2kzÞ½ �: ð3:84Þ

The right side of Equation 3.84 contains a term oscillating with frequency 2v.
This term is responsible for the generation of light with a double frequency (half
wavelength), which is called second harmonic generation (SHG) (see also
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Section 3.6.2). Within the photon picture, one photon of frequency 2v is
generated from two photons of frequency v.10)

Generally, the different frequency contributions of the nonlinear polarization will
lead to an emission of electromagnetic waves with exactly these frequencies. The
dipole moments induced under the influence of an incoming electromagnetic wave
act as sources of new electromagnetic waves whose frequency spectrum is deter-
mined by that of ~P ¼ ~P lin þ~PNL.

Now we want to examine the frequency spectrum of the polarization induced by
two plane waves with frequencies v1 and v2, that is

wave 1 : E1ðz; tÞ ¼ E0
1cos v1t�k1zð Þ

wave 2 : E2ðz; tÞ ¼ E0
2cos v2t�k2zð Þ:

Superposition of both waves E1 and E2 in the medium and considering only the
polarization at the lowest nonlinear order results in

PðtÞ=e0 ¼ xð1Þ E1 þE2ð Þþ xð2Þ E1 þE2ð Þ2 þ � � � : ð3:85Þ
The linear contribution of the polarization PlinðtÞ=e0 ¼ xð1ÞE1 þ xð1ÞE2 leads to two

waves which will propagate independently of each other in the medium, that is, the
two waves possess different propagation velocities. Now we want to evaluate the
nonlinear part of the polarization, PNLðtÞ=e0 ¼ xð2ÞðE2

1 þ 2E1E2 þE2
2Þ. By inserting

the fields E1ðz; tÞ and E2ðz; tÞ and employing common trigonometric relations, the
nonlinear polarization can be expressed by

10) Light shows the properties both of waves
(electromagnetic waves) and of particles
(photons). To understand its nature
completely, both concepts are needed.
According to the duality principle developed
by de Broglie in 1923, electromagnetic radi-
ation is both

. a current of particles named photons, which
carry a measurable momentum, and

. a vibration (wave), which is a disturbance
propagating in space and time carrying ener-
gy with it.
Both concepts are simultaneously needed,
since it is not possible to explain all properties
of light with only one model. According to de
Broglie, photons have corresponding to their
momentum an energy characteristic for their
spectral range and the equivalent wave are
characterized by

. the speed of light c, which is characteristic for
all electromagnetic waves in vacuum and is
given by approximately 3� 108m s�1,

. the frequency n (Hz¼ s�1), and

. wavelength l (m).

Between momentum p and frequency or wave-
length and between energy and frequency or
wavelength, the following relations hold:

p ¼ h
l
¼ hn

c

E ¼ hn ¼ h
c
l

where h is the quantum of action according to
Planck. Depending on the frequency of the radi-
ation, the properties of either a wave or a particle
dominate in light–matter interaction. However, in
the frequency range in which we are most inter-
ested in this book, we can mostly focus on the
wave properties, as these will allow us to under-
stand most phenomena of light interaction with
biological matter.
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PNLðtÞ ¼ 1
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xð2Þ �

ðE0
1Þ2cos½2ðv1t�k1zÞ�þ

ðE0
2Þ2cos½2ðv2t�k2zÞ�þ

2 �E0
1E

0
2fcos½ðv1 þ v2Þt�ðk1 þ k2Þz�g

2 �E0
1E

0
2fcos½ðv1�v2Þt�ðk1�k2Þz�g

ðE0
1Þ2 þ ðE0

2Þ2

0
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1
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!P2v1 SHG of v1

!P2v2 SHG of v2

!Sum frequencyv1 þ v2

!Difference frequencyv1�v2

!Optical rectification:

Thus, already the first nonlinear term of the polarization leads to the emission of
five different frequencies. In the next section we will see that which of these new
frequency contributions is generated within the nonlinear medium with high
efficiency depends on the so-called phase matching condition.

3.6.2
x 2ð Þ Processes

xð2Þ processes that are of significance to biophotonics are SHG (also called
frequency doubling), sum frequency generation, difference frequency genera-
tion, and optical parametric generation.However, not allmatter can support these
kinds of nonlinear optical effects. In particular for susceptibilities of even order,
such as for xð2Þ, a very important symmetry relationship is valid: for materials
possessing a center of inversion the even order susceptibilities are identically
zero. This is the case for all gases, liquids, and amorphous solids. xð2Þ processes
can be induced only in materials without inversion symmetry, such as optically
anisotropic, that is, birefringence systems (see Section 3.5.3) or at the surface of
a material where the inversion symmetry is always broken.

Thus, for example, SHGmicroscopy canbeused to highlight the spatial distribution
of highly ordered non-centrosymmetric structures. Collagen is the most prominent
protein structure in mammalian tissue that is characterized by these prerequisites for
efficient SHG. Generally, during the development of various diseases, collagen
structures underlie alterations which are readily detectable bymeans of SHG imaging.
SHG allows one to image selectively the distribution of ordered collagen.

Furthermore, xð2Þ processes and also many other nonlinear processes require
phase matching to be efficient. Essentially this means that a proper phase
relationship between the interacting waves (for optimum nonlinear frequency
conversion) is maintained along the propagation direction. For phase-matched
SHG, thismeans that amacroscopic frequency-doubledwave can be formed if the
fundamental and frequency-doubledwave propagate with the same phase velocity,
that is, the refractive index at the fundamentalv has to match the refractive index
at the second harmonic 2v: nðvÞ ¼ nð2vÞ. This phasematching condition for xð2Þ

processes can only be achieved in birefringence materials.
For this subsection, for further descriptions of xð2Þ processes [10, 13] can be

used.

3.6 Nonlinear Optics j133



Let us assume that we have an isotropic medium with a center of inversion (e.g.,
cubic crystal or gas). If we apply an electric field in one direction, for example þ y, the
induced polarization also points in the same direction, that is, in the þ y direction.
The application of an electric field in the opposite direction, that is, the�y direction,
has to lead to a polarization also pointing in the �y direction. A crystal or a gas with
inversion symmetry is isotropic and looks the same from all sides. This means
that the respective forward and backward directions around the individual atoms
are the same, that is, thematerial properties such as xð1Þ and xð2Þ must not be changed
by space inversion, for example, xð1Þðx; y; zÞ ¼ xð1Þð�x;�y;�zÞ and xð2Þðx; y; zÞ ¼
xð2Þð�x;�y;�zÞ (see Figure 3.23).

Hence for linear polarization it follows that

þ y direction : Plin ¼ xð1ÞEðtÞ ð3:86Þ

�y direction : Plin ¼ xð1Þ �EðtÞ½ � ð3:87Þ

which is consistent. However, on changing the y direction from þ to �, a
discrepancy for the second-order nonlinear polarization arises:

þ y direction : PNL ¼ xð2ÞE2ðtÞ ð3:87aÞ

�y direction : �PNL ¼ xð2Þ �EðtÞ½ �2: ð3:87bÞ
Equation 3.87b can be only fulfilled if

. xð2Þ depends on the field direction (þ =�y), which is impossible due to the center
of inversion, that is, isotropic material.

. EðtÞ ¼ 0, which represents a trivial case with no meaning for optics.

. xð2Þ ¼ 0.

This example shows that the second-order polarization vanishes in materials with
inversion symmetry. The second-order polarization can only be induced in media
without a center of inversion. Exceptions are surfaces or interfaces where the

y

E

(a) Case1: E field in y direction

y

E

(b) Case 2: E field in −y direction

Plin

Plin

PNL

PNL

Figure 3.23 Illustration of vanishing xð2Þ for materials with center of inversion.
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inversion symmetry is always broken. In general, second-order nonlinear
effects (and all even-order nonlinear processes) can only be induced in materials
without a symmetry center, surfaces, interfaces, or places where the symmetry
is broken.

In the previous section, we have seen that the interaction of two waves with
frequencies v1 and v2 leads to a second-order polarization which can oscillate at
different frequencies and therefore can act as a source for the irradiation of
electromagnetic waves with these different frequencies. According to these frequen-
cies, the most important xð2Þ processes for biophotonics are (see also Figure 3.24):

. SHG, also called frequency doubling

. sum frequency generation

. difference frequency generation

. optical parametric generation.

Optical parametric generation (see Figure 3.24) is a special xð2Þ process where an
incident photon of energy �hv1 (called pump) is divided into two photons (called
signal and idler) such that the sum of their energies �hv2 þ �hv3 is equivalent to the
incident photon energy �hv1. More details about this process can be found further
below.

These xð2Þ processes can be induced in materials where xð2Þ 6¼ 0. However, the
efficiency of a xð2Þ processes depends on the so-called phase matching condition. In
the following, we attempt to explain this important phenomenon of nonlinear
processes, phase matching condition, for the example of SHG.

Figure 3.24 Illustration of important xð2Þ processes.

3.6 Nonlinear Optics j135



The incoming wave of frequency v propagates through the xð2Þ medium with the
phase velocityuphðvÞ ¼ c=nðvÞ and generates light with the frequency 2v anywhere
in the medium. Due to dispersion, SHG light possesses a different phase velocity
uPhð2vÞ¼ c=nð2vÞ than the fundamentalwave. Inorder for amacroscopic frequency-
doubled wave to build up, the fundamental and frequency-doubled wave have
to propagate with the same phase velocity, that is, nðvÞ must be equal to nð2vÞ
(see Figure 3.25).

Light at 2v generated at the beginning of the material initially constructively
interferes with light further inside the material, therefore increasing the overall
intensity at 2v. However, after a certain distance, lPh ¼ coherence length, the light
generation takes place out-of-phase and the SHG intensity decreases. The SHG
intensity varies as a function of the propagating distance z within the material

I2vðzÞ e sinc2 pz
lPh

� �
� z2 with lPh ¼ l0

2ðnðvÞ�nð2vÞÞ : ð3:88Þ

The sinc function is defined by sinc ðxÞ ¼ sin x=x and has its maximum for
x ¼ 0 : sincð0Þ ¼ 1. This means that in order to generate SHG light at 2v efficiently,
it has to be guaranteed that the SHG generation proceeds with phase matching, that

Phase matching fulfilled: Δn = 0

Phase matching not fulfilled: Δn ≠ 0

Fundamental wave
SHG with phase matching
SHG without phase matching

Figure 3.25 Illustration of phase-matching condition.
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is,Dn ¼ nðvÞ�nð2vÞ ¼ 0 or nðvÞ ¼ nð2vÞ. Figure 3.26 shows the SHG intensity as
a function of the material thickness z for phase-matched and non-phase-matched
conditions. It can be seen that if phase matching is fulfilled (Dn ¼ 0), the SHG
intensity increases quadraticallywith z. For non-phase-matched conditions (Dn 6¼ 0),
the SHG intensity oscillates with the coherence length, 2lPh.

The phase matching condition nðvÞ ¼ nð2vÞ can be also seen as photon momen-
tum conservation, that is, the momentum~k of two photons of frequency v(�two red
photons in�)must be equal to themomentum~k of one photon of frequency 2v (�one
blue photon out�):

~kðvÞþ~kðvÞ ¼~kð2vÞ: ð3:89Þ
Equation 3.89 canbe derived fromEquation 3.35 by employing the phasematching

condition nðvÞ ¼ nð2vÞ. However, we have seen in Section 3.4 that normal disper-
sion prevents nðvÞ ¼ nð2vÞ from ever happening (see also Figure 3.27), hence
special materials are needed to ensure phase matching. In Section 3.5.3 we learned
that a wave, upon entering an anisotropic medium, decomposes into two waves with
mutual perpendicular polarization directions and traveling with different velocities.
In particular it is interesting to induce the xð2Þ processes depicted in Figure 3.24 for
optically uniaxial crystals exhibiting two polarization directions:

Thickness, z

S
H

G
 In

te
ns

ity
,  

I 2
ω

Phase matched Δn=0
No phase matching Δn ≠ 0

lPh

Figure 3.26 SHG intensity I2v as a function ormaterial thickness for phase-matched (Dn ¼ 0) and
non-phase-matched (Dn 6¼ 0) conditions.
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. ordinary wave experiencing a refractive index no and obeying Snell�s law (see
Equation 3.52)

. extraordinary wave with a refractive index ne depending on the angle W between
the direction of the wave and the z-axis, which is called the optical axis (see
Equation 3.73).

Thus, uniaxial crystals can be used to ensure phase matching if for a wavelength l

and a certain directionW the extraordinary refractive indexneð2vÞ for the SHGwave is
equal to the ordinary one noðvÞ for the fundamental wave. This means that for
a fundamental wave with a propagation direction W the phase matching condition
for an SHG process noðvÞ ¼ neð2vÞ is achieved and a macroscopic SHG wave of
frequency 2v can build up (see Figure 3.28).

Since ne depends on the propagation angle W (see Figure 3.28a), by rotating the
optical uniaxial crystal we can tune the phasematching condition precisely bymoving
the blue dispersion curve in Figure 3.28 up and down relative to the red curve. The
phase matching conditions for the other xð2Þ processes depicted in Figure 3.24 are

. sum frequency generation: k4ðv4Þ ¼ k1ðv1Þþ k3ðv3Þ

. Difference frequency generation: k3ðv3Þ ¼ k4ðv4Þ�k1ðv1Þ

. Optical parametric generation: k4ðv4Þ ¼ k1ðv1Þþ k3ðv3Þ ¼ kidler þ ksignal.

Technically relevant uniaxial crystals with large xð2Þ-values are as follows:
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Figure 3.27 Normal dispersion curve.
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. KDP: potassium dihydrogenphosphate (K2H2PO4)

. KD
P: potassium dideuteriumphosphate (K2D2PO4)

. ADP: ammonium dihydrogenphosphate

. LiNbO3: lithium niobate

. BBO: b-barium borate

. AgGaS2: silver thiogallate.

These crystals can be used to induce all the xð2Þ frequency conversion processes
sketched in Figure 3.24. By selecting the appropriate input beam or beams and by
adjusting the required phase matching condition, a selective enhancement of one
particular process is achieved. For optical parametric generation, a pump photon is
divided into two photons by interaction with the crystal, that is, light with ordinary
and extraordinary polarizations is generated. The ordinary polarized light is called the
signal and the extraordinary light is called idler. The wavelength of signal and idler
pulses is determined by the phasematching condition, which is changed by the angle
W between the pump light and the optical axis z of the crystal. Hence the wavelength
of the signal and idler waves can be tuned by varying W, that is, changing the phase
matching condition. The signal and idler light can subsequently be frequency
doubled or used for sum and difference frequency generation. Hence a wide range
of different frequencies (wavelengths) can be generated by the above-mentioned xð2Þ

frequency conversion crystals.

Angular Frequency, (a) (b)ω

R
ef

ra
ct

iv
e 

In
de

x,
 n

ω 2ω

ordinary refractive index no
extraordinary refractive index ne
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extraordinary refractive index ne(2ω)
ordinary refractive index no(2ω)
ordinary refractive index no(ω)

Figure 3.28 Phase matching in an optical uniaxial crystal. (a) Refractive index, ellipsoid, n0 and
ne(q) (adapted from [14]).
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3.6.3
xð3Þ Processes

xð3Þ processes that are of particular relevance for biophotonics are two-photon
absorption and the nonlinear Raman techniques stimulated Raman scattering
(SRS)andCARS.xð3Þphenomena, incontrast toxð2Þprocesses,canbeinducedinall
materials. As for xð2Þ processes, energy and momentum conservation (phase
matching) must be also fulfilled for xð3Þ phenomena. In the following, we focus
in particular on two-photon absorption, which is a consequence of the nonlinear
refractive index (CARS and SRS will be treated in detail in Section 3.13). For
sufficientlyhigh intensities I, the refractive indexcontains, inaddition to the linear
dispersion term n0ðvÞ, also a nonlinear term n2ðvÞ, that is, nðv; IÞ ¼
n0ðvÞþ n2ðvÞI. The intensity-dependent refractive index n2ðvÞ is determined
by xð3Þ and is also a complex function like the linear dispersion term n0ðvÞ. The
imaginary part of the nonlinear refractive index describes the two-photon absorp-
tion, which depends linearly on intensity. The real part of n2ðvÞ is responsible for
the nonlinear optical effects of self-focusing and self-phase modulation.

This section provides a general introduction to xð3Þ processes. The interested
reader is referred to [10, 13].

Equation 3.82 reveals that the third-order polarization Pð3ÞðtÞ, that is, the terms of
the power series expansion of the polarization depending on xð3Þ can be written as

Pð3ÞðtÞ�� �� ¼ 1
4
e0x

ð3ÞE3
0 3cosðvtÞþ cosð3vtÞ½ �

¼ 3
4
e0x

ð3ÞE3
0cosðvtÞþ

1
4
e0x

ð3ÞE3
0cosð3vtÞ:

ð3:90Þ

Then the third-order nonlinear wave equation appears as (see Section 3.6.1)

m0
q2~P

ð3Þ

qt2
¼ 9

8
e0m0x

ð3Þv2E3
0exp i3vt�i3kzð Þþ 3

8
e0x

ð3Þv2E3
0exp ivt�ikzð Þ:

ð3:91Þ
Here thefirst part describes the third harmonic generation (THG) in analogywith the
second harmonic generation (SHG) discussed above (see also Equation 3.84).
However, in the following we focus on the second term of the right-hand side of
Equation 3.91, which leads to an intensity-dependent refractive index. For the
derivation of the intensity-dependent refractive index, we consider exclusively the
terms of the polarization (see Equation 3.82) oscillating on v:

PðtÞj j ¼ e0x
ð1ÞE0cosðvtÞþ 3

4
e0x

ð3ÞE3
0cosðvtÞ

¼ e0E0 cosðvtÞ xð1Þ þ 3
4
xð3ÞE2

0

	 

:

ð3:92Þ
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Now we follow the same procedure as outlined in Section 3.3 (Equations 3.23 –

3.30). This involves differentiation of the left- and right-hand sides of the Maxwell
Equation 3.26 with respect to time, employing Maxwell Equation 3.25 to replace
q~B=qt, replacing~D by using~D ¼ e0er~E and usingMaxwell Equation 3.23 taking into
account that for nonconductingmaterials r ¼ 0, resulting in the following equation:

D~E ¼ m0
q2~D
qt2

ð3:93Þ

Now we replace ~D by ~D ¼ e0~E þ~P

D~E ¼ m0 e0
q2~E
qt2

þ q2~P
qt2

 !
ð3:94Þ

and employ for the polarization Equation 3.92

D~E ¼ m0e0 1þ xð1Þ þ 3
4
xð3ÞE2

0

	 
� 
q2~E
qt2

: ð3:95Þ

InSection3.3wehave seen that equationswhere the secondderivative of a quantity
with respect to position is linked to its second derivative with respect to time have
wave character. Thus Equation 3.95 is a wave equation with a velocityu given by (see
also Equation 3.31)

u ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ xð1Þ þ 3

4
xð3ÞE2

0

r � c ð3:96Þ

where we used the relation c ¼ 1=
ffiffiffiffiffiffiffiffiffi
e0m0

p
. From Equation 3.3, we know that the

velocity of an electromagnetic wave inside a medium is given byu ¼ c=n. Therefore,
when considering the third-order nonlinear term of the polarization oscillating with
frequency v (see Equation 3.92), the refractive index n yields

n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ xð1Þ þ 3

4
xð3ÞE2

0

r
: ð3:97Þ

With xð1Þ ¼ er�1 and n0 ¼ ffiffiffiffi
er

p
, it follows that the linear refractive index is given by

n20 ¼ xðvÞþ 1. Hence we obtain for the refractive index n (Equation 3.97)

n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n20 þ

3
4
xð3ÞE2

0

r
: ð3:98Þ

Expanding the square root to first order yields

n ¼ n0 þ
3
4
xð3ÞE2

0

2n0
: ð3:99Þ

The light intensity of a plane wave with linear polarization EðtÞ ¼ E0cosvt is
given by
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I ¼ 1
2
e0n0c E0j j2: ð3:100Þ

Hence inserting Equation 3.100 into Equation 3.99 yields

nðv; IÞ ¼ n0 þ 3xð3Þ

4n20e0c
� I: ð3:101Þ

Equation 3.101 shows that for sufficiently high intensities the refractive index
contains, in addition to the linear dispersion term n0ðvÞ, also a nonlinear part n2ðvÞI
that cannot be neglected:

nðv; IÞ ¼ n0ðvÞþ n2ðvÞ � I with n2ðvÞ ¼ 3xð3Þ

4n20e0c
: ð3:102Þ

If other higher order nonlinear polarization terms of odd order are also considered,
the refractive index can be expressed by

nðv; IÞ ¼ n0ðvÞþ n2ðvÞ � Iþ n3ðvÞI2 þ � � � : ð3:103Þ
The linear refractive index n0 refers to xð1Þ and is independent of the intensity. The

nonlinear refractive indices n2 and n3 are related to xð3Þ and xð5Þ, respectively, and
depend on the incident intensity.

In the following, the influence of the nonlinear refractive index on light–matter
interaction leading to important processes, the optical Kerr effect and two-photon
absorption, will be discussed in more detail.

3.6.3.1 Optical Kerr Effect
Let us assume the interaction of a laser beam with a Gaussian intensity profile
along the y-axis of sufficiently high intensity with a xð3Þ) medium (see Figure 3.29).

The spatial intensity distribution of a Gaussian laser beam leads to a spatial
variation of the refractive index over the beam profile within the medium. At the
beam edges, where the light intensity is low, the refractive index is small. However, at
the center of the light beam, where the intensity is highest, the refractive index is
much larger than at the edges. This effect that an intense light pulse, when traveling
in a medium, induces a varying refractive index of the medium is called the optical
Kerr effect. The larger refractive index in the center as comparedwith the edges of the
light beam leads to retardation of the light propagation. In other words, thewavefront
is bent and delayed substantially in the center part of the wavefront, which means
that the laser beam is being focused (see Figure 3.29). This phenomenon where
a medium, whose refractive index increases with the electric field intensity, acts as
a focusing lens for an electromagnetic wave is called Kerr-induced self-focusing.
Self-focusing is often observed when radiation generated by femtosecond lasers (see
Section 3.7) propagates through many solids, liquids, and gases.

A second effect that has its origin in the nonlinear refractive index is self-phase
modulation. As we will see in Section 3.7, ultrashort laser pulses exhibit a broad
frequency spectrum.Wehave seen above that the optical Kerr effect induces a varying
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spatial refractive index distribution within a medium through which the ultrashort
pulse is traveling. This variation in refractive index will produce a phase shift in the
pulse, leading to a change of the pulse�s frequency spectrum. The nonlinearity of the
refractive index acts via the wavenumber k ¼ 2pn=l on the phase of the light pulses.
The field distribution of a Gaussian light pulse at position z in the medium can be
expressed by

Eðz; tÞ ¼ E0ðtÞcosð�j½t; z�Þ with j½t; z� ¼ �v0tþ k � z: ð3:104Þ
With k ¼ 2pn=l and the intensity-dependent nonlinear refractive index
n ¼ n0 þ n2 � I, it follows for the phase:

j t; z½ � ¼ �v0tþ 2pn2IðtÞ
l0

þ 2pn0
l0

	 

� z: ð3:105Þ

This phase j½t; z� results in an instantaneous frequency vðtÞ:

vðtÞ ¼ � qj½t; z�
qt

¼ v0� 2pn2z
l0

� qIðtÞ
qt

ð3:106Þ

leading to a frequency shift of

dvðtÞ ¼ vðtÞ�v0 ¼ � 2pn2z
l0

� qIðtÞ
qt

: ð3:107Þ

Equation 3.107 shows that for the leading edge of the pulse ðqI=qt > 0Þ, the
frequency is shifted to lower frequencies (�redder� wavelengths) whereas for the
trailing edge of the pulse ðqI=qt < 0Þ, the frequency shifts to higher frequencies
(�bluer�) (see Figure 3.30). Hence the spectral profile of the pulse is increased. Such
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Figure 3.29 Illustration of Kerr-induced self-focusing: spatial intensity profile of a pulse traveling
through a xð3Þ medium (adapted from [4]).
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a generation of new frequencies by the optical Kerr effect is called self-phase
modulation (SPM). The extra frequencies generated by the SPM broaden the
spectrum of the pulse symmetrically. This spectral broadening is often utilized for
the generation of ultrashort laser pulses or so-called coherent white light continua,
which are very important for the realization of innovative nonlinear microscopic
approaches discussed throughout this book.

3.6.3.2 Two-Photon Absorption
In Sections 3.2 and 3.4, it has been shown that the susceptibility and also the
refractive index are complex quantities. This is also the case, of course, for the
nonlinear susceptibilities and refractive indices. This means that xð3Þ and also the
nonlinear refractive index can be separated into real and imaginary parts:
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Figure 3.30 Illustration of self-phase
modulation (SPM): the temporal intensity
profile of the pulse is shown. Ultrashort laser
pulse (top) traveling through a xð3Þ medium
experiences a frequency shift dvðtÞ because of

SPM: the front of the pulse is shifted to lower
frequencies whereas the back shifts to higher
frequencies. The frequency shift within the
center of the pulse is almost linear (adapted
from [4]).
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xð3Þ ¼ x
ð3Þ
R þ ixð3ÞI : ð3:108Þ

The real part of the third-order nonlinear susceptibility x
ð3Þ
R is responsible for the

optical Kerr effect described above whereas the imaginary part xð3ÞI is responsible for
the two-photon absorption, which will be discussed in the following.

Two-photon absorption describes the simultaneous absorption of two photons by
molecules to reach an excited state.11) Thereby the energies of the involved lower, 1,
and upper, 2,molecular states are equal to the sumof the energies of the two photons:
DE ¼ E2�E1 ¼ 2 � �hv (see Figure 3.31). Two-photon absorption is several orders of
magnitude weaker than linear absorption.

The light attenuation for a two-photon absorption as the wave travels along the
z-direction can be expressed by (see Equation 3.38 for one-photon absorption)

dI
dz

¼ �a2vI
2 ð3:109Þ

where a2v is the two-photon absorption coefficient

1

2

hω

hω

ΔE

Figure 3.31 Illustration of two-photon absorption.

11) Section 3.4 reports the classical description of
light absorption where we have seen that the
imaginary part of the refractive index k (called
absorption index) causes an electromagnetic
wave to weaken as a consequence of the
damping of the vibrations of electrons against
the core inside the medium. This description
was based on the simple atomic picture
known as the Lorentz atom. However, quan-

tum mechanics associates with molecules
discrete quantized energy levels (see Chapter
2). Later, in Sections 3.8 and 3.9, it will be
shown that if the quantum energy of a photon
matches the energy gap between two energy
levels, the photon can elevate the molecular
system from a lower to a higher state, that is,
the transition between twomolecular states is
induced by the absorption of a photon.
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a2v ¼ 3vxð3ÞI

2e0c2n20ðvÞ
: ð3:110Þ

In general, the simultaneous absorption of more than one photon is called multi-
photon absorption. Thereby the imaginary parts of the nonlinear refractive indices
n2; n3; . . . (see Equation 3.103), which depend on the nonlinear susceptibilities of
odd order, are responsible for these multi-photon absorption processes, that is, for
example, a three-photon absorption is described by the imaginary part of xð5Þ. Since
multi-photon processes require high excitation intensities, pulsed laser sources with
high peak powers, such as femtosecond titanium–sapphire lasers (see Section 3.7),
are required. The possibility of exploiting multi-photon absorption in multi-photon
microscopy has attracted a great deal of interest across all fields of biophotonics.
As we will see throughout this book, multi-photon microscopy has evolved
from a photonic novelty into an indispensable tool in biological and biomedical
research.

3.6.3.3 Other xð3Þ Processes
In addition to the optical Kerr effect and two-photon absorption, many other xð3Þ

processes exist. This can be easily seen by analyzing the third-order polarization Pð3Þ

induced in a xð3Þ medium by three plane waves with the frequencies v1, v2, and v3:

Pð3ÞðtÞ=e0 ¼ xð3Þ E1ðtÞþE2ðtÞþE3ðtÞ½ �3

¼ xð3Þ E1ðtÞ3 þE2ðtÞ3 þE3ðtÞ3
h

þ 3E1ðtÞE2ðtÞ2 þ 3E1ðtÞE3ðtÞ2 þ 3E1ðtÞ2E2ðtÞþ 3E1ðtÞ2E3ðtÞ
þ 6E1ðtÞE2ðtÞE3ðtÞþ 3E2ðtÞE3ðtÞ2 þ 3E2ðtÞ2E3ðtÞ�: ð3:111Þ

If we insert the three plane wave equations

E1ðtÞ ¼ E0
1cosv1t;

E2ðtÞ ¼ E0
2cosv2t;

E3ðtÞ ¼ E0
3cosv3t

and apply common trigonometric relations, the third-order polarization can be
expressed by

PðtÞð3Þ=e0 ¼ Pðv1ÞþPðv2ÞþPðv3Þ
þPð3v1ÞþPð3v2Þ�Pð3v3Þ
þPðv1 þv2 þv3ÞþPðv1 þv2�v3Þ
þPðv1 þv3�v2ÞþPðv2 þv3�v1Þ
þPð2v2 � v1ÞþPð2v3 � v1ÞþPð2v1 � v2Þ
þPð2v1 � v3ÞþPð2v3 � v2ÞþPð2v2 � v3Þ

ð3:112Þ

with
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Pðv1Þ ¼ xð3Þ
3
4
ðE0

1Þ2 þ
3
2
ðE0

2Þ2 þ
3
2
ðE0

3Þ2
� �

E0
1cosv1t

Pðv2Þ ¼ xð3Þ
3
4
ðE0

2Þ2 þ
3
2
ðE0

1Þ2 þ
3
2
ðE0

3Þ2
� �

E0
2cosv2t

Pðv3Þ ¼ xð3Þ
3
4
ðE0

3Þ2 þ
3
2
ðE0

1Þ2 þ
3
2
ðE0

2Þ2
� �

E0
3cosv3t

Pð3v1Þ ¼ 1
4
xð3ÞðE0

1Þ3cos3v1t

Pð3v2Þ ¼ 1
4
xð3ÞðE0

2Þ3cos3v2t

Pð3v3Þ ¼ 1
4
xð3ÞðE0

3Þ3cos3v3t

ð3:113Þ

Pðv1 þ v2 þ v3Þ ¼ 6
4
xð3ÞE0

1E
0
2E

0
3cosðv1 þ v2 þ v3Þt

Pðv1 þ v2�v3Þ ¼ 6
4
xð3ÞE0

1E
0
2E

0
3cosðv1 þ v2�v3Þt

Pðv1 þ v3�v2Þ ¼ 6
4
xð3ÞE0

1E
0
2E

0
3cosðv1 þ v3�v2Þt

Pðv2 þ v3�v1Þ ¼ 6
4
xð3ÞE0

1E
0
2E

0
3cosðv2 þ v3�v1Þt

Pð2v2 � v1Þ ¼ 3
4
xð3ÞðE0

2Þ2E0
1cosð2v2 � v1Þt

Pð2v3 � v1Þ ¼ 3
4
xð3ÞðE0

3Þ2E0
1cosð2v3 � v1Þt

Pð2v1 � v2Þ ¼ 3
4
xð3ÞðE0

1Þ2E0
2cosð2v1 � v2Þt

Pð2v1 � v3Þ ¼ 3
4
xð3ÞðE0

1Þ2E0
3cosð2v1 � v3Þt

Pð2v3 � v2Þ ¼ 3
4
xð3ÞðE0

3Þ2E0
2cosð2v3 � v2Þt

Pð2v2 � v3Þ ¼ 3
4
xð3ÞðE0

2Þ2E0
3cosð2v2 � v3Þt :

It can be seen thatmany different frequencies can be generated by xð3Þ processes. It
is important to note that these processes can be induced in all materials since for xð3Þ

(3.113)
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phenomena no symmetry restrictions have to be fulfilled. However, the efficiency of
these xð3Þ processes depends on the different phase matching conditions for every
single frequency component. In Section 3.11wewill discuss with SRS andCARS two
other important xð3Þ process for biophotonics.

3.7
Lasers

Modern biophotonic research is unthinkable without lasers. In particular, the
development of ultrashort laser pulse sources revolutionized the microscopy
sector by utilizing nonlinear optical phenomena as described in Section 3.6.
These ultrashort lasers allow amoderate amount of energy to be generated within
an extremely short time scale (pico- or femtoseconds). These ultrashort laser
pulses can be focused down to generate extremely high light intensities.

The laser (light amplification by stimulated emission of radiation) is based
on a process called stimulated emission, which occurs only in materials (so-
called active media or gain media) that have quantum states in which a state
with higher energy can become much more populated than a corresponding
lower energy state. In this way, the emission occurs in a coordinated way in
many atoms or molecules. Lasers are usually classified according to the
nature of the active medium, that is, the medium that gives rise to the
amplification of radiation by stimulated emission (gas, liquid, solid, photonic
crystal, fiber).

This section aims to provide a short introduction to the basic principles of lasers
with special emphasis on the generation of ultrashort laser pulses. Detailed
information can be found in [14–16].

A laser is an apparatus which emits light by a process called stimulated emission.
What renders the light of a laser so extraordinary is its unique properties:

1) Light from a laser is usually nearly monochromatic, which means that it has a
very narrow wavelength spectrum, in contrast to white light or so-called
blackbody radiation, which always consists of a very broad spectrum.

2) Laser light consists of a very narrow beamwith a low beam divergence, meaning
that the beam has a minimal tendency to spread while traveling through a (non-
scattering) medium.

3) Laser light can reach a very high spectral energy density, which renders it a very
valuable tool to investigate intrinsically weak processes such as Ramam scat-
tering (see Section 3.13).

4) The individual waves possess a high temporal and spatial coherence, meaning
that they are in-phase (see Figure 3.32) when they are emitted and even after
some time due to their narrow wavelength spectrum. The propagation distance
from a laser where the emitted wavemaintains coherence, that is, a well-defined
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phase relation, is called coherence length. Within the coherence length the
emitted light waves can interfere with each other.

To understand the lasing principle, it is necessary to investigate the connection
between the processes absorption, induced emission, and spontaneous emission
(note that absorption is always induced, therefore this is omitted from the term).
Figure 3.33 illustrates these processes. In the case of absorption, a photon induces
an atom or a molecule to step up from a ground state 1 to an excited state 2 (note that
the photon must be of the same energy as the difference between the states 1 and 2,
that is, DE ¼ E2�E1 ¼ hn). If the molecule is already in an excited state, there are
two possibilities: either another photon of the same energy induces the molecule to
fall back to the ground state by emitting a second photon, or the emission of
a photon can be spontaneous. The spontaneous process is therefore obviously not
dependent on the spectral energy density r of the electromagnetic field (see
Figure 3.33) at the place where the molecule is sited. N1 and N2 represent the
population density (of atoms or molecules) in the energy states 1 and 2 and B12, B21,
and A21 are the so-called Einstein coefficients, which are a probability measure of
the particular transition.

The precondition for laser activity is a population inversion: in thermodynamic
equilibrium, the ground or energetically lower state is stronger occupied than its
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Figure 3.32 Sine waves that possess the same as compared with sine waves with different phase.
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energetically higher pendant according to Boltzmann if the degree of degeneracy gi
equals unity:

N1

N2
¼ g1

g2

exp � E1
kT

� �
exp � E2

kT

� � ¼ g1
g2
exp �DE

kT

� �
¼ g1

g2
exp � hn

kT

� �
ð3:114Þ

where, k denotes Boltzmann�s constant and T represents the thermodynamic
temperature. The energy difference between states 1 and 2 equals the photon energy
hn. A laser is possible only if a population inversion can be caused by a pumping
process so that the population of an excited state is higher than that of a ground state.
This cannot be realized by optical pumping within two-state systems. Instead, a
system with at least three or four states is necessary (see Figure 3.34). In the system
displayed in Figure 3.34, the time constant A32 for a change from state 3 to 2 is much
higher than that for a change from state 3 to the ground state 0 A30. Therefore, most
entities will use the right path. As, on the other hand, the transition from state 2 to 1 is
slow, an inversion of the populationwill be established. If it is possible to preserve this
inversion, then a continuous beamwill be permanently intensified (continuous wave
operation). Otherwise, an intensification can be achieved for only a short time,
resulting in a pulsed operationmodewhichwill also sometimes be desirable (e.g., for
ablation of material).

To obtain as strong an inversion as possible, it is of advantage if state 2 in the
system displayed in Figure 3.34 is depopulated only by induced emission and not by
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emission

Stimulated
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N1ρB12 N2A21 N2ρB21
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hω

Figure 3.33 Illustration of absorption and induced and spontaneous emission.
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spontaneous emission or nonradiative processes. On the other hand, it is desirable if
N1 remains small, meaning that state 1 should be depopulated as fast as possible.

Most lasers are composed of the following three components: (1) an activemedium
(gain medium), (2) a means to deliver energy to the gain medium (energy medium),
and (3) a highly reflecting optical cavity (resonator). The active medium is placed
inside the resonator, which consists of a tube of length L with two highly reflecting
mirrors at each end (see Figure 3.35). The resonator forms a standing wave cavity
resonator for light waves. The resonator modes of a laser are characterized by
radiation patterns which are reproduced on every round-trip of light in the resonator
cavity. Two types of resonator modes exist: (1) longitudinal modes and (2) transverse
modes. Longitudinal modes are axial standing waves and correspond to the wave-
length of thewave. The frequency distance between two adjacent longitudinalmodes
q and qþ 1 (axialmode distance) is given byDn ¼ c=2L. Transversemodes aremodes
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Figure 3.35 Active medium and resonator.

0

3

2

1

pump
energy A30 = 106s−1

A32 = 108s−1

A10 = 107s−1

A21 = 104s−1

Figure 3.34 Four-state energy level diagram to achieve population inversion.
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vibrating perpendicular to the long laser axis and are expressed by TEMmnq wherem
and n are the number of nodes in the two directions perpendicular to the
longitudinal optical axis and q is the longitudinal mode number. This means that
for every transverse mode many longitudinal modes can exist. Transverse modes
are determined by the geometry of the laser resonator. The TEM00 mode, for
example, exhibits a Gaussian beam shape with its maximum intensity in the center
of the beam. This TEM00 mode can be selected by placing an appropriately sized
aperture in the laser cavity.

The lowest frequency (q ¼ 1) is called the fundamental frequency. In the case of
a laser it is not desirable that the power is distributed over all possible frequencies.
Instead, the laser resonator is designed in such a way that the radiation energy will be
concentrated in only a fewmodes (ideally only one, Figure 3.36), whereas the energy
distributed by the gain medium to other modes will not be reflected but transmitted
to the outside.

The energy pump, which consists of either an electric current or light of different
frequency (pump laser), induces the stimulated emission inside the active medium.
The resulting light bounces back and forth many times between the twomirrors and
is increasingly (exponentially) amplified during the bouncing until saturation sets in
and a certain equilibrium state is established. As one of the mirrors is partially
transparent (R > 99%), part of the light leaves the resonator and constitutes the laser
beam. As certain losses occur within the resonator, for example, by absorption,
scattering by imperfections within the active medium, and of course through the

νν
qi−−2 qi−−1 qi qi++1 qi++2

Oscillating cavity modes

ΔΔνν = c/2L

laser
threshold

holes

gain

Figure 3.36 A laser cavity resonator restricts the number of oscillations to a few around discrete
resonance frequencies (adapted from [14]).
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leaving radiation, a minimum pump power is necessary to induce the laser, which is
called the lasing threshold (see Figure 3.36).

Depending on the nature of the medium, certain types of lasers can be distin-
guished. In gas lasers, gases form the active medium, for example, the helium–neon
laser, which emits at a variety of wavelengths of which the 633 nm line is very
common, and the carbon dioxide laser, which is very efficient at the IR wavelengths
9:6 and 10:6 mm. Also fairly often employed, for example in Raman spectroscopy, is
the argon ion laser with its most commonly used lines at 458, 488, and 514:5 nm.

Chemical lasers are powered by chemical reactions, for example, excimer lasers.
Excimer lasers usually generate UV light and are therefore used for the photolith-
ographic step in the production of microchips. Examples are the fluorine laser
(emitting wavelength 157 nm), the argon fluoride laser (193 nm), and the krypton
fluoride laser (248 nm).

Solid-state lasers involveacrystallineorglassyhostdopedwithions, forexample, the
ruby laser, which consists of corundum (crystalline Al2O3) doped with 0:05---0:1%
chromiumoxide (Cr2O3),whichcontributes theactual active ion.Anotherwell-known
dopant, neodynium, which is usually employed in yttrium-containing hosts such as
yttriumaluminumgarnet (YAG,Y3Al5O12), constituteshighpower lasers (Nd:YAG)in
theNIR spectral region at 1064 nm, which is also often used in its frequency-doubled
form at 532 nm. Also the titanium-doped sapphire laser should be mentioned, the
frequencyofwhich ishighly tunablebetween650and1100 nm,which isoften-used in
spectroscopy, especially as ultrashort pulses can be generated (see below). The
advantage of solid state lasers is a much higher inversion density due to the higher
material density compared with gases. As a consequence, the output power per unit
volume is generallymuchhigher, but requires efficient cooling asheat is generated by
unconvertedpumppower.Asolution to thisproblemis tousefiber lasers, inwhich the
host medium consists of glass, which is drawn into fibers. A characteristic of fiber
lasers is that the exciting light can be guided through long gain regions and an
advantageous surface area-to-volume ratio is achieved, which easily allows efficient
cooling. Another type of solid-state laser is semiconductor lasers, for example, laser
diodes.Theyareoftenused topumpother lasersdue to theirhighefficiency anddue to
the broad wavelength region that they cover (about 375–1800 nm).

Other types of lasers are photonic crystal lasers (consisting of well-ordered nanos-
tructures leading to mode confinement), free electron lasers (widely tunable and with
high output butwithhigh cost and space considerations, hence not standard laboratory
equipment), and also dye lasers in which organic dyes are employed as active media.

For more details concerning laser types, see Chapter 4.

3.7.1
Mode Locking

As outlined in Section 3.6, for inducing nonlinear optical effects [e.g., multi-photon
absorption, SHG, THG, CARS, SRS (see Section 3.6)], pulsed lasers with high peak
intensities are required. An ultrashort pulse of light is a laser pulse whose time
duration tp is in the order of femtoseconds (10�15 s). Suchpulses are characterized by
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a broadband optical spectrum determined by the inverse pulse length tp. Ultrashort
pulses are created by mode-locked oscillators.

In the following we briefly introduce themode-locking technique used to generate
ultrashort light pulses. A laser cavity playing the role of a frequency selector as
described above allows oscillations in only a very few narrow-frequency domains and
therefore cannot deliver ultrashort laser pulses. In otherwords, a laser operating in its
free multimode regime oscillates simultaneously over all the longitudinal modes for
which the gain is greater than the cavity losses. Lasers in a free-running regime
produce waves with a mixture of longitudinal modes with a random mode-to-mode
phase relationship. Since each longitudinal mode oscillates independently of
the other modes, the output intensity of a laser operating in its free multimode
regime is a chaotic sequence offluctuations (see theupper part of Figure 3.37).Hence
the intensity output of a freemultimode regime laser results from the interference of
longitudinal modes with random phase relationships. However, if it would be
possible to lock the phases of the oscillating longitudinal modes, that is, to establish
a fixed phase relationship the laser output would consist of a periodic sequence of
pulses. In otherwords, the constructive interference of longitudinalmodes generates

random multi−mode

mode locked

t

Iout

t

Iout

ΔT

Figure 3.37 Illustration of the mode-locking principle (adapted from [16]).
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a wave packet which oscillates back and forth within the laser cavity. This means that
the laser beam consists of a periodic series of pulses with a repetition time T ¼ 2L=c
(see the lower part of Figure 3.37). The width of the pulses (pulse duration Dtp)
depends on the number of modes N contributing to the wavepacket, that is, the
number of phase-locked longitudinal modes: Dtp � N. Pulses which are generated
with identical initial phases are called Fourier transform limited. Figure 3.37 depicts
schematically the mode locking principle to generate short laser pulses.

Now the question arises of how to produce mode locking, that is, a fixed phase
relationship between the oscillating longitudinal modes. One method to achieve
mode locking is to introduce a nonlinear medium inside the cavity, which is able to
promote stronger intensities inside the cavity. By doing so, initial intensitymaxima of
a laser running in a freemultimode regime (see Figure 3.37)will growmuch stronger
at the expense of less intense temporal features because of the competitionwithin the
gain medium. Eventually the situation arises where all the cavity energy is concen-
trated in a single pulse.However, the selection of a single starting intensitymaximum
in the time domain is totally equivalent to establishing a fixed phase relationship
between the oscillating longitudinalmodes in the frequency domain. In other words,
the introduction of a nonlinear medium promoting stronger intensity starts mode
locking out of normal intensity fluctuations. This means that one starting intensity
fluctuation is slightly more intense than the others and is promoted by the nonlinear
medium and therefore reduces its losses.

One of the most successful schemes of mode locking is Kerr lens mode locking
(KLM).Thisscheme,which isalsocalledself-mode locking, isbasedontheopticalKerr
effect (self-focusing), which was described in Section 3.6.3. Here, the laser medium
actsasaKerrmedium,that is,high-intensity lightisfocuseddifferently tolow-intensity
light due to the intensity-dependent nonlinear refractive index. That means that the
active lasermediumdecreases the losses of the initially stronger intensity peaks of the
laser cavity bybehaving like a lens (seeFigure 3.38).Hence strong intensitymaximaof
the laser cavity are much more strongly focused than the weaker ones, for which
focusing is negligible, and the transverse laser wave structure with respect to its
intensity ismodified. By carefully inserting an aperture or a slit in the laser cavity, the
differences between the losses undergone by the weak intensities and those under-
goneby the intensitymaxima canbe increased.Most of the stronger intensitymaxima
can pass through the aperture whereas the weak intensity maxima are blocked.

This KLM principle exists in the most successful femtosecond laser in biopho-
tonics, the titanium–sapphire (Ti:sapphire) laser. The active lasing medium consists
of a sapphire crystal (Al2O3) which is doped with titanium atoms. The Ti:sapphire
lasers are pumped by other lasers with a wavelength around 500 nm. The Ti:sapphire
laser emit red and NIR light. Figure 3.39 depicts the configuration of a KLM Ti:
sapphire laser.

Such KLM Ti:sapphire lasers routinely generate pulses of less than 100 fs at a
repetition rate of 80MHz with an average power of 1W. This corresponds to peak
powers of close to 100 kW, which allows a great variety of nonlinear effects to be
induced. Hence the KLM Ti:sapphire laser has become the most important light
source for nonlinear microscopy in biophotonics.
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Figure 3.39 Cavity design of a KLM Ti:sapphire laser.
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Figure 3.38 Illustration of the Kerr lens mode locking principle.
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3.8
Infrared Spectroscopy

In Chapter 2, it was shown that for the description ofmolecular systems quantum
effects need to be considered. Thismeans that the energy of amicroscopic system
is quantized, that is, divided into well-defined energy portions. Molecules exhibit
certain movement patterns, that is, the molecular degrees of freedom can be
classified into translation, rotation, and vibration. The energy of all these degrees
of freedom is quantized. Likewise, the electron energy in amolecule is quantized.

This section deals with molecular vibrations. A polyatomic molecule exhibits a
multitude of vibrations. Of interest are the so-called normal mode vibrations.
These vibrational motions differ from each other by different atomic displace-
ments. One can differentiate between pure stretching (chemical bonds are
stretched or compressed) and pure bending (bond angles are changed) vibrations,
and mixed forms exhibiting both stretching and contraction of chemical bonds
and extension and reduction of the bond angles. The easiestway to describe such a
vibration is by approximating or describing the chemical bond as atoms held
together by a spring. The vibrational frequency then depends on the atomic mass
and the spring force constant. The atoms move during a vibrational period
towards or away from each other. Thismovement is repeated periodically and can
be easily described by a harmonic oscillator. A harmonic oscillator is a system
performing periodic vibrations about its equilibriumpositionwhere the restoring
force F is direct proportional to the displacement. According to quantum theory,
the vibrational energy is also quantized. Light with the appropriate frequency can
be absorbed by the ensemble of vibrating molecules, promoting them from the
vibrational ground state into the first excited vibrational state. The light frequen-
cies required to excite vibrational absorptions directly covers the spectral range
from 2.5 to 1mmor, in spectroscopic wavenumber units, from 400 to 4000 cm�1.
This frequency range is also called the mid-infrared (MIR) region.

Since the number and type of vibrations depend directly on the atoms present
in the molecule and in particular how these atoms are chemically bonded to each
other, IR absorption spectra can be considered as a molecular fingerprint of the
molecules existing in a biological sample. Moreover, the energy of the vibrational
transition depends on the chemical environment in which the molecules are
embedded. Therefore, vibrational spectroscopy provides a key to learning about
the molecular environment in which the molecules are located. However, the
application of IR absorption spectroscopy or microscopy in biophotonics is often
hindered by the presence ofwater, sincewater exhibits broad IR absorption bands,
causing a large background.

This section provides a general introduction to IR absorption spectroscopy. A
complete detailed description of IR absorption and IR spectroscopy is given in [5].

The energy of a molecule consists of translational energy (the center of gravity of
the molecule moves), rotational energy (the molecule rotates around the center of
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gravity), vibrational energy (the distances of the atoms vary), and electronic energy
(electrons are in excited states). In this section we focus on the vibrations of a
molecule, which are usually excited in the IR spectral range. This range extends from
about 10 to 12 800 cm�1, a unitwhich is the inverse of thewavelength and is generally
preferred in IR (and in Raman) spectroscopy. In microns this range is from 1000 to
0:78 mm. Generally, the IR spectral range is further divided into the parts near-
infrared (NIR, 4000---12 800 cm�1), mid-infrared (MIR, 400�4000 cm�1) and far-
infrared (FIR, also called the terahertz regime, 10�400 cm�1).

A polyatomic molecule exhibits a multitude of vibrations. However, of interest are
the so called normal mode vibrations. Normal modes describe collective, indepen-
dent, and synchronous vibrational displacements (motions) of atoms or groups of
atoms within molecules. Since the normal modes of a molecular system are
independent of each other, that is, they do not couple with each other, they can
be excited without exciting another normal mode. A nonlinear N-atomic molecule
exhibits 3N�6 normal modes. This can be easily understood by analyzing the
different molecular degrees of freedom, namely translation, rotation, and vibration.
If we consider a molecule consisting of N atoms, the N atoms could move
independently through the space by varying one of its three coordinates (x; y, and z)
if they are not connected via chemical bonds. This independent motion would result in
3N translational degrees of freedom. However, the atoms in a molecule cannot move
independently through the space but only the whole molecule as an entity. Hence the
motion of the molecule through the space can be described by the three directions in
space x; y, and z. Therefore, these three degrees of freedom describe the trans-
lationalmotion of thewholemolecule in space from the the entirety ofmotions, that
is, of the 3N degrees of freedom, only 3N�3 remain. By taking into account that a
molecule can rotate along the three axes of the coordinate system, we need to
subtract three more degrees of freedom for the rotational motion. Of the original
3N degrees of freedom, only 3N�6 remain.12)These remaining degrees of freedom
can be assigned to the vibrational degrees of freedom (displacements of the atoms
against each other), that is, the normal modes of the molecule. The four normal
modes of CO2 are shown in Figure 3.40. These vibrationalmotions differ from each
other by different atomic displacements. One can differentiate between pure
stretching (chemical bonds are stretched or compressed) and pure bending (bond
angles are changed) vibrations, and mixed forms exhibiting both stretching and
contraction of chemical bonds and extension or reduction of the bond angles.

The easiest way to describe such a vibration is by approximating or describing the
chemical bond as atoms hold together by a spring. In this view,we consider the atoms
as mathematical points with masses that are connected by massless springs. These
springs represent the bonds between the atoms. The vibrational frequency then
depends on the atomicmass and the spring force constant. The atomsmove during a

12) For nonlinear molecules, three coordinates are needed to describe their orientation in space.
However, for linear molecules, two coordinates are sufficient since the moment of inertia for rotation
around the molecular axis is vanishingly small (i.e., rotation only takes place around the two axes
perpendicular to the molecular axis). This means that three or two degrees of freedom which remain
after subtracting the three translational degrees of freedom belong to the rotation of the molecule.
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vibrational period towards or away from each other. This movement is repeated
periodically and can be easily described by a harmonic oscillator. In the following we
examine the resulting equations for a harmonic oscillator for the simplest case of
a diatomic molecule (see Figure 3.41a).

Classically, the potential energy of a molecule depends on the distance R between
the nuclei. A good approximation of this curve, at least around the equilibrium
distance R0, is given by a parabola which is represented by the equation
V ¼ 1=2ð ÞkðR�R0Þ2 ¼ð1=2Þkx2, where R�R0 ¼ x is the displacement from the

Equilibrium Distance, R0

m1 m2 μ
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Figure 3.41 Illustration of the replacement of the molecule by an equivalent spring pendulum.

asym. stretching
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sym. stretching
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bending mode 1

bending mode 2

Figure 3.40 Four normal modes of CO2. The atoms move along the arrows. These vibrational
motions exhibit different vibrational frequencies and can be excited independently, bendingmode 1
and 2 are identical but mutual perpendicular motions.
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equilibrium position, k is the force constant, and V is the potential energy. Such a
relation is the consequence of assuming a restoring force, which is proportional to
x ¼ R�R0 with proportionality constant k, given by F ¼ �dV=dR¼�kðR�R0Þ¼
�kx. It can be shown that the vibration of a diatomic molecule with two masses m1

andm2 is equivalent to that of a so-called reduced mass m in a spring pendulum (see
Figure 3.41b), with the reduced mass given by

m ¼ m1 �m2

m1 þm2
: ð3:115Þ

Note that if one mass is much smaller than the other, than the small mass is to a
good approximation the reducedmass. As a consequence, ifHatoms are involved in a
vibration, nearly exclusively these move, whereas the rest of the molecule remains
stationary.

If we assume that the displacements from the equilibrium position of the spring is
small, the force that tries to push or pull themass is proportional to the displacement
xðtÞ from the equilibrium position ðx ¼ 0Þ, FxðtÞ ¼ �k � xðtÞ, where k is again the
force (or the spring) constant. The situation is now equivalent to that of an electron
bound to a nucleus which we treated in Section 3.2. Applying Newton�s law,
F ¼ m � d2x=dt2, we arrive at an equation similar to Equation 3.11:

d2x
dt2

þ k
m
� xðtÞ ¼ 0 ð3:116Þ

where we have just replaced the mass of the electronme by the reduced mass m. As a
consequence, xðtÞ and its second derivative again differ only in a constant v0:

d2x
dt2

¼ �v2
0 � xðtÞ ð3:117Þ

with the solutions x0 � sinðv0tÞ, and the only difference that the constant v0 is now
given by v0 ¼

ffiffiffiffiffiffiffiffi
k=m

p
. This also shows that the dispersion relation that we derived in

Section 3.2 for an electronic excitation still holds true in the IR spectral range in spite
of the completely different nature of the excitation (see also Figure 3.11).

As v0 is directly proportional to the square root of the force constant k and
indirectly proportional to the square root of the reducedmassm, we can expect that the
wavenumber of a particular vibration will rise if we increase the bond strength
while keeping the masses constant or will decrease if the masses are increased while
the bond strength remains constant. This finding is exemplarily illustrated in the
following:

. In carbon monoxide, the oxygen and the carbon atoms are strongly bound by a
partial triple bond. As a diatomic molecule it has only one vibration which can be
found in theMIR region at 2143 cm�1. In the case of amore weakly bound C¼O
double bond in R1R2C¼O, as can be found, for example, in aldehydes (R1¼H,
R2¼ alkyl or aryl) or ketones (R1/R2¼ alkyl/aryl), the wavenumber is
downshifted to 1600�2000 cm�1. A further downshift can be noticed for alcohols
(R�OH) or ethers (R1�O�R2), where the C�O vibration appears between
1000 and 1200 cm�1 depending on the molecular groups R.
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. C�H vibrations can usually be found between 2800 and 3000 cm�1 in alkanes,
whereas in the deuterated species the C�D vibration usually shows up around
2100 cm�1 since the reduced mass has been almost doubled due to the atomic
mass of the deuterium atom being double that of the hydrogen atom.

As biological matter consists nearly exclusively of comparably light atoms such as
H, C, N, O, S, and so on, the fundamental vibrations of tissue can be found nearly
exclusively in theMIR region with the stretching vibrations involving the movement
of an H atom having the highest wavenumbers. A higher force is necessary to
lengthen or shorten a spring than to bend it, and the same is valid for molecular
vibrations. Accordingly, bending vibrations can be found at lower wavenumbers than
their corresponding counterparts.

In Section 2.2.3, it was shown that according to quantum theory the vibrational
energy of amolecule cannot be continuous but quantized. Thismeans that the energy
of a harmonic oscillator can only amount to

Ev ¼ vþ 1
2

� �
�h �v0 ð3:118Þ

where v is the quantum number of the harmonic vibration, �h is Planck�s constant
devided by 2p andv0 is the classically derived vibrational frequency (see above). This
quantum harmonic oscillator can be symbolized by horizontal lines inside the
parabolic harmonic potential (see Figure 3.42a). It can be seen that the energy levels
form a uniform ladder with a spacing of �hv0. Furthermore, the vibrating quantum
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Figure 3.42 Comparison between (a)
harmonic and (b) anharmonic oscillator. The
anharmonic oscillator considers the fact that
molecules can dissociate for high vibrational
energies. Whereas for the harmonic
oscillator the energy distance between the

vibrational levels is constant, the
corresponding energy difference
decreases for the anharmonic
oscillator with increasing energy until
a continuum is reached where dissociation
takes place.
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mechanical system possesses a zero point energy of 1/2�hv0 because the smallest
allowed value of v is 0. Thismeans thatmolecules are always vibrating and are never at
�rest.�

Since normal modes can be excited independently (they are decoupled), every
normal mode q is a harmonic oscillator independent of the rest of the molecule:

Eqv ¼ vq þ 1
2

� �
�hv0;q ð3:119Þ

where vq is the vibrational quantum number of the normalmode q,v0;q ¼
ffiffiffiffiffiffiffiffiffiffiffi
kq=mq

q
is

the vibrational frequency of the normal mode q with mq the effective mass of the
vibration, that is, ameasure of themasswhich ismovedduring the vibration, and kq is
the force constant of the normal mode. Hence the total vibrational energy Evib of
polyatomic molecule is

Evib ¼
X3N�6

ðor 3N�5Þ

q¼1

vq þ 1
2

� �
�hv0;q: ð3:120Þ

A normal mode q is excited when the molecule absorbs a quantum of energy
E ¼ �hv0;q corresponding to the normal mode�s frequency v0;q. It follows from the
Boltzmann distribution (see Equation 3.114) that at room temperature most mole-
cules will be in their vibrational ground state initially, that is, the vibrational quantum
numbers of all normal modes vq equals 0. Hence IR light in resonance with a
particular normal mode (i.e., of frequency �hv0;q) can be absorbed by the ensemble of
vibrating molecules, promoting them from the vibrational ground state (vq ¼ 0) into
the first excited vibrational state (vq ¼ 1).13) During the course of the absorption
process, only the amplitude of the normal mode out of equilibrium position changes
while the vibrational frequency v0;q remains constant.

The absorption of IR radiation with the appropriate frequency promoting the
molecule from its vibrational ground state into the first excited vibrational molecular
state decreases the transmitted intensity with respect to the incident intensity (see
also Section 3.4). A plot of the transmitted intensity versus the radiation frequency
yields an IR absorbance spectrum. Figure 3.43 displays a typical IR absorbance
spectrum of an organic molecule, propionamide.

As the molecules become more complex, so do their vibrational patterns, and
vibrations (normal modes) often involve change of both the distance and angles.
However, some of the vibrations are constrained on single molecular bonds
or functional groups (localized vibrations) whereas other vibrations involve the
complete molecule. The localized modes consist of valence (stretching), bending,

13) It can be shown in quantum mechanics that
for the model of a harmonic oscillator the
absorption of a photon can increase the
vibrational quantum number only by one.
That means that the so-called specific vibra-
tional selection rule for the absorption of
radiation by a molecular vibration for the

model of a quantum mechanical harmonic
oscillator can be expressed by Dvq ¼ 1. This
selection rule can be derived from an analysis
of the expression for the transition dipole
moment (see Equation 3.121) and the prop-
erties of integrals over harmonic oscillator
wavefunctions (see Chapter 2).
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rocking, twisting or wagging vibrations. Many of these localized normal modes can
be used to identify functional groups such as �C:N�, �C:C�, �C¼C�,
and �C¼O�. In complex molecules with atoms having mostly comparable masses
such as the C, N, andO atoms in organicmolecules,many vibrations involve not only
some atoms but usually the complete backbone of the molecule. These backbone or
skeletal motions lead to IR absorptions between 600 and 1500 cm�1; this wavenum-
ber range shows a more complex pattern the more complex the backbone of
a molecule is. It is therefore a characteristic of the molecule and this range is
called the fingerprint region. Thus, an IR spectrum can be divided into two regions:
(1) above 1500 cm�1 absorption bands due to functional groups are present whereas
(2) the wavenumber region below 1500 cm�1 is dominated by the presence of many
absorption bands characterizing the complete molecular entity. The latter region is
called the fingerprint area since it is characteristic of a particular molecule. This
fingerprint region can be used to identify molecules.

In the solid state, free rotations and translations are not possible and the
corresponding movements of the molecule as a whole, for example in a crystal
lattice, constitute a third class of vibrations, the so-called lattice vibrations. Therefore,
in the solid state all 3N degrees of freedom of a molecule are vibrations. As the
interactions between molecules are usually much smaller than the interactions
between atoms which lead to covalent bonding, the force constants for lattice
vibrations are usually very small, so that the lattice vibrations can be found in the
FIR spectral region. Therefore, especially in the FIR region, the more complex
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Figure 3.43 IR absorbance spectrum of propionamide.
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organic molecules display interesting spectral patterns, especially if the interactions
consist of intermolecular hydrogen bonding. The corresponding vibrational modes
most probably are very sensitive to the intra- and intermolecular structure and should
therefore also provide afingerprint of themolecule like the backbone vibrations in the
MIR region, but with emphasis on the conformational state of the molecule and
interactions with the environment.

In addition to the transition from the vibrational ground state to the first excited
vibrational state (fundamental transition), direct absorption processes into the
second, third, or even higher vibrational states can also take place, but with much
lower probability than the fundamental transition. These higher transitions are called
overtones. The energy required to excite overtones liesmostly in the NIR region. The
selection rule for a quantum mechanical harmonic oscillator (Dv ¼ �1) forbids the
presence of overtones. However, the harmonic oscillator model, which is based on
the parabolic potential energy curve, is a good approximation only around the
equilibrium position. Thismeans that for small displacements from the equilibrium
position, which is true for small vibrational quantum numbers, the harmonic
oscillator model is well suited to describe a vibrational absorption process. However,
for large displacements, that is, for high vibrational states, themodel of the harmonic
oscillator model (parabolic potential) is problematic since it is impossible to put an
arbitrary amount of energy into the system without destroying the molecule.
However, it is well known that chemical bonds can break, that is, dissociate, or
molecules can fall apart if they are heated too much. To allow for dissociation to take
place, the harmonic oscillator model has been refined as the anharmonic oscillator
model, which takes into account the fact that molecules at high vibrational energies
dissociate, that is, the spring between the atoms breaks. Here, the vibrational motion
becomes anharmonic in such a way that the restoring force F is no longer linearly
related to the displacement, x ¼ R�R0. Whereas for the harmonic oscillator the
energy difference between quantized vibrational states is always the same
(see Figure 3.42b) this difference for the anharmonic oscillator decreases with
increasing energy till one reaches a continuum where all vibrational states have
almost the same energy (see right side of Figure 3.42). Anharmonicity accounts for
the appearance of weak overtone absorptions in the NIR. That means when two
quanta are absorbed the first overtone is excited, and so on to higher overtones (see
Figure 3.42a). Since the spacing between the energy levels in an anaharmonic
oscillator decreases with increasing vibrational quantum numbers, the first overtone
appears at a wavenumber position slightly lower than twice that of the fundamental
transition. Excitation of the higher overtones involves progressively less and less
additional energy and eventually leads to dissociation of themolecule, when reaching
the continuum where the atoms of the molecule can leave the molecules� force field.
The anharmonic oscillator also accounts for so-called combination bands, which can
occur at frequencies that correspond to a sum or a difference of the fundamental
frequencies of two different normal mode frequencies. These bands, just as over-
tones, are comparably weak.

As molecules and especially biomolecules can be almost arbitrarily complex and
consist of a large number of atoms (e.g., for proteins up to 10 000 and more), the
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number of possible vibrations can be high. Accordingly, it is obvious that already
comparably small molecules have a large number of different vibrations, which
should render a spectrum very complicated. Fortunately, for a number of reasons the
number of bands displayed in an IR spectrum is inmany casesmuch smaller than the
number of vibrations (i.e., 3N�6 or 3N�5). Unfortunately, the former is in general
not true for biomolecules, but even if the number of bands is high, valuable
information can nevertheless be gained. Since the frequencies of the vibrations
depend on the geometry of the molecules and the masses of the atoms, whereas the
intensity depends on the partial charges of the atoms, vibrational spectroscopy is very
sensitive to structural changes ofmolecules and how andwithwhat composition they
form aggregates such as cells and tissue. Generally, not all vibrations cause a band in
an IR spectrum. Since IR light is nothing else than a change of the electric field at the
location of a molecule, a requirement for a vibration to be excited by IR light is that
during the vibration the dipolemoment of amolecule is changed. In other words, the
change of the electric field needs to affect negative charges differently to positive
charges so that the distance between the centers of the negative and the positive
charges in a molecule changes. One consequence is that in a highly symmetric
molecule such as benzene, usually only a few of the totality of vibrations are IR active.

Figure 3.44 displays two normal modes of benzene. Only the vibration illustrated
in Figure 3.44b changes the dipole moment of the benzene molecule during the
course of the vibration, that is, this vibration gives rise to an oscillating dipole and can
therefore be excited by the absorption of an IR photon. The normal mode shown in
Figure 3.44a does not lead to an oscillating dipole as it is impossible to excite this
vibration through a direct IR absorption process.

Without going into all the details, which is impossible within this book, the
following is true in general: the more complex a molecule is, the lower its symmetry

(b)(a)

Figure 3.44 Two vibrational modes of benzene. The vibration illustrated in (a) is IR inactive as no
dipole moment change occurs during the vibration.
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usually is, which eventually renders all vibrations IR active. In many cases it is
therefore very difficult, if not impossible, to reach the ultimate goal for every
vibrational spectroscopist (the same is also true in Raman spectroscopy), namely
to assign to each band in a spectrum a particular molecular vibration. Even if this
ultimate goal cannot be achieved, vibrational spectroscopy is nevertheless an invalu-
able tool. Assuming that a spectrum of a pure substance was taken, a first inspection
of it usually gives general hints about the class of substance, such as whether it is an
aliphatic compound consisting only of single bonds between C atoms or if double
bonds are present, which means that the compound is an alkene or an aromatic
compound. Additional bands can reveal the presence of functional groups such
as�OHandC¼Ogroups, which have characteristic bands in distinct spectral ranges
clearly separated from the C�C bands or C�H bands of pure hydrocarbons. This
allows us to determine whether the compound is, for example, an alcohol, an organic
acid, or an amine. This further enables us to distinguish proteins from fat as the
former consists of amino acids and the latter of aliphatic or olefinic acids esterified to
glycerol. It is even possible to distinguish the different amino acids and therefore
different proteins as they consist of different quantities of amino acids. This example
and other complex compounds, however, push IR spectroscopy and vibrational
spectroscopy in general to their limits as the differences in the spectra become very
subtle and eventually unrecognizable by visual inspection. To proceed and to permit
the interpretation of spectra in such cases, usually different chemometric methods
such as multivariate calibration, pattern recognition, cluster analysis, and multivar-
iate curve resolution are employed. Such methods even allow the detection of the
subtle changes in composition that healthy tissue undergoes when changing to
precancerous and cancerous tissue.

In Section 3.13, it will be shown that there does not always need to be a direct
absorption of radiation to promote a vibrational transition. Vibrational transitions
can also take place via an inelastic light scattering process called Raman
scattering. The two vibrational spectroscopic methods, Raman and IR absorption
spectroscopy, are complementary methods based on two different light–matter
interaction phenomenam thus exhibiting different selection rules. As has been
shown above, selection rules determine which vibration of a molecule can be
excited by what method. In the case of IR absorption, one photon directly
promotes the molecule into a higher vibrational state whereas in the Raman
scattering process two photons are involved. In Section 3.13, it will be demon-
strated that in order for a molecular vibration to be Raman active, the polar-
izability a has to change during the vibration so that a molecular vibration can be
promoted via an inelastic scattering process into a higher vibrational state. The
benzene vibration displayed in Figure 3.44 which is IR inactive can be excited via
a Raman scattering process, nicely demonstrating the complementarity of Raman
and IR spectroscopy.

The important role of vibrational spectroscopy and in particular Raman spectros-
copy in biophotonics (Raman spectroscopy, in contrast to IR spectroscopy, can be
applied in aqueous environments) can be found in Section 3.13, where a detailed
introduction to Raman spectroscopy is given.
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3.9
UV–Vis Spectroscopy

Section 3.4 provided a classical introduction to the absorption of light. It was
shown that the contrast in bright field microscopy is based on white light
absorption changes of colored substances. This section aims to characterize the
molecular origin of the absorption of visible and UV light by molecules based on
quantized electron energies in molecules.

In theUV–Vis spectral range, the comparably high energy of the photons is able
to excite electrons, which successively and in pairs fill up the energy levels of
atoms or molecules, to higher energy states. Usually, the energy of the photons is
only sufficient to excite those electrons which are in the highest occupied states
(so-called valence electrons) to the lowest unoccupied states unaffected by being
involved in bonding or not. Especially electrons involved in double bonding
between C atoms can have low excitation energies, in particular if there is more
than one double bond and the double and single bonds alternate. Then the
excitation wavelength is shifted further to the red themore alternating single and
double bonds are present in the molecule. Functional groups involving heteroa-
toms such asO,N, and S,which have free electron pairs (valence electrons that are
not involved in bonding), can not only lead to a further red shift of excitation
wavelengths but also cause intensification of the absorption. The intensity of an
absorption in the UV–Vis is influenced by rules from quantum mechanics.
Accordingly, the transition from a certain energy level to another may usually be
forbidden or only �weakly� allowed due to a certain structural distortion of
a molecule which breaks the rules. Such transitions are nevertheless weak and
can be several orders of magnitude less intense than allowed transitions. An
example of such a weakly allowed transition is the so-called d�d transition in
transition metal atoms such as Cu, Fe, and Ni, which renders many or their
compounds colored. Electronic transition can be localized on an atom or a
molecule but photons can also induce transitions of electrons from molecules
to other molecules or to ions. Such charge transfers are often very strong
transitions and play important roles in photochemistry and photobiology. In
complex molecules, it is often a small part named a chromophore that is
responsible for the color. Nevertheless, if the chromophore is separated from
the rest of themolecule the properties of amixturemay be different from those of
the compound due to interactions that may be due to secondary and ternary
structure.

This section aims to present a short introduction to UV–Vis spectroscopy.
Detailed information can be found in [17–20].

TheUV–Vis spectral range can be subdivided into three different parts, namely the
visible ranging from wavelengths of 700 to 400 nm, the near-UV covering the range
from 400 to 200 nm, and the far-UV or vacuum UV extending from 200 down to
10 nm. Due to the higher energy of light in this spectral wavelength range, it is
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possible to excite electrons from their ground state to higher energy levels. To
understand the electronic excitations completely it would be necessary to have
a detailed knowledge of quantum theory and bonding theories. As we cannot cover
this topic fully here, we will just give a very general introduction and subsequently
focus on different examples which are important in the context of this book.

In Chapter 2, it was shown that the quantummechanical description of molecules
allows only certain energy states of an electron. These quantized molecular energy
states aredescribedbymany-electronwavefunctions.Thesemany-electronwavefunc-
tions are commonly approximated by an antisymmetrized product (Slater determi-
nant) of one-electron wavefunctions calledmolecular orbitals (MOs). In other words,
electronic states can be approximated by a single electronic configuration which is
commonlydisplayedbyamolecularorbitaldiagramwhere theMOsarerepresentedby
horizontal lines. The MOs are filled with electrons obeying the Pauli exclusion
principle (the maximum number of electrons occupying anMO is two with opposite
spins) andHund�s rule ofmaximummultiplicity (if there are severalMOswith equal
energy, the electronsfill oneMOat a time). In amolecular orbital diagram (represent-
ing a single electronic configuration), the highest occupiedmolecular orbital is called
HOMO and the lowest unoccupied molecular orbital LUMO.

MOs are most commonly represented as a linear combination of atomic orbitals.
By doing so, bondingMOs result when the atomic orbitals enhance each other in the
region of the nuclei. In contrast, antibonding MOs are formed when the atomic
orbitals cancel each other in the region between the nuclei. BondingMOs have lower
energies than antibonding MOs. MOs are classified according to their symmetry:
bonding MOs which are symmetrical with respect to rotation around the molecular
axis are called s-orbitals. The corresponding antibonding s
-orbital is defined by
a nodal plane within the molecular axis. A p-orbital results from the overlap of two
lobes of one atomic orbital with the two lobes of the other atomic orbital. In addition to
bonding and antibonding MOs, nonbonding molecular orbitals (n) also exist. These
orbitals contain lone pairs of electrons which do not participate in bonding atoms
together since they are unshared. They are localized on just a single atom. Non-
bonding electrons usually possess higher energies than bonding orbitals.

The interaction of amolecule with light can promote an electron from an occupied
MO into an emptyMO. The electrons in single bonds, that is, s-MOs, have the lowest
energies and can be excited by light with wavelengths ranging between 120 and
130 nm into a s
-MO. The p-bonds can be excited at about 170 nm into the p
-level
when they are isolated. However, when the single and double bonds alternate and
form so-called conjugate systems, the excitation wavelength depends on the extent of
the system and can rise into the visible andNIR regions as in the case of, for example,
b-carotene (see Figure 3.45).

The excitation energy can also or additionally be lowered if certain functional
groups with nonbonding molecular orbitals are added to the molecule, such as
�OH, �OR, and �NH2, where the unshared electrons n are located on O and N,
respectively. Here, another type of transition is possible involving the unshared
(nonbonding) electron pairsn, which can also be excited into higher energy levels that
belong to the molecule. As the unshared electron pairs are usually in energy levels
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with higher energy than electrons involved in s-bonds or even inp-bonds, the energy
required to transfer them into the unoccupied energy levels s
 and p
 is usually
smaller and varies in a broad range from about 200 to 665 nm. Figure 3.46 illustrates
a p!p
 and an n!p
 transition by the respective boundary surfaces of the
corresponding MOs displaying their spatial representation.

An overview of the different electronic transitions possible in organicmolecules is
given in Figure 3.47. This shows that the absorption of a photon can be attributed to

Figure 3.46 Illustration of the p!p
 and the n!p
 excitation with the boundary surfaces of the
respective MOs (adapted from [18]).

Figure 3.45 The large system of alternating single and double bonds in b-carotene.
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certain electrons in a molecule or to certain electrons of characteristic functional
groups of molecules. These moieties or parts of molecules which are responsible for
the absorption of UV–Vis light are called chromophores.

The qualitativeMOmodel also applies tometal complexes of the d-block elements,
which play an important role in biology as natural chromophores, for example,
chlorophyll and heme. In the freemetals, all d atomic orbitals share the same energy.
This degeneracy is lifted once the atom is surrounded by ligands (molecules) in
complexes. The differences in energy are nevertheless small, and therefore visible
light is generally able to excite a d�d transition, which is the reason whymany of the
transition metal compounds are colored. Apart from d�d transitions, the spectra of
transition metal complexes also contain (1) bands from transitions localized in the
ligands, called ligand-centered transitions between bonding and antibonding ligand-
centered MOs, and (2) charge-transfer bands. In the latter case, an electron is
transferred either from a bonding ligand-centered MO to an antibonding metal-
centeredMO (LMCT¼ ligand-to-metal charge transfer) or from anonbondingmetal-
centeredMO to an antibonding ligand centeredMO (MLCT¼metal-to-ligand charge
transfer).

O C

H

H
σ

π

n

σ

π

n

π*

σ*

HOMO

LUMO

E

ground state n → π π → π n → σ σ → π σ → σ* * * * * *

Figure 3.47 Overview of the electronic
transitions in molecules exemplified with
formaldehyde (H2CO). Each horizontal line
symbolizes a molecular orbital and each arrow
an electron and its spin. HOMO stands for

highest occupied molecular orbital and LUMO
for lowest unoccupied molecular orbital. The
order of excitation energy is mostly given by
s!s
ð Þ > s!p
ð Þ > n! s
ð Þ >
p!p
ð Þ > n!p
ð Þ (adapted from [17]).
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The MO diagrams allow the classification of electronic transitions and electron-
ically excited configurations. The ground state of most molecules (i.e., closed-shell
systems where all electrons are spin paired) has a total spin S ¼ 0. The total spin S of
a number of electrons is defined as the sum of the spin quantum numbers of the
electrons involved. Usually an electronic state is specified by its spin multiplicity,
which is defined as 2Sþ 1. Thus, the ground state of a molecule has a spin
multiplicity of 1, which is referred to as the ground state singlet state or S0. However,
as stated above, electronic excitation can promote an electron to an orbital of higher
energy, resulting in excited electronic states. For such excited electronic states,
usually two spin configurations exist: if the excited electron, for example a p
-elec-
tron, and the residual electron, for example an n-electron, in the case of an n!p

transition have opposite spins, the excited state has a spin multiplicity of 1 and is
a singlet excited state. However, if the two electrons have parallel spins, the excited
state has a spin multiplicity of 3 and is referred to as an excited triplet state. The
excited singlet states are labeled S1, S2, and so on and the corresponding excited
triplet states are denoted T1, T2, and so on depending on the underlying electronic
transition, that is, excited electronic configuration (see Figure 3.48).

In order to visualize the energetic properties of a molecule – corresponding to the
experimentalUV–Vis absorption spectrum – instead of themolecular orbital diagram
a Jablonski diagram is used (see Figure 3.49). In a Jablonski diagram, the electronic
states of a molecule and the transitions between them are depicted. According to
Hund�s law the excited triplet states are always lower in energy than the correspond-
ing excited singlet states of the same electronic configuration.
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Figure 3.48 Ground and excited state electronic configurations and their spinmultiplicity (adapted
from [20]).
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3.9.1
Electronic Selection Rules

Electronic transitions between the energy levels in molecules are subject to certain
constraints which are expressed by selection rules. When an oscillating electromag-
netic field of appropriate energy interacts with a molecule, this molecule can be
promoted from the ground state S0 to a higher excited electronic state.

When an electronic transition occurs, the absorbing molecule undergoes an
electric dipole transition and the intensity I of the electronic absorption is directly
proportional to the square of the modulus of the transition dipole moment mfi:

14)
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E
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y 

E

1(n π* )

1(π π* )

3(n π* )

3(π π* )

Figure 3.49 Energy state diagram (adapted from [20]).

14) The intensity of an absorption process
(optical dipole transition) can be expressed by
Fermi�s golden rule, which is a way to express
the transition rate Wi! f (probability of
transition per unit time) between two quan-
tum statesyi andyf due to a perturbation V̂ :

Wfi ¼ 2p
�h

����
ð1
�1

y

f V̂ yidxdydz

����2r
where yi is the initial state and yf the final
state; r represents the density of final states.
The integral within Fermi�s golden rule is
called matrix element in quantum mechanics
and is very often expressed in �bracket�
notation:

ð1
�1

y

f V̂ yidxdydz ¼ hyf j V̂ jyii:

The intensity of a transition is proportional to
Wi! f and therefore also to the square of the
modulus of the perturbation matrix element
yf jV̂ jyi

� ��� ��2. For an electronic absorption
process, the perturbation can be identified as
the electric dipole moment interacting with
the electric field of the incoming electro-
magnetic wave EðtÞ. Hence the perturbation
can be expressed by

V̂ðtÞ ¼ EðtÞ � m̂
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I e jmfij2 ¼ jhyf j m̂ jyiij2 ð3:121Þ

whereyi is the initial state,yf the final state and m̂ the dipole moment operator. The
transition dipole moment arises due to the displacement of electron density during
the electronic excitation. From Equation 3.121, it can be seen that the absorption
intensity is theoretically determined by the transition dipole moment. As has been
shown in Section 3.4, the absorption is experimentally determined by recording the
transmittance, which is defined as T ¼ IðzÞ=I0, where IðzÞ is the light intensity after
it has passed through the sample and I0 is the initial light intensity. The transmittance
is expressed by the Lambert–Beer law (see Footnote 9 page 108):

TðlÞ ¼ IðzÞ
I0

¼ 10�ðEðlÞ � zcÞ ð3:122Þ

which expresses a logarithmic dependence between the transmittance of light T
through a substance and the product of the molar absorption coefficient EðlÞ, the
concentration of absorbing molecules c, and the pathlength z that the molecule
travels through the material. The absorbance A is defined as

AðlÞ ¼ EðlÞ � zc: ð3:123Þ
Usually, a plot of EðlÞ against the wavelength l is called an absorption spectrum

and the absorptionmaximumof a certain substance is characterized by itsmaximum
value of Emax (lmol�1 cm�1).

The explicit treatment of optical dipole transitions bymeans of perturbation theory
yields a relation between the integral of an absorption band of a transition of
frequency nfi and the transition dipole moment:ð

EðnÞdn ¼ pnfiNLjmfij2
3e0�hc

ð3:124Þ

which is a direct link between an experimentally measurable quantity
Ð
EðnÞdn and

a theoretical computable quantity mfi. Another useful way of expressing the absorp-
tion intensity is the introduction of the dimensionless oscillator strength fo of
a transition of frequency nfi:

fo ¼ 4pmenfi
3e2�h

� �
mfij j2: ð3:125Þ

The relation between the oscillator strength fo and the integrated absorptionR
�ðnÞdn can be obtained by combining Equations 3.124 and 3.125:

fo ¼ 4mece0
NLe2

� �ð
EðnÞdn ð3:126Þ

which can be expressed more practically as

fo ¼ 6:257 � 10�19 �
Ð
EðnÞdn

m2mol�1 � s�1

� �
: ð3:127Þ

Hence the oscillator strength of a molecular transition can be determined
experimentally from absorbance band intensities. Allowed dipole transitions are
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characterized by an oscillator strength of fo 	 1 whereas for forbidden transitions
fo  1.

In the following we evaluate the transition dipole moment mfi in more detail to
obtain a deeper physical insight into the nature of electronic absorption transitions.
As has been shown in Chapter 2, the total molecular wavefunction of a molecule can
be divided into a nuclear jxvi and an electronic component jyeli. This assumption is
based on theBorn–Oppenheimer approximation, which states that the electronic and
nuclear motions within a molecule can be separated because the nuclear motion is
usually much slower than the electron motion. As a consequence, the total energy of
amolecule ismade up of its electronic energy Eel and vibrational energy Ev discussed
in Section 3.8. Hence the absorption of UV–V is light by molecules results in
a combined electronic and vibrational transition, that is, both the electronic and
vibrational states change. Such transitions are named vibronic transitions. The
application of the Born–Oppenheimer approximation to express the transition dipole
moment of a vibronic transition jyelxvi! jyel0xv0 i, that is, from the vibrational level
xv in the electronic ground stateyel to the vibrational level xv0 in the excited stateyel0

results in

mfi ¼ hyf jm̂jyii 	 hyel0xv0 jm̂jyelxvi ¼ hxv0 hyel0 jm̂jyelixvi: ð3:128Þ

The electronic transition dipole moment, �myel0yel
¼ hyel0 jm̂jyeli, is assumed to be

independent of small nuclear displacements (Condon approximation) and evaluated
for the equilibrium nuclear geometry, that is, �myel0yel

	 �m
ð0Þ
yel0yel

. Thus, for the
transition dipole moment it follows that

mfi ¼ �m
ð0Þ
yel0yel

hxv0 jxvi: ð3:129Þ

The electronic transition dipole moment at the equilibrium nuclear geometry,
�m
ð0Þ
yel0yel

, is a measure of the degree of electron density redistribution during the
electronic transition. The overlap integral Sv0v ¼ hxvjxv0 i is called the Franck–Condon
integral and represents the degree of similarity of the nuclear configurations between
vibrational wavefunctions of the initial and final states. Hence the intensity of a
vibronic transition is directly proportional to the square modulus of the Franck–
Condon integral, which is called the Franck–Condon factor: jSv0vj2. This is the
quantum mechanical basis for the Franck–Condon principle, which is a rule to
interpret electronic absorption spectra and their vibronic structure. The basis of this
principle is that electronic transitions happen on a time scale (� 10�16 s) that is
significantly shorter than the vibrational period (� 10�13 s) of a molecule and
therefore the distance at which they occur can be assumed to be fixed during the
transition. As a consequence, electronic transitions are vertical transitions. Hence
transitions between vibrational levels in the lower v and upper electronic states v0 will
be most intense when the two vibrational states have similar internuclear separa-
tions, that is, when the Franck–Condon overlap integral is greatest. This principle is
illustrated in Figure 3.50 for a diatomic molecule.

The potential energy curves for a diatomic molecule can be expressed by Morse
curves together with its quantized vibrational energy levels (see Section 3.8). Each
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vibrational level is expressed by its wavefunction or by its square modulus, which
corresponds to the probability distribution of internuclear distances. At room
temperature most molecules will be in the vibrational ground state (v ¼ 0) of the
electronic ground stateyel from where the absorption process starts. For the ground
state vibrational level v ¼ 0 the molecule spends most of the time at its equilibrium
configuration. Thus, the most likely vibronic transition from v ¼ 0 within the
electronic ground state yel at the equilibrium nuclear configuration to a vibrational
level v0 of the excited electronic state yel0 corresponds to a transition for which the
Franck–Condon factor Sv0v ¼ hxv0 jxvi is maximal, that is, where the vibrational
wavefunctions for the ground and excited electronic states have a large overlap. In
Figure 3.50 this corresponds to the v ¼ 0 to v0 ¼ 3 transition. Other transitions
from v ¼ 0 away from the equilibriumnuclear configuration to vibrational levels v0 of
the electronic excited state will also occur, but with lower probability as shown in
Figure 3.50. The resulting absorption spectrum and its vibronic structure is also
shown in Figure 3.50.

The vibronic fine structure of absorption spectra of polyatomic molecules is more
complex due to the larger number of vibrations (see Section 3.8). These vibrations,
which lead to a vibronic structure in the absorption spectra of polyatomic molecules,
are called Franck–Condon active modes. These are usually vibrations whose
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Figure 3.50 Illustration of the Franck–Condon principle (adapted from [19]).

3.9 UV–Vis Spectroscopy j175



equilibrium position is most greatly changed by the electronic transition. For
example, during an np
 absorption of a ketone or an aldehyde the C¼O stretch
vibration is excited, that is, Franck–Condon active. However, very often the absorp-
tion spectra of organic molecules appear broad and featureless since the spectra are
broadened by solvent interactions.

Now we have seen that the Franck–Condon factors determine the intensity of
vibronic transitions. However, electronic transitions are only allowed if the electronic
transition dipole moment �mð0Þyel0yel

(see Equation 3.129) does not vanish. In practice,
the integral itself does not need to be calculated to determine selection rules: it is
sufficient to know if its value is not zero and the transition is allowed. This can be
done with the help of molecular symmetry (group theory), which allows the analysis
of integrals of the form of the electronic transition dipole moment hyeljm̂jyel0 i with
respect to whether they vanish or not. Such a symmetry analysis leads to the orbital
symmetry selection rules. Itwould go beyond the scope of this book to discuss the role
of molecular symmetry in identifying vanishing electronic dipole matrix elements,
that is, symmetry-forbidden transitions. In the following, the symmetry selection
rules for the electronic transitions with which we shall be most concerned in
biophotonics will be given. For organic molecules these are in particular pp
 and
np
 transitions. According to symmetry selection rules, pp
 transitions are mostly
allowed and np
 transitions are forbidden. However, in practice, np
 transitions are
weakly allowed since the molecular symmetry is often distorted by molecular
vibrations, that is, vibrations cause deviations from ideal molecular symmetry. These
structural distortions can change a symmetry-forbidden transition into a weakly
allowed transition. However, the different symmetry selection rules for these two
transitions manifest themselves in the corresponding absorption coefficients. While
the symmetry-allowedpp
 transition is characterized by large absorption coefficients
of 103�105 l mol�1 cm�1, np
 transitions exhibit much weaker absorbance coeffi-
cients of 1---102 l mol�1 cm�1.

We have learned above that d�d transitions in metal complexes are very often the
reason why many of the transition metal compounds are colored. However, for
complexes with a center of inversion, d�d-transitions are symmetry forbidden. They
can nevertheless be observed with small extinction coefficients since the ligands
around the metal very often distort the perfect symmetry or vibrations remove the
inversion symmetry. Other absorption processes within metal complexes have been
identified above as charge-transfer transitions. These charge-transfer transitions are
characterized by large electronic transition dipole moments.

Another selection rule is called the spin selection rule. It is especially impossible
for light to alter the spin of an electronic state, that is, DS ¼ 0. This rule is a
consequence of quantum mechanics. It is therefore also a forbidden transition to
change a singlet state into a triplet state. Such a change can strictly speaking not be
induced by light. However, spin-forbidden transitions can be weakly allowed by
spin–orbit coupling, which is an interaction of the electron spin with the electron�s
motion. As a consequence of spin–orbit coupling, singlet and triplet states become
mixed, making the spin selection rule no longer strictly applicable. Spin–orbit
coupling is especially large for molecules containing heavy atoms.
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We will come back to electronic transitions when we discuss fluorescence
emission in Section 3.11.

3.10
Polarimetry, Optical Rotatory Dispersion, Circular Dichroism

Polarimetry, optical rotatory dispersion (ORD), and circular dichroism (CD) are
based on a different response of chiralmedia to right- and left-circularly polarized
light. Light is said to be circularly polarized if the polarization direction describes
a circle around the direction of travel while the amplitude remains constant. On
looking against the source of circular polarized light, the polarization direction
rotates either clockwise or counterclockwise. A typical example of such a chiral
medium is a solution of a molecule having a C atom with four different
substituents. Such a molecule has two different forms, which are called enantio-
mers, one of which is the mirror image of the other. If the solution contains only
one enantiomer, or one enantiomer in excess, then this medium is said to be
optically active. As a consequence, it will rotate the tip of the E-vector of linearly
polarized light in one direction, whereas if there is an excess of the other
enantiomer, the E-vector is rotated in the opposite direction, and either light
with right- or left-handed circular polarization will travel faster than the other
form. If the rotation of the E-vector for linearly polarized light is measured at
a fixed frequency, this method is called polarimetry. On the other hand, if the
rotation is recorded as a function of the wavelength, then this method is named
ORD.

Since a change in the refractive indices is always accompanied by a correspond-
ing change in the absorption indices, there will always be a range in the spectrum
of optically active media where the absorption indices are different for right- and
left-circularly polarized light. Consequently, one form will be more strongly
absorbed than the other. This effect is called CD.

Optical activitymeasurements are of great importance, since they are capable of
determining the molecular stereochemistry of molecules in solution or even in
vivo. Anunderstanding of chirality is of the utmost importance in life sinceNature
itself is chiral. A lot of naturally occurring substances such as amino acids,
terpenes, carbohydrates, and alkaloids are often enantiopure or at least enan-
tioenriched, that is, one of the enantiomers predominates over the other. The
occurrence of chirality in Nature usually results in totally different effects of
the two enantiomers on cells, that is, only one enantiomer leads to the correct
response in a living organism. As a consequence, normally only one enantiomer
of a given drug has the desired activity. Hence understanding chirality is
extremely important, for example, for the development of therapeutic drugs.

This section aims at a short introduction to the concept of polarimetry, ORD,
and CD. The interested reader is referred to [6, 21].
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3.10.1
Polarimetry

Polarimetry, optical rotation, and circular birefringence are based on the rotation of
the E-vector of linearly polarized light at a fixed wavelength. The reason for the
rotation lies in differences in the refractive index for circularly polarized light:
nR 6¼ nL.

15) Such differences can be based on, for example, the presence of chiral
molecules in a solution. Chirality or handedness can be best explained by employing
the hands: the left hand is a mirror image of the right hand and even if one of the
hands could be freely rotated in three dimensions it is impossible by an arbitrary
series of rotations around different axes to superimpose the left hand on the right and
vice versa. The same is true for chiral molecules. The two forms of a chiral molecule
are called enantiomers (see Figure 3.51). If both forms are present in a solvent in

Figure 3.51 Two enantiomers.

15) Circularly polarized light can be described as
linearly polarized light where the direction of
polarization is not fixed, for example, to the
x-direction, but describes a circle in the plane
perpendicular to the direction of propagation.
Circularly polarized waves can also be
described as a superposition of two waves
that are mutually orthogonally polarized to
each other. They also have the same wave-
length and direction; however, they differ by
90� in phase, meaning that one wave has its

maximum field strength when the field
strength of the other wave is zero and vice
versa. Looking against the source of the two
superimposed waves, one can �see� the
electrical vector rotating either clockwise or
counterclockwise. The former is referred to as
right (R) and the latter as left (L). Inversely
linearly polarized light can be described a
superposition of left and right circularly
polarized light.
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equal amounts, this solution is termed �optically inactive� as the E-vector of linearly
polarized light is neither rotated to the left nor to the right. It needs one of the
enantiomers to be present in excess to render the solution optically active. The
observed rotation angle aobs of the tip of the electric vector depends on the excess of
one of the components, its total concentration c in the solution, and the length of the
sample tube z.

The incoming linearly polarized light beam experiences in chiral materials
different refractive indices for its left and right circular components. However, if
nR 6¼ nL then one component travels faster than the other (i.e., the phasing of left or
right rotating component of exiting light beam is shifted while the absolute E-field
vectors do not change) and finally, after leaving the sample tube, the addition of the
components results again in linearly polarized light, but having a polarization
direction that is rotated by an angle aobs compared with the incoming polarization.
This angle is given by

aobs ¼ ½a�Tl � z � c ð3:130Þ
where ½a�Tl is the specific angle of rotation characteristic of an optically active
substance at a certain wavelength l and at a certain temperature T . The molar
rotation ½W�Tl , which is important for the ORD, is defined as

½W�Tl ¼ ½a�Tl �M
100

¼ aobs �M
100 � z � c ð3:131Þ

where M is the relative molar mass.

3.10.2
Optical Rotatory Dispersion (ORD)

In ORD, the molar rotation ½W�Tl is investigated as a function of the wavelength. If
a compound does not absorb in the investigated wavelength range, a typical ORD
spectrum is displayed as in Figure 3.52. Obviously, the ORD spectra of two
enantiomers are not symmetric with the line ½W�Tl ¼ 0. The reason for this obser-
vation is that the refractive indices for right- and left-circularly polarized light change
differently with wavelength (i.e., the rotatory dispersion is proportional to the
refractive index difference).

In the region of an absorption band, the indices both for right- and left-circularly
polarized light show abnormal dispersion, with two possible developments of the
molar rotation. For increasing wavelengths themolar rotation first becomes strongly
negative, then increases, and crosses zero ORD for the wavelength of the absorption
maximum. After reaching a maximum, the molar rotation finally decreases and
approaches values close to zero. In the second case, the ORD develops as a mirror
image (seeFigure 3.53). This behavior ofORDspectra in thewavelength regions of an
electronic absorption is called the Cotton effect after the French physicist Aim�e
Cotton, who discovered this effect in 1895. The Cotton effect is called positive if the
ORD decreases with increasing wavelength, otherwise it is called negative.
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Quantitative theoretical correlations between molecular structure and ORD
(Cotton effect) are difficult, if not impossible, to derive. Therefore, the investigations
are mostly empirical. However, empirical investigations within this area have
become important; for example, ORD has been successfully applied for constitution
elucidation such as to find the position of carbonyl groups in complex optically active
molecules.
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Figure 3.52 Typical ORD spectra for molecules showing no absorption band in the investigated
wavelength region.
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Figure 3.53 Positive and negative Cotton effect for a wavelength region of an absorption.
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3.10.3
Circular Dichroism (CD)

As has been shown in Section 3.4, abnormal dispersion results from an absorption of
electromagnetic waves, that is, in the close vicinity of an absorption the imaginary
part of the refractive index (absorption index) differs from zero. Hence enantiomeric
molecules exhibit, in addition to different refractive indices for left- and right-
circularly polarized light, also different absorption indices for left- and right-circu-
larly polarized light. Therefore, the extinction coefficients EL and ER are also different:
DE ¼ EL�ER. However, compared with EL or ER, DE is rather small and lies in the
range 10�3–10�6. Depending on the wavelength, the difference in absorbance for
right- and left-circularly polarized light, DAðlÞ, is therefore given by

DAðlÞ ¼ DEðlÞ � z � c ¼ ALðlÞ�ARðlÞ: ð3:132Þ
For pure ORD bands, left- and right-circularly polarized components have differ-

ent velocities while traveling through the sample and combine with each other again
to give linearly polarized light, but with a rotated plane of rotation. However, for a CD
band one component of the circularly polarized light also becomes weaker due to
stronger absorption. As a result, the amplitudes of left- and right-circularly polarized
light are different, leading to elliptically polarized light. To quantify the ellipticity, the
ratio between the short and the long elliptical axes is defined as tangent of an anglew,
the so-called ellipticity: tan w ¼ b=a with a ¼ ER þEL and b ¼ ER�ELj j (see
Figure 3.54). The specific ellipticity is then given by

x

y

a

a

b

φφ

EL

ER

E

Figure 3.54 Definition of the ellipticity w.
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½w�Tl ¼ wobs

z � c ð3:133Þ

where wobs is the experimentally determined ellipticity. Finally, as was the case for
ORD, a molar ellipticity can be defined as

½q�Tl ¼ ½w�Tl �
M
100

: ð3:134Þ

The peak height of CD bands can either be displayed as an absorption difference De
or, equivalently, as molar ellipticity ½q�Tl . Molar ellipticity and CD can be intercon-
verted by the following relation:

½q�Tl ¼ 3300 �DE: ð3:135Þ
For an electronic transition to be CD active, the product of the electronic transition

moment mel ¼ hyf jm̂eljyii (see Equation 3.121) and magnetic transition moment
mmag ¼ hyf jm̂magjyii must be different from zero: mel � mmag 6¼ 0. Here m̂el and m̂mag

are operators for the electric and magnetic dipole, respectively. The electronic
transition moment mel corresponds to a linear displacement of electrons upon
transition from a ground state yi into an excited state yf . mmag is the magnetic
transition moment and corresponds to a radial displacement of electrons upon
excited state transition. Therefore, the scalar product mel � mmag is characterized by a
helical electron displacement. Depending on the chirality of the helix, preferably
more right- or left-circularly polarized light will be absorbed, respectively. A typical
example of the application of CD is the determination of the relative quantities of the
a-helix, b-strand, and random coil in proteins.

Of course, CD can also occur in the IR spectral region and is then often called
vibrational circular dichroism (VCD). The advantage in this spectral region is that
there is no electronic chromophore necessary and that an IR absorption spectrum
(see Section 3.8) contains more characteristic absorption bands, making the iden-
tification of the stereo isomer easier.

3.11
Fluorescence

Fluorescence is the emission of light by molecules that have absorbed light of
shorter wavelength. Fluorescence spectroscopy and in particular fluorescence
microscopy have emerged as the most important technology in biophotonics
since they allow a multitude of questions in the life sciences and medicine to be
resolved. The detection of fluorescence instead of the weak absorption changes of
white light in optical microscopy offers several advantages: the detection of
fluorescence is virtually background free and extremely sensitive, so that even
single molecules can be investigated. Fluorescence in biophotonics is generally
used as a way of tracking biological molecules by means of the fluorescence
emission. Its unique sensitivity, specificity, and versatility make fluorescence an
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ideal diagnostic tool in biological and biomedical research. In fluorescence
microscopy, naturally occurring autofluorescent biomolecules or introduced
fluorescence labels selectively attached to another biomolecule such as a protein
or nucleic acid or to certain cellular structures of interest are used. In particular,
the selective fluorescence labeling allows for localization of a target within a cell
or the identification of specific biostructures. Furthermore, elaborate fluores-
cence techniques such as FRET (F€orster resonance energy transfer), FRAP
(fluorescence recovery after photobleaching), FLIM (fluorescence lifetime imag-
ing microscopy), and so on that allow the analysis of complex processes in
biological specimens have been developed.More recently, the breakthrough from
fluorescence microscopy to fluorescence nanoscopy was achieved by utilizing
saturated optical transitions. Fluorescence nanoscopy paves the way for new,
exciting insights into cellular processes. This section aims at providing insights
into the underlying molecular processes and into basic theoretical concepts of
fluorescence spectroscopy/microscopy.

A comprehensive introduction to fluorescence is given in [17, 19, 22], and the
emerging concepts of fluorescence nanoscopy are described in [23–26].

3.11.1
The Fate of Electronically Excited States

In Section 3.9 it was shown that certain chromophores within molecules are able to
absorb light, promoting the molecule into an electronically excited state. However,
excited electronic states are usually energetically unstable and short-lived; what short
means will be discussed later. Fluorescence is one pathway for a molecule to relax
from an excited electronic state back to the ground state (nonexcited state). However,
fluorescence is only one of numerous processes that can occur subsequent to an
electronic absorption. These processes are usually represented in a Jablonski energy
level diagram. A simple Jablonski diagram for an organic molecule is depicted in
Figure 3.55.

The different electronic states together with their vibrational levels are plotted as
horizontal lines. The processes taking place after absorption can be classified into
radiative and radiationless (nonradiative) transitions. Radiative processes which
involve the emission of light while the molecule relaxes back to the ground state
are depicted as solid arrows pointing downwards, whereas radiationless processes
are shown using wavy horizontal arrows. Radiationless means that the excited state
deactivation is not accompanied by the emission of photons. Before we discuss
fluorescence in detail, the different other deactivation processes which can occur
subsequent to UV–Vis absorption should be briefly explained. As has been shown in
Section 3.9, molecules can absorb light which populates excited electronic states S1,
S2, and so on according to the orbital and spin selection rules.

Let us assume, as plotted in Figure 3.55, that the S2 state is the first optically
accessible state for UV–Vis absorption from the S0 ground state, that is, the S0 ! S2
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transition is a fully allowed one. The absorption process proceeds according to the
Franck–Condon principle and populates excited vibrational states (v00 > 0) of Franck–
Condon-active modes within the S2 state.

16) The excess vibrational energy of the S2
state is dissipated as heat when the vibrationally excited S2 molecules collide with
solvent molecules. This relaxation process which populates the vibrational ground
state (v00 ¼ 0) of the S2 state is called vibrational relaxation (vibrational cooling) and
takes place on a typical time scale of 10�12 s.17) The v00 ¼ 0 level of the S2 state is
usually very close in energy to an excited vibrational level of the S1 state, facilitating
a rapid energy transfer between these two electronic states. Such a radiationless
transition between isoenergetic vibronic levels of two different electronic states of the
same multiplicity is called internal conversion. Internal conversion has its origin in
the breakdown of the Born–Oppenheimer approximation. The Born–Oppenheimer
approximation (or adiabatic approximation) is well justified for the ground state S0
and the first excited state S1 where the energy gap between these two electronic states
is much larger than that between vibrational states. This allows the separate
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Figure 3.55 Jablonski term scheme for a polyatomic organic molecule (adapted from [20]).

16) Note that the electronic excitation populates excited vibrational states of Franck–Condon-active
normal modes. This excess energy can also be redistributed among other modes that do not
accompany the electronic transition, that is, populating vibrational excited states of dark modes.

17) Note that vibrational ground state means that the molecule exhibits in the excited electronic state in
terms of all vibrational degrees of freedom q the vibrational quantum number vq ¼ 0.
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treatment of electronic and nuclear motions. However, the energy gaps between
higher excited electronic states (S4, S3, S2) are relatively small, which means that
electronic and nuclear motions cannot be treated independently of each other any
longer since they take place on the same time scale and, as a consequence, nuclear
motions can induce a radiationless transition between two isoenergetic vibronic
levels of two higher excited electronic states. Typical time scales of internal conver-
sion processes between higher excited electronic states are of the order of 10�13 s.

After the S2=S1 internal conversion process, vibrational relaxation again occurs,
populating the vibrational ground state (v0 ¼ 0) of the lowest excited singlet stateS1. As
has been stated above, themuch larger energy difference between the S1 and S0 states
than that between the higher excited electronic states means that internal conversion
between S1 and S0 proceeds more slowly than that between the upper excited states.
Therefore, no matter which upper excited singlet state is populated by the
absorption of a UV–Vis photon, vibrational relaxation and internal conversion
processes occurring in a matter of picoseconds lead to the population of the v0 ¼ 0
level of the S1 state. From there, several relaxation channels can be accessed:
(1) radiative transition by emission of a fluorescence photon, (2) S1=S0 internal
conversion, or (3) intersystemcrossing to thefirst triplet stateT1. This is the statement
of Kasha�s rule, which says that due to the very rapid depopulation of higher excited
electronic states to the lowest vibrational level of the S1 state, fluorescence emission of
electronically excited molecules almost always happens from the lowest vibrational
level of the lowest excited singlet state (S1). In other words, fluorescence from higher
excited electronic states is usually unable to compete with internal conversion from
these states. Since the S1=S0 energy gap is much larger, S1 ! S0 fluorescence is
able to compete with S1ðv0 ¼ 0Þ!S0ðv ¼ nÞ internal conversion.

Intersystem crossing describes spin-forbidden radiationless transitions between
isoenergetic vibrational levels of electronic states of different multiplicity. This spin-
forbidden process is driven by spin–orbit coupling (see Section 3.9), which is why its
rate can be enhanced by the presence of heavy atoms.Hence the intersystem crossing
time scale is variable and depends strongly on the molecular systems. The two
radiative excited state deactivation channels fluorescence and phosphorescence are
called photoluminescence. Fluorescence involves a radiative decay between two
electronic states of the same multiplicity. For most molecular systems, fluorescence
starts from the vibrational ground state of the first excited state S1 and ends in
vibrational excited levels of the ground state S0: S1ðv0 ¼ 0Þ!S0ðv ¼ nÞþ hn. The
intensity of these vibronic fluorescence transitions is determined by the Franck–
Condon principle (see also Section 3.9). The time scales of photon emission by
fluorescence are in the order of nanoseconds (10�9 s). Phosphorescence is a spin-
forbidden process which involves the emission of a photon due to a transition
between two electronic states of different multiplicity, typically from the vibrational
ground state of the first triplet sate T1 to vibrationally excited levels of the electronic
ground state: T1ðv0 ¼ 0Þ!S0ðv ¼ nÞþ hv. Just as for intersystem crossing, spin–
orbit coupling is responsible for this forbidden spinflip process.Hence the time scale
for phosphorescence depends on the molecular system (i.e., presence of heavy
atoms) but can be really slow, in the order of 10�3�102 s.
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In the following we characterize the fluorescence emission in more detail. It has
been shown above that fluorescence usually originates from the vibrational ground
state of the first excited singlet state S1. Fluorescence transitions, just as absorption
processes, are vertical transitions proceeding according to the Franck–Condon
principle. Hence the intensities of the different vibronic S1ðv0 ¼ 0Þ!S0ðv ¼ nÞ
transitions are determined by the respective Franck–Condon integrals hxvjxv0 i (see
Figure 3.9). Figure 3.56 depicts this Franck–Condon principle for the most
probable, that is, most intense, vibronic fluorescence transition exhibiting the largest
Franck–Condon factor.

Figure 3.57 depicts the Jablonski diagram illustrating the vibronic transitions
leading to the S0ðv ¼ 0Þ! S1ðv0 ¼ nÞ absorption spectrum and to the S1ðv0 ¼ 0Þ!
S0ðv ¼ nÞfluorescence spectrum for a typical organicmolecule. The intensities of the
vibronic absorption and fluorescence transitions within the absorption and fluores-
cence spectra (see upper part of Figure 3.57) are determined by the Franck–Condon
factors. As has been stated in Section 3.9, the vibronic patterns are often washed out
by interaction with the solvent environment and broad and structureless absorption
and emission bands result.

The absorption and emission spectra plotted in Figure 3.57 look like mirror
images. This is only the case if the vibrational spacings in the ground state S0 andfirst
excited state S1 are similar, which occurs if the geometries of S0 and S1 states are
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Figure 3.56 Illustration of the Franck–Condon principle for the most probable vibronic
fluorescence transition (adapted from [17]).
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similar. Such a behavior can be observed for rigid aromatic molecules where there is
almost no change in geometry upon electronic absorption. In general, the vibronic
patternof theabsorptionspectrumresembles thevibrationalcharacteristicsof thefirst
excited state while the vibronic structure of the fluorescence spectrum is due to the
vibrational level structure of the ground state S0. According the Stokes rule, the
fluorescence emission wavelengths are always red shifted comparedwith the absorp-
tion wavelengths. This phenomenon has its foundation in the rapid vibrational
relaxation of vibrationally excited S1 molecules generated by the absorption process.
Thismeans that theexcessvibrationalenergyof theS1 state is rapidlydissipatedasheat
to the surroundings prior to fluorescence emission originating from the vibrational
ground state (v ¼ 0) of the S1 state. The gap between the intensity maximum of
absorption spectrum and that of the fluorescence spectrum is called the Stokes shift.

3.11.2
Basic Concepts of Fluorescence Spectroscopy

In addition to this qualitative picture of fluorescence emission, we aim to establish in
the following a quantitative description of fluorescence emission. We start with
deriving an expression for the S1ðv0 ¼ 0Þ excited state lifetime. Figure 3.58 recalls all
the possible competing intramolecular S1 deactivation processes with their rate
constants:

. kSr : rate constant for radiative S1 !S0 decay via fluorescence

. kSic: rate constant for internal conversion (S1 ! S0)

. kisc: rate constant for intersystem crossing (S1 !T1)
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v=  2

v=  3
v=  4
v=  5
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v'=  0

v'=  1

v'=  2

v'=  3
v'=  4
v'=  5

E
λ

Absorption Fluorescence

Figure 3.57 Illustration of the vibronic absorption and fluorescence transitions (adapted
from [20]).
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. kTr : rate constant for radiative decay via phosphorescence (T1 !S0)

. kTnr: rate constant for nonradiative decay via intersystem crossing (T1 ! S0).

The radiationless transitions can be combined to result in an overall nonradiative
rate constant kSnr ¼ kSic þ kisc. The application of standard first-order kinetics yields a
rate of disappearance of S1 excited state molecules 1A
:

� d 1A
� �
dt

¼ kSr þ kSnr
� �

1A
� � ð3:136Þ

where ½1A
� is the concentration of S1 excited state molecules. Solution of this
differential equation yields an expression for the transiently excited S1 molecule
concentration:

1A
� � ¼ 1A
� �
0e

� t
tS ð3:137Þ

where ½1A
�0 is the concentration of molecules A promoted to the excited state S1 by
a very short pulse (i.e., short with respect to the inverse of the rate constants listed in
Figure 3.58) at time t ¼ 0. The S1 excited state lifetime tS is given by

tS ¼ 1
kSr þ kSnr

: ð3:138Þ

In the following we derive an expression for how the observed fluorescence intensity
decays subsequent to an ultrashort pulse excitation. The fluorescence intensity IFðtÞ
at any time t after excitation is proportional to the concentration of S1 excited state
molecules, that is, ½1A
�, in which the proportionality constant is the rate constant for
the radiative decay via fluorescence kSr :

IFðtÞ ¼ kSr � 1A
� � ¼ kSr � 1A
� �
0 � e

� t
tS : ð3:139Þ

Hence the fluorescence intensity decays monoexponentially with the fluorescence
decay time tS, which is an important parameter to characterize fluorescent
molecules.18) As mentioned above, the fluorescence lifetime is in the order of
nanoseconds.
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Figure 3.58 Photophysical processes occurring from the S1ðv0 ¼ 0Þ state (adapted from [17]).

18) In case that the S1 state is exclusively deactivated by fluorescence emission, the lifetime is tr ¼ 1=kSr ,
which is called the radiative lifetime.
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Another important characteristic of a fluorescent molecule is its fluorescence
quantum yield,WF, which is defined as the ratio of the number of photons emitted to
the number of photons absorbed and can be expressed by

WF ¼ kSr
kSr þ kSnr

¼ kSr tS: ð3:140Þ

Integration of the monoexponential decay of the time-dependent fluorescence
intensity yields the fluorescence quantum yield:

1
½1A
�0

ð1
0
IFðtÞdt ¼ kSr tS ¼ WF: ð3:141Þ

If fluorescence is the only excited state relaxation pathway, thenWF ¼ 1, whereas
WF ¼ 0 if no fluorescence is observed. Thus the fluorescence quantum yield exhibits
values between 0 and 1.

The above relations were deduced for time domain fluorescence experiments
where thefluorescence intensity is recorded as a function of time after excitationwith
a very short light pulse. However, most commonly the fluorescence intensity is
recorded under conditions of steady-state illumination where the excitation light
source emits a constant amount of photons per unit time (e.g., a lamp). In the
following, we derive a quantitative expression for the steady-state fluorescence
intensity. The steady-state excitation process can be described as

1Aþ hn�!ka 1A
 ð3:142Þ
where ka 	 1015 s�1 is the absorption rate. The concentration of excited state
molecules remains constant for such a steady excitation process:

d 1A
� �
dt

¼ 0 ¼ kaaN0� kSr þ kSnr
� �

1A
� � ð3:143Þ

where N0 is the constant amount of incident photons under steady-state illumi-
nation and kaaN0 characterizes the number of absorbed photons per unit volume
and time (a denotes the fraction absorbed) and can be expressed by the intensity I0
of the irradiated light, that is, kaaN0 ¼ aI0. The steady-state fluorescence
intensity IF is directly proportional to the constant concentration of S1 excited
molecules 1A
� �

:

1A
� � ¼ aI0
kSr þ kSnr

ð3:144Þ

where the proportionality constant is the rate constant of fluorescence emission kSr :

IF ¼ kSr
1A
� � ¼ aI0

kSr
kSr þ kSnr

¼ aI0WF: ð3:145Þ

Equation 3.145 shows that the ratio of steady-state emitted photons to absorbed
photons yields the fluorescence quantum yield:
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IF
aI0

¼ WF ð3:146Þ

All these relations have been derived for an integrated fluorescence intensity, that
is, neglecting the different possible energies of the emitted fluorescence photons.
Plotting the steady-state fluorescence intensity IF as a function of the emission
wavelength lF leads to the fluorescence emission spectra shown in Figure 3.57. This
is done by expressing the steady-state fluorescence intensity per absorbed photon as
a function of the fluorescence wavelength represented by FlðlFÞ. The fluorescence
emission spectrum FlðlFÞ mirrors the different vibronic S1ðv0 ¼ 0Þ!S0ðv ¼ nÞ
fluorescence transitions and is therefore determined by the corresponding Franck–-
Condon integrals. Hence the steady-state fluorescence intensity IFðlFÞ is propor-
tional to FlðlFÞ and also to the number of absorbed photons at the excitation
wavelength lE, which can be expressed by the absorbed light intensity IAðlEÞ:

IF lE; lFð Þ ¼ k �Fl lFð ÞIA lEð Þ ð3:147Þ
where k is a proportionality constant depending on the experimental setup. The
absorbed light intensity IAðlEÞ is the difference between the incident I0ðlEÞ and the
transmitted ITðlEÞ light intensity:

IA lEð Þ ¼ I0 lEð Þ�IT lEð Þ ð3:148Þ
where the transmitted light intensity ITðlEÞ can be expressed by the Lambert–Beer
law (Equation 3.122):

IT lEð Þ ¼ I0 lEð Þe�2:3 � E lEð Þc � z: ð3:149Þ
By using Equations 3.148 and 3.149 Equation 3.147 can be rewritten:

IF lE; lFð Þ ¼ k �Fl lFð ÞI0 lEð Þ 1�e�2:3 � E lEð Þc � z
h i

: ð3:150Þ

Recording the steady-state fluorescence intensity IF as a function of the emission
wavelength lF for a fixed excitation wavelength lE yields the fluorescence emission
spectrum, that is, it reflects the probability distribution of the different vibronic
fluorescence transitions FlðlFÞ. Equation 3.150 shows a rather complicated depen-
denceofthesteady-statefluorescenceintensityontheconcentrationc.However, forlow
concentrations the term in square brackets in Equation 3.150 can be approximated as

1�e2:3 � E lEð Þc � z ¼ 2:3 � E lEð Þc � z� 1
2
2:3 � E lEð Þc � z½ �2 þ � � � ð3:151Þ

For dilute solutions, the higher term can be neglected and a direct proportionality
between the concentration c and the fluorescence intensity is obtained:

IF lE; lFð Þ ¼ k �Fl lFð ÞI0 lEð Þ 2:3 � E lEð Þc � z½ �
¼ 2:3 � k �Fl lFð ÞI0 lEð Þ �A lEð Þ

ð3:152Þ

where AðlEÞ is the absorbance at lE (see Equation 3.123). However, for a quantitative
analysis of fluorescence emission spectra, one always has to keep in mind that this
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linear relationship between the fluorescence intensity and concentration is only valid
for dilute solutions, that is, A 	 0:01.

Steady-state fluorescence experiments can be also performed in another way by
recording the fluorescence intensity as a function of the excitation wavelength lE for
a fixed detection wavelength lF. This yields a fluorescence excitation spectrum.
Equation 3.152 shows that the fluorescence intensity recorded as a function of the
excitation wavelength is characterized by the product I0ðlEÞ �AðlEÞ. This means that
if it is possible to account for the wavelength dependence of the incoming light
intensity, the fluorescence excitation spectrum depends only on the absorption
AðlEÞ, that is, it reflects the absorption spectrum. To be more precise, provided that
only one ground-state species exists, the corrected fluorescence excitation spectrum
[i.e., compensation of the wavelength dependence of the incoming light I0ðlEÞ] is
identical with the absorption spectrum. Hence a comparison between fluorescence
excitation and absorption spectra yields valuable information about the sample
species present. Figure 3.59 shows a comparison between the absorption, fluores-
cence emission, and fluorescence excitation spectra of a dilute aqueous cinoxacin
solution.
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Figure 3.59 Absorption, fluorescence excitation, and fluorescence emission spectra of cinoxacin.
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3.11.3
Nonradiative Energy Transfer

So far, we have only considered intramolecular S1 deactivation channels (see
Figure 3.58) when deriving the above-mentioned quantitative fluorescence intensity
expressions. However, the interaction of electronically excited molecules with other
molecules may compete with fluorescence emission if these intermolecular inter-
actions take place on similar time scales as the excited state lifetime. The intermo-
lecular deactivation of an excited molecule by another molecular system is called
fluorescence quenching. Several intermolecular fluorescence quench processes
exist. Most of these processes involve a fast transfer process from a donor to an
acceptor such as electron, proton, or energy transfer. In the following we focus on
radiationless excitation energy transfer from an electronically excited donor to an
acceptor, since this is the basis of one of themost important fluorescence techniques
in biophotonics to quantify such important processes, for example, protein–protein
and protein–DNA interactions or conformational changes of proteins, and so on.

Nonradiative energy transfer requires a significant spectral overlap of the emission
spectrum of the donor Dwith the absorption spectrum of the acceptor A. Thismeans
that for a nonradiative energy transfer, the existence of isoenergetic vibronic transi-
tions of the donor and acceptor is required. In other words, these transitions are in
resonance, that is, they are coupled (see Figure 3.60).

Various interaction/coupling mechanisms between donor D and acceptor A
responsible for the energy transfer exist. In Section 3.9 (see footnote 14 on page 172),
we have seen that the coupling between two states yij i and yfj i is usually expressed
by a coupling matrix element yf jV̂ jyi

� �
with the perturbation V̂ . Let us assume that

the energy transfer process can be described by one electron of the donor D and one
electron of the acceptor A. For this assumption, the initial and final wavefunctions
can be expressed by

yi ¼ 1ffiffiffi
2

p yD
ð1ÞyAð2Þ�yD
ð2ÞyAð1Þ½ �

yf ¼ 1ffiffiffi
2

p yDð1ÞyA
ð2Þ�yDð2ÞyA
ð1Þ½ �
ð3:153Þ

where the wavefunction yi represents the situation where the electron on the donor
D is excited (D
) and that on A is not and the final wavefunctionyf characterizes the
situation after the energy transfer, that is, the electron on A is excited (A
) and that on
D is not. The numbers 1 and 2 symbolize the two electrons involved in the energy
transfer process. The form of the wavefunctions (antisymmetrized product wave-
functions) takes into account that electrons are not distinguishable. Hence the
coupling matrix element U between donor D and acceptor A due to a perturbation
V̂ reads as follows:

U ¼ yD
ð1ÞyAð2ÞjV̂ jyDð1ÞyA
ð2Þ
� �� yD
ð1ÞyAð2ÞjV̂ jyDð2ÞyA
ð1Þ

� �
:

ð3:154Þ
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The first term is called the Coulomb term and represents the situation where the
initially excited electron onD returns to the ground state whereas simultaneously the
electron on A is becoming excited. It is referred to as Coulomb energy transfer
because it is a consequence of the electrostatic repulsions between the electron at
the donor and that at the acceptor. The second term describes the exchange of
two electrons between A and D and is therefore called the exchange term. These two
terms are characterized by different operating distances r between the donor and
acceptor. The exchange term is a short-range process because it describes an energy
transfer process by an exchange of an electron due to intermolecular orbital overlap.
However, the Coulomb term can be approximated by a long-range dipole–dipole
interaction between the transition dipole moments of the donor mDfi ¼ D
 jm̂jDh i
and acceptor mAfi ¼ A
 jm̂jAh i transitions D!D
 and A!A
, respectively
(Figure 3.61). In other words, the electron relaxing from D
 to D generates a
transition dipole moment mDfi which can interact with the transition dipole moment
mAfi simultaneously created by the excitation from A to A
.
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Figure 3.60 Energy level diagram representing the resonance (coupling) of donor and acceptor
vibronic transitions (adapted from [19]).
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It should be noted that in contrast to the exchange interaction, the Coulombic
dipole–dipole interaction does not require contact between donor and acceptor as
it is a long-range interaction. The Coulombic mechanism is equivalent to the
energy being transferred across the space between the donor and acceptor. The
Coulombic term of Equation 3.154 can be expressed under the approximation of a
dipole–dipole interaction between the transition dipole moments mDfi and mAfi as
follows:

Udd � jmDfi j � jmAfi j
r3

cos WT�3cos WDcosWAð Þ ð3:155Þ

where r is the distance between the donor D and the acceptor A. The angles WT and
WA describe the orientation between the two transition dipole moments and are
defined in Figure 3.62.

Equation 3.155 shows that the long-range dipole–dipole interaction is large if the
two transitions D!D
 and A!A
 are fully allowed, that is, their transition dipole
moments are large. Furthermore, the dipole–dipole interaction strength depends on
the mutual orientation of the transition dipole moments (see Figure 3.62).

3.11.3.1 F€orster Resonance Energy Transfer (FRET)
The Coulombic dipole–dipole energy transfer is called F€orster resonance energy
transfer after Theodor F€orster, who developed a detailed theory for such a long-range
Coulombic dipole–dipole energy transfer. FRET is considered to be a very weak
coupling process. This means that the absorption spectrum of the coupled donor–-
acceptor system is almost identical with the sum of the absorption spectra of the
individual components. This is the case if the vibrational relaxation in the excited
donor D
 ismuch faster than the energy transfer to the acceptor. The transfer rate for
a FRETprocess can be derivedwith the help of Fermi�s golden rule (see footnote 14 on
page 172), employing Equation 3.155 as the coupling matrix element. The density of
states r is expressed by the spectral overlap between the donor emission spectrum
and the acceptor absorption spectrum. Hence the following expression for the FRET
transfer rate can be derived:

D* A

D A*

Figure 3.61 Illustration of long-range dipole–dipole Coulomb interaction.
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kddD!A ¼ kD
R0

r

� �6

¼ 1
t0D

R0

r

� �6

ð3:156Þ

where kD is the radiative decay rate of the donor, t0D is the excited state lifetime of the
donor in the absence of energy transfer, and R0 is the F€orster radius, namely the
distance at which the intensity decreases caused by energy transfer and spontaneous
internal decay are equal, that is, kddD!A ¼ kD. The r6 dependence of the transfer rate
on the donor–acceptor distance is a result of the squaremodulus of the dipole–dipole
interaction Udd

�� ��2 in Fermi�s golden rule. The F€orster radius can be determined from
the spectral overlap of the fluorescence emission spectrum of the donor and the
absorption spectrum of the acceptor:

R6
0 ¼

9000 � ln10 � k2W0
D

128 �p5NLn4

ð1
0
IDðlÞEAðlÞl4dl ð3:157Þ

where k2 ¼ cosWT�3cosWDcosWAð Þ2 is the orientational factor (see Figure 3.62 and
Equation 3.155), W0

D is the donor fluorescence quantum yield in the absence of the
acceptor, n is the average refractive index of the medium for the wavelengths of the
spectral overlap, IDðlÞ is the normalized fluorescence spectrum of the donor [i.e.,Ð1
0 IDðlÞdl ¼ 1], and EAðlÞ is the extinction coefficient of the acceptor. Typical values
for the F€orster radii, that is, for distances over which energy transfer is important, lie
in the range of 15�60 A

�
. The transfer efficiency can be expressed by

μfi
A

μfi
D

ϑr

ϑA

ϑD

ϑA

r

Figure 3.62 Illustration of angles WT and WA describing the orientation of the two transition dipole
moments mDfi and mAfi (adapted from [17]).
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Wdd
D!A ¼ kddD!A

kD þ kddD!A

¼ kddD!A
1
t0D

þ kddD!A

: ð3:158Þ

In combination with the distance dependence of Equation 3.156, it follows for the
transfer efficiency:

Wdd
D!A ¼ 1

1þ r
R0

� �6 ¼ 1� tD
t0D

ð3:159Þ

where tD and t0D are the excited state lifetimes of the donorD
 (i.e., decay of the donor
fluorescence subsequent to pulse excitation) in the absence and presence of the
acceptor, respectively. The transfer efficiency also relates to the fluorescence quan-
tum yield of the donor as follows:

Wdd
D!A ¼ 1�WD

W0
D

ð3:160Þ

where WD and W0
D are the donor fluorescence quantum yields in the presence and

absence of the acceptor, respectively.
As has been stated above, in addition to the distance r between the donor and

acceptor, the relative orientation of the transition dipole moments of the donor mDfi
and acceptor mAfi also plays a crucial role in the energy transfer efficiency (see
Figure 3.62). The relative orientation is expressed by the orientational factor
k2 ¼ cos WT�3cos WDcosWAð Þ2 (see Equation 3.157). For systems where the orien-
tation remains constant during the energy transfer (e.g., use of highly viscose
solvents or rigid coupling of donor and acceptor to large and stiff molecules), k2

can reach values between 0 (transition dipole moments are orthogonal) and 4
(collinear arrangement). For parallel transition dipole moments, k2 ¼ 1. If both
donor and acceptor can rotate, the orientational factormust be replacedby an average:
if both chromophores D and A undergo fast isotropic rotation, that is, rotation is
considerably faster than the energy transfer rate, the average orientational factor is
given by k2 ¼ 2=3. If the donor and acceptor are freely movable but the rotation
is significantly slower than the energy transfer, the orientational factor results in
k2 ¼ 0:476.

The importance of FRET for biophotonics results in its potential to act as an
�optical nano ruler� in the range 10�100A

�
. The donor–acceptor distance can be

determined by either time-resolved or steady state fluorescence measurements via
the energy transfer rate (see Equations 3.159 and 3.160):

r ¼ 1

Wdd
D!A

�1

 !1
6

R0: ð3:161Þ

The distance between the donor and acceptor should be in the range
0:5R0 < r < 1:5R0 because the F€orster radius R0 is a benchmark for donor–acceptor
distances, which can be determined via FRET.
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Advances influorescence labeling techniques (see TheAppendix of this chapter) to
introduce fluorophores selectively in biomolecules or in living biological cells (in
particular the availability of genetically encoded fluorescent proteins) have allowed
the visualization of cellular and single protein processes by means of FRET. This
means that FRET measurements are predominantly utilized in biophotonics as
a molecular ruler to determine distances between biomolecules labeled with appro-
priate donor and acceptor chromophores, that is, which are attached to special sites of
biomolecules such as proteins. Then it is possible to monitor dynamic molecular
processes such as conformational changes manifesting themselves by alterations in
the donor–acceptor distances; for example, the donor–acceptor distance in the
normal protein is too large for FRET to take place but, as a result of a conformational
change of the protein, the donor–acceptor distance is reduced and FRET can occur.
Other processes that can bemonitored via FRET include (1) conformational changes
(e.g., protein folding), (2) ligand receptor interactions or protein–protein aggregation,
and (3) protein hydrolysis (see Figure 3.63). For all these processes, the donor–
acceptor distance changes from distances where FRETcannot take place to distances
where FRET can occur, or vice versa.

Hence the FRET technique adapted to modern fluorescence microscopy is unique
in generating fluorescence images (FRET efficiency images) sensitive to molecular
dynamics such as conformational changes (e.g., protein folding), ligand-receptor
interactions (e.g., protein–protein and protein–DNA interactions), and so on. As
mentioned above, FRETmanifests itself either through a decrease in thefluorescence
lifetime of the donor, or in a quenching of the donor fluorescence intensity and
a simultaneous increase in the acceptor fluorescence. Therefore, different methods
exist to record FRETefficiency images. Usually it is advantageous to plot the acceptor
emission at donor excitation IAðlDabs; lAF Þ divided by the donor emission at donor
excitation IDðlDabs; lDF Þ. SuchFRETratio images yield better signal-to-noise ratios than

Conformational
Changes

Figure 3.63 Illustration of FRET applications (adapted from [17]).

3.11 Fluorescence j197



when solely recording the acceptor fluorescence at donor excitation since both donor
decrease and acceptor increase contribute to the signal. Very often it is also necessary
to correct for cross-talk, that is, direct excitation of the acceptor when exciting the
donor if the donor and acceptor absorption spectra overlap. This can be done by
controlmeasurementswith samples that are only labeledwith the acceptor. Further, it
is often required to correct for bleedthrough of donor fluorescence into the acceptor
fluorescence detection window in the absence of FRET. This correction is accom-
plished by control measurements for samples that contain only the donor. An easier
way of recoding FRET images which are independent of the above-mentioned
spectral contaminations cross-talk and bleedthrough consists in recording the
fluorescence lifetime of the donor fluorescence which is reduced if FRET occurs.
The generation of fluorescence images based on differences in the exponential decay
times of fluorescence is called fluorescence lifetime imaging microscopy (FLIM). In
other words, FLIM yields images with the intensity of each pixel determined by the
fluorescence lifetime t and therefore allows viewing of the contrast between
fluorophoreswith different decay times or changes in the decay time of one particular
fluorophore due to intermolecular interactions such as in FRET imaging.

3.11.4
Photobleaching

One problem in fluorescence spectroscopy/microscopy with fluorescently labeled
biomolecules is photobleaching, which is the permanent loss of the fluorescence
emission of afluorophore due to its exposure to the excitation light. Photobleaching is
a dynamic process where the fluorophore molecules are photochemically destroyed
on exposure to the excitation light. The average number of absorption fluorescence
emission cycles that a fluorophore can carry out before being destroyed by photo-
bleaching depends on the excitation light intensity, the molecular structure of the
fluorophore and its chemical environment. Some fluorophores are already bleached
after the emission of a few photons whereas others can run through thousands or
millions of excitation and emission cycles until photobleaching occurs. The molec-
ular mechanism of photobleaching is only poorly understood. Photobleaching is
a matter of different photochemical reactions leading to light-induced damage or
modification of the fluorophore. Electronically excited molecules might react with
other molecules, leading to irreversible covalent changes of the fluorophore.
Furthermore, a fluorophore which ends up in a long-lived triplet state has much
more time to react with other molecules in its environment.

Hence the observation of fluorophores in fluorescence microscopy might be
hampered because the fluorophores will be destroyed at a certain point by photo-
bleaching due to exposure to the excitation light. However, photobleaching can also
be exploited in fluorescence microscopy to characterize the motion or diffusion of
molecules. This technology is called fluorescence recovery after photobleaching
(FRAP), where a fluorophore is intentionally photobleached by strong laser irradi-
ation. After photobleaching, the fluorescence intensity recovers because fluoro-
phores might diffuse from the environment into the bleaching (i.e., measuring)
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area. The recovery of the fluorescence intensity depends on the mobility of the
fluorophore. Hence FRAP allows the determination of diffusion coefficients and
further parameters determining the mobility of molecules. Additionally, the overall
fluorescence intensity decreases due to photobleaching of a certain region can also be
monitored. This decrease in fluorescence intensity is caused by the diffusion or
transport of molecules into the bleaching region. This fluorescence microscopy
approach is called fluorescence loss in photobleaching (FLIP).

3.11.5
Multi-Photon Excited Fluorescence

The recent progress in the development of high-intensity ultrashort laser sources
revolutionized fluorescencemicroscopy by utilizing nonlinear optical phenomena to
create a higher microscopic contrast. These ultrashort laser pulses, if focused down,
generate extremely high light intensities. As we have seen in Section 3.6, such high
intensities allow one to induce multi-photon absorption processes. Multi-photon
absorption leads to a simultaneous absorption of m � 2 photons by a fluorophore.
Such a nonlinear dependence can be utilized for applications in which a reaction
should be initialized out of only a small spatial area. Thusmulti-photon absorption is
especially suited to microscopic applications. By the application of a femtosecond
titanium:sapphire laser (see Section 3.7) providing excitation wavelengths in the
range 800�960 nm, fluorophores absorbing at 400�480 nm (absorption of two
photons) or 270�320 nm (absorption of three laser photons) can be excited and
their red-shifted fluorescence can subsequently be detected (see Figure 3.64).

Fluorescence

Two−Photon Three−Photon

Figure 3.64 Illustration of multi-photon fluorescence emission.
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The simultaneous absorption of two or three photons results in a very good
localization of the fluorescence light, since such a nonlinear absorption process can
only take place in an extremely small volume. Hence multi-photon absorption
yields an inherent three-dimensional effect making the application of a confocal
pinhole unnecessary, see page 439 (6.1.5.4). There are other advantages of multi-
photon absorption fluorescence microscopy. (1) Since the fluorophores are not
excited by onehigh-energy photon but rather through the simultaneous absorption of
many low-energy photons, sensitive living biological samples can be investigated in a
sparingway. Both the emission offluorescence and possible bleaching effects, that is,
photochemical or thermal degradation of the sample, are limited to a small volume.
(2) The excitation wavelength and the fluorescence wavelength are spectrally far
apart, resulting in low background noise since the detection of fluorescence light is
not disturbed by the broadband excitation laser. Two- or multi-photon absorption
fluorescence spectroscopy has emerged since its discovery in 1990 as an indispens-
able biophysical method providing valuable information about subcellular biochem-
ical processes within living cells. Furthermore, multi-photon imaging by means of
NIR femtosecond lasers is characterized by high penetration depths and therefore
allows the description of biological tissue with high spatial resolution and good
contrast.

3.11.6
Fluorescence Nanoscopy

At the end of this section, recent advances in significantly reducing the spatial area
from which fluorescence light can emerge should be briefly summarized. This
concept, which is called reversible saturable (or switchable) optical linear fluores-
cence transitions (RESOLFT) is based on having fluorescent molecules which can
exist in two distinct states A and B.19) Whereas A is a bright state (i.e., shows
fluorescence emission), themolecular state B is a dark state (i.e., does not fluoresce).
The transition from state A to B can be induced by light and the back reaction from B
to A can be either spontaneous or effected by light, heat, and so on:

AÐkAB
kBA

B ð3:162Þ

where kAB and kBA are the rate constants for the transitions A!B and B!A,
respectively. Hence the changes in the normalized populations NA and NB of the
states A and B are

dNA

dt
¼ �kABNA þ kBANB ¼ � dNB

dt
: ð3:163Þ

19) It will be shown later that A and B can be two different electronic states of the samemolecule or of two
different molecules that can be converted into one another by, for example, reversible
photoisomerization.
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Solving this first-order differential equation yields an expression for the variation
of the population of A with time. As t!1, the population of state A reaches its
equilibrium value, which is given by

N1
A ¼ kBA

kAB þ kBA
: ð3:164Þ

The rate constant kAB for the light induced depletion of state A is given by

kAB ¼ s � I ð3:165Þ
where s is the molecular absorption cross-section and I the light intensity inducing
the transition A!B. The molecular absorption cross-section is given by the molar
absorption coefficient E : s ¼ E

NL
, where NL is Avogadro�s number.

Equation 3.164 together with Equation 3.165 yields

N1
A ¼ 1�N1

B ¼ kBA
sIþ kBA

¼ 1

1þ s

kBA

� �
I
¼ 1

1þ I
Isat

: ð3:166Þ

The saturation intensity Isat ¼ kBA=s is the intensity where 50% of the molecules
are in stateA and50% in state B. Figure 3.65 shows the dependence of thenormalized
populations NA and NB as a function of the applied light intensity.
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Figure 3.65 Plot of the normalized populations NA and NB as a function of I=Isat (adapted
from [25]).
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It can be seen that for I � Isat all molecules end up in the nonfluorescent state B,
that is, N1

A ! 0. Hence it is possible to switch off the fluorescence by shifting all
molecules from the bright state A into the dark state B. The principle of reducing the
spatial area of fluorescence emission is now based on confining the spatial area of
molecules in state A by an intensity naught and simultaneously parking the fluor-
ophores outside the naught in the dark state B. This can be achieved by applying a
spatial intensity distribution I for which the intensity at one point xi equals IðxiÞ ¼ 0.
For one dimension, such an intensity naught can be best realized by a standing wave:

IðxÞ ¼ I0 sin
2 2pn

x
l

� �
ð3:167Þ

where n is the refractive index and l the wavelength of the light. If this intensity
distribution is applied to a spatial distribution of molecules CðxÞ which are initially in
the bright state A for I0 � Isat, practically all molecules will be transferred to the dark
state B except thosewhich are located around the small area aroundxi (see Figure 3.66).

The larger the ratio I0=Isat � 1, the smaller the spatial region in which state A is
populated becomes. It can be shown that the minima of the standing wave intensity
distribution create regions of molecules in the bright state Awith a full width at half-
maximum (FWHM) of
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Fluorescent Molecule (A)
Non Fluorescent Molecule (B)
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∞

I(x)
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Figure 3.66 Illustration of the RESOLFT principle to create arbitrarily sharp regions of fluorescent
molecules (adapted from [24]).
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Dx 	 l

pn
ffiffiffiffiffi
I0
Isat

q : ð3:168Þ

Thus, if already a small fraction of the overall intensity I0 is sufficient to promote
the molecules into the dark state B, the areas of finding molecules in the bright
fluorescent state A are confined to the minima (nodal points) of the standing waves
(see Figure 3.66). The fluorescence image is generated by scanning the intensity
nodes across the sampleCðxÞ. By doing so, all themolecules initially in state Awill be
temporally transferred to state B except those molecules situated at the nodes. The
object CðxÞ is displayed by the fluorescence observed from the molecules in the
bright state A squeezed to an area much smaller than l=2. A sequential readout of
these transient ultrasharp bright areas yields a high-resolution fluorescence image.
The spatial resolution of this image is then determined by the ratio I0=Isat, which
determines the spatial area of the bright state A (see Equation 3.168).

The important relationshipDx 	 Isat=I0ð Þ12, which was derived for one dimension,
is commonly valid for every applied spatial intensity distribution around a naught xi.
If the naught is generated by a lenswith an aperture anglea and thefluorescence light
is collected by the same lens, the spatial resolution can be approximated by the
following relationship:

Dx 	 l

2n � sin a
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ I0

Isat

q ð3:169Þ

which can be seen as an extension of Abbe�s equation (see Section 6.2.2.5).

3.11.6.1 Stimulated Emission Depletion Microscopy (STED)
The first experimental realization of the RESOLFT principle is called stimulated
emission depletion microscopy (STED). Here, the S1 state of the fluorophores is the
bright stateA and theS0 state is the dark state B. The light-induced transition between
the bright S1 state and the dark S0 state is accomplished by stimulated emission (see
Section 3.7). This means that the S1 fluorescence is suppressed by stimulated
emission from the S1 (A) into the S0 (B) state. In doing so, stimulated emission
is used to quench the spontaneous emission of fluorescence light in such a manner
that only fluorescence at the edge of the fluorescence spot is quenched. Figure 3.67
displays the excitation scheme applied for this stimulated fluorescence quenching
called �stimulated emission depletion.�

The molecules are excited into an electronically excited state by an excitation laser
fromwhere themolecules would normally relax back into the electronic ground state
spontaneously by emission offluorescent light on a nanosecond time scale.However,
the application of a high-intensity STED laser pulse that is red shifted and slightly
shifted in time compared with the excitation laser leads to stimulated emission of the
electronically excited molecules into excited vibrational states of the electronic
ground state before they have the chance tofluoresce spontaneously, since stimulated
emission is much faster than spontaneous emission. These vibrationally excited
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ground-state molecules cannot be excited by the excitation laser any longer. If one
chooses a donut beam profile for the STED laser pulse with a central naught which is
overlapped with the excitation laser, that is, the STED laser profile is almost dark
within the focal point of the excitation laser but very intensively circularly symmetric
to the excitation laser, an extreme reduction in the size of the focal spot occurs since
only molecules inside both laser foci are not affected by the de-excitation process.
Thus the fluorescence light originates from an extremely sharp spot of only a few
nanometers in size. Excitation and subsequent de-excitation by the doughnut-shaped
STED beam is achieved by synchronized femto- or picosecond pulses allowing the
temporal separation of excitation and de-excitation by stimulated emission. The
energy of the formerly excited molecule is carried as a further photon in the STED
beam. STED microscopy reduces the investigation volume to 0.67 al (attoliters),
which is 18 times smaller than that which can be obtained by conventional confocal
fluorescence microscopy. The spatial resolution is determined by the intensity of the
STED pulse: the more intense the donut beam, the more strongly the effective S1
population is squeezed to the middle of the donut. The spatial area for which
fluorescence is allowed becomes smaller with an increasing STED beam intensity

S0

S1

E

R'

R

v=0

v=1
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Figure 3.67 Illustration of the STED excitation scheme.
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because then a large fraction of the donut intensity is lying above the saturation
intensity Isat and prevents population of the bright state S1. However, regardless of
how high the STED beam intensity is, fluorophores situated at the donut naught will
always emit fluorescence light because at the naught no stimulated emission takes
place. Hence by scanning the naught across the sample, structuresmuch beyond the
diffraction limit are obtained.

The saturation intensity given by Isat ¼ kBA=s depends on the fluorophores or,
more precisely, on the two states A and B. The saturation intensity Isat can be
approximated by

Isat ¼ 1
s � t ð3:170Þ

where t is the spontaneous emission lifetime of state A. Hence for STED, fairly large
saturation intensities are required to reach high spatial resolutions due to the rather
short fluorescence lifetime of the S1 state in the nanosecond range. However, high
intensities might lead to sample degradation or photobleaching. Therefore, the
application of lower saturation intensities is preferable.

In general, the longer living both states A and B are, the smaller Isat becomes and
therefore according to Equation 3.169 the smaller the intensity I0 becomes that is
necessary to go beyond the diffraction limit and coming close to achievingmolecular
resolution. Therefore, other bright–dark pairs A and B besides S1 and S0 in
fluorophores with long lifetimes are required to achieve low saturation intensities.
The ultimate formof �optical saturation� (see Figure 3.65) is optical switching, that is,
the employment of optically bistable molecules where only the bright state A yields
fluorescence by excitation to a transient fluorescent state A 
 ðA $ A
Þ (e.g., photo-
transformable cis–trans isomers where only one isomer yields fluorescence). These
molecular photoswitches allow very low saturation intensities, if it is possible to
switch between the long lived fluorescent (A $ A
) and dark (B) states.

3.11.6.2 Photoactivated Localization Microscopy (PALM) and Stochastic Optical
Reconstruction Microscopy (STORM)
At the end of this chapter, two other fluorescence microscopy methods achieving
nanometer resolution, namely photoactivated localization microscopy (PALM) and
stochastic optical reconstruction microscopy (STORM) should be briefly explained.
Both PALM and STORM are based on the readout of single molecules from random
coordinates. This is achieved by switching on molecules into a bright state A so that
only fluorophores that are far apart from each other can be identified as single
fluorescent molecules. This means that at the beginning all molecules are switched
off, that is, are in state B. Then the molecules are switched on into the fluorescing
state Awith such a low intensity that the switched-onmolecules are further away than
half the wavelength. This means that statistically molecules in the direct neighbor-
hood remain in the dark state B. The molecules which were switched on are
fluorescence excited several times (A!A
) and N photons are detected. In other
words, PALM and STORM utilize a molecular process leading to an emission of
N photons from the same spot. Subsequently the molecules return spontaneously
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(by photobleaching) to the dark state B0 (PALM) or they are sent systematically into
the dark state B (STORM). If the movement of the molecules is negligible, each
molecule leaves single, separable diffraction broadened spots on the camera whose
centroid is determined by afitting procedure. Each diffraction spot belongs to a single
molecule. Fitting an image consisting of N photons can also be seen as N measure-
ments of the fluorophore position in which every measurement has an uncertainty
determined by the point spread function (PSF), which describes the response of an
imaging system to a point source or point object. The precision with which a single
switched-on fluorophore can be localized is given by

Dloc ¼ DPSFffiffiffiffi
N

p ð3:171Þ

whereD is the width of the PSF. A high-resolution image is constructed sequentially
by stochastic registration of single switched-onmolecules and plotting their position
Dloc as a point. Figure 3.68 illustrates a typical PALM imaging cycle.

First, allfluorescentmolecules (red dots) in thefield of view are switched off (green
dots) by a strong red laser. In a second step, only a small percentage of fluorescent
molecules (green light) are switched on such that their images do not overlap. Third,
the fluorescence emission of the switched-on molecules is recorded. This fluores-
cence emission is used to localize the fluorophore position (gray dot) with nanometer
accuracy.

The molecule within these single-molecule techniques STORM and PALM has to
pass through the bright–dark cycle ½B!Að$ A
Þ!BðB0Þ� only once since the
emission of theN photons takes place via multiple excitation steps in the fluorescent
state A
. In other words, the high-resolution image is assembled molecule by
molecule via a single switching cycle B!A!BðB0Þ per single molecule. The
difference between PALM and STORM is that for PALM photobleaching due to
the exposure to thefluorescence excitation light is utilized to switch off A. Thismeans
that for PALM the switching cycle is B!A!B0, that is, B0 is different to B. For
STORM, B equals B0 since the molecules are actively switched from A to B.

PLAM Imaging Cycle

Figure 3.68 Illustration of PALM imaging cycle (adapted from [23]).
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This is in contrast to RESOLFT, where constant cycling is required since ensuring
state A for a chosen nodal point requires nearby molecules to be switched to the dark
state B.

3.12
Elastic Light Scattering

Inhomogeneities inside a medium can also lead to scattering, which is a second
effect in addition to absorption (see Section 3.4) that leads to a decrease in the
intensity of transmitted light. This section deals with elastically scattered light,
which refers to the fact that the wavelength of the light remains unchanged as no
energy loss or gain has occurred, very much like a rubber ball which hits a wall,
thereby changing only direction but not speed. Scattering is a process which
depends strongly on the wavelength of light. Generally, it increases rapidly with
decrease in wavelength.

This section aims a short introduction to elastic light scattering. For further
reading, [3, 18] are recommended.

There are twomechanisms which are responsible for a decrease in the intensity of
a light wave while propagating through a medium. As already detailed (see Sec-
tion 3.4), one of these mechanisms is the absorption of radiation, during which the
energy of the wave is dissipated and which leads to a decrease in the amplitude of the
wave. A second mechanism, which also decreases transmission through a medium,
is scattering, where light is either elastically or, with a much lower probability,
inelastically scattered (see Section 3.13). The former effect is exploited, for example,
in nephelometry, where laser light is passed on into a dilute suspension of small
particles and the light scattered elastically under an angle of 70�75� is collected and
investigated to determine the levels of certain proteins.

In analogy with the Lambert–Beer law (Equation 3.38), the dependence of the
intensity IðzÞ with increasing travel distance along the z-direction is given by

IðzÞ ¼ I0 exp �S0zð Þ ð3:172Þ
where S0 is the scattering coefficient. For dilute solutions, it is possible to determine
the so-called scattering cross-section ss with a conventional spectrometer directly
from the opacity of the sample:

S0 ¼ N � ss ð3:173Þ
where N represents the number of particles per unit volume. The scattering cross-
section is the effective cross-section of the scattering particles within which an
incident photon can be deflected.

In the following, we deal only with elastic light scattering, also known as Rayleigh
scattering. Inelastic light scattering (Raman sattering) will be treated in detail in
Section 3.13.
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In the case of elastic light scattering, the incoming electric field induces a time-
dependent dipole moment mindðtÞ and forces the dipole to vibrate. The dipole in turn
emits radiation as a consequence with an intensity Is. Due to the incoming electric
field E ¼ E0cosðv0tÞ at the scattering center (z ¼ 0), an oscillating dipole results,
which is given by

m ¼ a �E ¼ a �E0 cos v0tð Þ: ð3:174Þ
If the scattering centers are much smaller than the wavelength l, the Rayleigh

equation holds, which is given by

Is
I0

¼ 16p4a2

r2l4
sin2j: ð3:175Þ

It describes the distribution of the Rayleigh scattering, which in the case of
monochromatic, perpendicularly polarized light is independent of the azimuth
angle W but depends strongly on the zenith angle j. As can be seen from Equa-
tion 3.175, the intensity is indirectly proportional to the fourth power of the
wavelength l or directly proportional to v4. The emitted intensity possesses
a maximum perpendicular to the dipole axis, as can be seen from Figure 3.69, and
is zero along the dipole axis. It is proportional to the square of the dipolemoment and
indirectly proportional to the square of the distance r from the emitting dipole.

Fairly often, however, the incoming light is unpolarized. In this general case,
a superposition of light waves with all possible polarizations results in

Is
I0

¼ 8p4a2

r2l4
1þ cos2W
� �

: ð3:176Þ

If there is more than one scatterer in a comparably small volume (multiple
scattering, for examplemolecules in a solution), the scatteredwaves are nearly always
in-phase and interfere constructively. If the scatterers arenot small comparedwith the
wavelength, for example in the case of macromolecules, then the scatterer itself
consists of a number of scattering centers. Light that is scattered from different
scatteringcenters isgenerally excitedout-of-phase (thewavehits thecenteratdifferent
times and therefore with different phase) and therefore the emitted waves also have
different phase and the interference can be both constructive and destructive.

(a) Polarized light (b) Unpolarized light
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Figure 3.69 Illustration of the orientation dependence of Rayleigh scattering (adapted from [18]).
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Macromolecules in a liquid are usually not perfectly dissolved by a liquid but lead to
acolloidorevenasuspension.Colloidsor suspensionsshowcertaindegreesofopacity
or turbidity, the investigation of which is carried out by nephelometry (see above).

The theoretical treatment of elastic light scattering can become rather complicated.
Originally this problem was solved by Gustav Mie in 1908 for a homogeneous
dielectric sphere. Mie�s original problem was to understand the various colors in
absorption and scattering exhibited by small colloidal particles of gold suspended in
water. To obtain the solution, the incident plane wave and also the scattering field can
be expanded into radiating spherical vector wavefunctions, while the internal field is
expressed as regular spherical vector wavefunctions. By applying the boundary
condition on the spherical surface, the expansion coefficients of the scattered field
can be computed. A comparably modern way of solving such problems is the
T -matrix approach. Within this approach, the scattering from anisotropic and
anisometric particles can also be treated. Since an exhaustive treatment of this
theory is well beyond the scope of this book, we just discuss some of the most
important results. One of these results is that the variation of extinction (i.e.,
absorption þ scattering)with frequency depends strongly on the size of theparticles.
In frequency regions with weak absorptions, the variation of extinction with
frequency shows three characteristics: (1) the interference structure which dom-
inates and tends to look like a damped harmonic oscillation; (2) the ripple structure,
which is an irregular fine structure; and (3) a monotonically increasing extinction
with increasing frequency for the range inwhich the particle diameter is smaller than
the wavelength of light. The last chracteristic implies that the onset of the extinction
due to scattering is strongly dependent on the particle size as a result of Mie theory,
which explains the various colors of the colloidal gold particles inwater (or in glass) as
being due to diameter variations of the particles. Figure 3.70 displays the scattering

Figure 3.70 Scattering intensity IS as a function of the particle diameter d (taken from [18]).
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intensity Is as a function of the particle diameter d. It can be seen that the scattering
intensity increases by 20 orders of magnitude whereas the particle diameter increases
only by five orders of magnitude. For smaller particles, the scattering intensity
increases with the sixth power of the particle diameter. For larger diameters d in the
range of thewavelength of light, the scattering dependencebecomesmore complicated
and the scattering intensity varies rapidly with the particle diameter. Furthermore, it
can be seen that the curve bends down in the area of the wavelength of visible light and
the scattering intensity increases only about quadratically with the particle diameter.

3.13
Inelastic Light Scattering (Raman Scattering)

In Section 3.8, it was shown that the direct absorption of IR radiation can promote
molecules from their vibrational ground state into the first excited molecular
vibrational state. Such vibrational transitions depend directly on the atoms
present in themolecule and in particular how these atoms are chemically bonded
to each other. Therefore, the vibrational IR absorption pattern of a particular
molecule can be seen as itsmolecularfingerprint and tells a lot about themolecule
itself and about the surroundings inwhich it is embedded. Vibrational transitions
can also take place via an inelastic scattering process that wasfirst discovered 1928
by C.V. Raman. This so-called Raman effect marks an indirect approach to excite
molecular vibrations. The Raman effect can be interpreted quantum mechani-
cally as an inelastic collision between photons and molecules. Raman and IR
spectroscopy are therefore complementarymethods exhibiting different selection
rules determining which vibration of a molecule can be excited by what method.
Although Raman scattering is a fairly weak effect compared with direct IR
absorption, Raman spectroscopy has proven in the last few decades its feasibility
as a very flexible method in biophotonics. The application of IR absorption
spectroscopy for in vivo studies is strongly limited by the broad and intense
IR absorbance of water. However, unlike IR, water does not interfere with Raman
spectroscopy since water has a very weak Raman signal. Hence Raman spectra
can be easily collected from aqueous solutions, which is why Raman spectroscopy
is perfectly suited for in vivo studies. Raman-based methods have emerged in
recent years as an extremely powerful method for bioanalytical and biomedical
applications, that is, to study biological samples such as cells and tissues. The
principle is that Raman spectra contain information onmolecular vibrations that
provide a highly specific fingerprint of the molecular structure and biochemical
composition of cells, tissues, and so on. Diseases and other pathological anom-
alies are accompanied by changes in these properties. The method provides this
information without external markers such as stains or radioactive labels. Raman
spectroscopy is a nondestructive technique and, in general, requires only min-
imal or no sample preparation. However, although the specificity of Raman
spectroscopy is very high, its sensitivity, that is, the cross-section of the
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Raman effect is rather poor. Since only a small proportion of the incident photons
are inelastically scattered, the detection of molecules that are present in very low
concentrations is limited. To overcome the disadvantage of low signal intensities
from most biomolecules, special Raman signal-enhancing techniques can be
applied. The twomost prominent approaches are the resonance Raman effect and
surface-enhanced Raman scattering (SERS). In addition to these two linear
Raman signal-enhancing techniques, the nonlinear variant of Raman spectros-
copy CARS also belongs to the most promising Raman techniques because it
combines signal enhancement due to the coherent nature of the process with
further advantages such as directional emission, narrow spectral bandwidth, and
no disturbing interference with autofluorescence. In the following, an introduc-
tion to the basic theoretical concepts of linear and nonlinear Raman scattering is
given.

The following section provides a rapid introduction to inelastic light scattering.
Interested readers are referred to [5]. Nonlinear Raman-techniques are described
in [10].

3.13.1
Theoretical Description of Inelastic Light Scattering

Earlier (see Sections 3.1,3.2 and 3.12), it was shown that light can polarizemolecules.
For visible wavelengths, mainly the electrons contribute to the induced polarization
by becoming distorted against the atomic nuclei through the interacting electro-
magnetic field. Thus the interaction of light with matter induces an electric dipole
moment within themolecules (see Equation 3.174). The polarizabilitya is ameasure
of how easily electrons can be distorted within a molecule.20) The induced dipole
moment oscillating with the frequency of the electromagnetic field emits an
electromagnetic wave in all directions. If the polarizability a does not change with
time, the frequency of the emitted secondary wave corresponds to the frequency of
the oscillating induced dipole, that is, the frequency of the external electromagnetic
wave inducing the dipole. This type of elastic scattering is called Rayleigh scattering
(see Section 3.12).

However, since molecules are always vibrating, the polarizability a is not constant
over time, but changes according to the different vibrational frequencies of the
molecular normal modes q (see Section 3.8). In other words, the nuclear motions
modify the polarizability as the electron density rapidly (adiabatically) adjusts to
themomentarily nuclear geometry tominimize overall the energy of the system. The
dependence of the polarizability on the nuclear coordinate q can be expressed by
expanding the polarizability into a Taylor series around the equilibrium nuclear
geometry q ¼ 0:

20) It should be noted that a represents a third-rank tensor. If not explicitly mentioned, the tensor
characteristics can be neglected for most of the expressions derived in this section.
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a ¼ aðqÞ ¼ að0Þþ qa
qq

� �����
q¼0

� qþ � � � : ð3:177Þ

The nuclear oscillation with a characteristic frequency vR along each normal
coordinate q can be approximated by a harmonic oscillation (see Section 3.8):

q ¼ q0 � cos vR � tð Þ: ð3:178Þ
Inserting Equations 3.177 and 3.178 into Equation 3.174 yields for the induced

dipole moment:

m ¼ a0 þ qa
qq

� �����
q¼0

� q0 cosvRt

" #
E0 � cosv0t: ð3:179Þ

With the help of common trigonometric relations, Equation 3.179 can be rewritten as

m ¼ a0E0 cosv0t þ 1
2

qa
qq

� �����
q¼0

� q0E0 cos vR�v0ð Þt

þ 1
2

qa
qq

� �����
q¼0

� q0E0 cos vR þv0ð Þt:
ð3:180Þ

Equation 3.180 shows that the time-dependent induceddipolemoment,which acts as
a source of the scattered radiation, oscillates on three distinct frequencies: the first
term oscillating on the frequency v0 of the incoming electromagnetic wave repre-
sents the elastic light scattering [i.e., Rayleigh scattering (see Section 3.12)] whereas
the second and third terms which oscillate with the difference or sum frequency
between the incoming light v0 and normal mode frequencyvR express the inelastic
or Raman scattering activity. The second term oscillating on the difference frequency
is the source for the so-called Stokes scattering, which is red shifted with respect to
the excitation frequency v0. The Stokes scattered light contains information about
the molecular scattering system due to its dependence on vR. The third term
represents the source of inelastically scattered light which is blue shifted with
respect to the incoming frequency v0 and is called anti-Stokes Raman scattering.
Since the frequency of the anti-Stokes radiation also depends on the normal mode
frequency, it also yields molecular information.

Consequently, the secondary radiation emitted by the molecule is a superposition
of the exciting frequency and the various vibrational frequencies of the molecule.
Dispersing this secondary radiation into its frequency components yields, in
addition to the strong Rayleigh scattering, also weak sidebands. The distance
between the Rayleigh wavelength and the wavelength of the sidebands corresponds
to the vibrational frequencies of the molecule. The appearance of these sidebands
due to an inelastic light scattering process was first discovered by C.V. Raman in
1928.

It is also possible to derive an expression for the intensity of the inelastically
scattered light based on the classical description of light scattering, that is, the
classical picture of interaction between an oscillating electromagnetic field and
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a molecular system. The starting point for these considerations is the total power P
emitted by an oscillating Hertzian dipole m, which is given by

P ¼ 1
6pe0c3

d2m
dt2

����
����
2

ð3:181Þ

where d2m=dt2 is the second derivative of the dipole moment mwith respect to time t.
Since each oscillating induced dipole serves as a Hertzian dipole, that is, as an
antenna emitting secondary scattered radiation, m in Equation 3.181 can be replaced
by the induced dipole given in Equation 3.180. In the followingwe concentrate on the
term of the induced dipole moment which leads to the Stokes radiation:

mStokesðtÞ �
1
2

qa
qq

� �����
q¼0

� q0E0 cos vR�v0ð Þt: ð3:182Þ

Inserting the second derivative of the induced Stokes dipole moment mStokesðtÞ with
respect to the time t yields for the average power

�P ¼ q20
12pe0c3

qa
qq

� �����
q¼0

" #2
� v0�vRð Þ4 E0j j2: ð3:183Þ

Here an averaging over time has been performed (i.e., temporal average over the
oscillating part). The intensity observed at 90� is given by

I ¼ 3 � �P
8p

: ð3:184Þ

Inserting Equation 3.183 into Equation 3.184 and using the relationship I0 � E0j j2
yields an expression for the scattered Stokes intensity:

IStokes ¼ constant � I0 � v0�vRð Þ4 � qa
qq

� �����
q¼0

" #2
: ð3:185Þ

From this classical description of the Raman scattering intensity, it can be seen that
the inelastically scattered light intensity depends on the derivative of the electronic
polarizability at the equilibrium geometry along the normal coordinate
q: qa=qqð Þjq¼0. Hence for a normal mode q to be visible in a Raman spectrum the
polarizability must change along the normal coordinate with a nonzero gradient at
the equilibrium geometry q ¼ 0. Therefore, qa=qqð Þjq¼0 and vR in Equation 3.185
depend on the molecular system under study whereas v0 and I0 are experimental
parameters determining the experimentally observed Raman intensity. This means
that the Raman scattering intensity can be increased by increasing the Raman
excitation intensity or by using higher excitation frequencies, that is, shorter Raman
excitation wavelengths.

The classical description of Raman scattering provides a qualitative or intuitive
understanding of inelastic light scattering. However, for a quantitative description of
inelastic light scattering, a quantum mechanical approach is required. An obvious
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example where the classical description falls short is its failure to account for the
different intensities of Stokes versus anti-Stokes radiation. The Raman effect can be
interpreted quantum mechanically as an inelastic collision between photons and
vibrating molecules. Photons can be scattered from molecules. This scattering
process corresponds to a transition into an extremely short-lived transition state,
the so-called virtual level (see Figure 3.71). This virtual level is a state of a photon and a
molecule during an infinitesimally short time period, that is, a collective quantum
energy state of the entity molecule and photon. Themolecule can subsequently relax
back from this virtual level into the original (starting) molecular state or into an
energetically excited molecular state. If the scattering process starts from the
vibrational ground state and ends up in a vibrational excited state via a transition
into the virtual state, it is called Stokes Raman scattering (see Figure 3.71). If the
molecules are initially already in a vibrationally excited state and are transferred by the

ω

I

E

ω0 − ωR ω0 ω0 + ωR

Virtual
 State

Ei |i>Ei |i>

Ef|f>Ef |f>

anti−StokesStokes

hω0 − hωRhω0 hω0 + hωRhω0

hωRhωR

Figure 3.71 Illustration of inelastic light
scattering (Raman effect) on a quantized
molecular system. Note that the intensity ratio
between Stokes Rayleigh and anti-Stokes
scattering displayed in the lower part was
chosen for the sake of clarity of presentation and
is not in accordance with what is experimentally
observed. Approximately only one in 106

photons is inelastically scattered. The Stokes to
anti-Stokes intensity ratio, which would be

identical according to the classical dipole
model (see Equation 3.180), is
determined by the population density ratio
between the initial (|ii) and final (| f i) states
determined by the Boltzmann distribution.
This means that the Stokes to anti-Stokes
intensity ratio depends on the energy
difference between the initial (|ii) and final (| f i)
states, that is, on the population of the
excited state (| f i).
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scattering process into the vibrational ground state, it is referred to as anti-Stokes
Raman scattering (see Figure 3.71). Since at room temperature the vibrational
ground state is usually, according to the Boltzmann distribution (see Equation 3.114),
significantly more populated than the vibrationally excited states, the Stokes Raman
spectrum of a sample is more intense than the anti-Stokes Raman spectrum. For
Rayleigh scattering, the states before and after the scattering process are the same
(see Figure 3.71). These scattering processes are classified as two-photon processes
since two photons are involved. It should be mentioned that inelastic light scattering
(Raman scattering) can occur with a change in vibrational, rotational, or electronic
energy of amolecule. In otherwords, Raman scattering is the inelastic light scattering
on a quantized system, that is, energy is exchanged between the incident photons and
themolecules where the exchanged energy can be equal to the rotational, vibrational,
or electronic energy levels of the molecular scattering system. However, the majority
of Raman studies are primarily concerned with the vibrational Raman effect.

The two vibrational spectroscopicmethodsRaman and IR absorption spectroscopy
(see Section 3.8) are complementary methods based on two different light–matter
interaction phenomena, thus exhibiting different selection rules. Selection rules
determinewhich vibration of amolecule canbe excited bywhatmethod. In the case of
IR absorption, one photon directly promotes the molecule via an absorption process
into a higher vibrational state whereas in the Raman scattering process two photons
are involved. In order for a molecular vibration to absorb an IR photon, the dipole
moment of themolecule has to change during the course of the vibration, that is, only
those vibrations are IR active which give rise to an oscillating dipole. However, as
shown above (see Equation 3.185), the polarizability has to change during the
vibration so that a molecular vibration can be promoted via an inelastic scattering
process into a higher vibrational state.

Raman spectra are usually plotted as the intensity of scattering versus the shift in
thewavenumber values of the scattered light from the incident light (see Figure 3.72).
Therefore, it is not the absolute wavenumber value that is plotted as in IR absorption
spectra (see Figure 3.43), but rather the Raman shift (i.e., relative wavenumber
values¼wavenumber differences), that is, the shift of the detected wavenumber
value with respect to that of the excitation laser. As has beenmentioned above, Stokes
lines which have a longer wavelength than the incident wavelength (Rayleigh line)
due to an energy exchange to the molecules usually display a much higher intensity
than anti-Stokes lines which originate from an energy gain from the scattering
sample. Therefore, usually the more intense Stokes Raman spectrum (i.e., inelas-
tically scattered light on the long-wavelength side of the excitation line) is observed/
recorded.

The combination of Raman spectroscopy with a conventional microscope (micro-
Raman spectroscopy) allows for the spatial investigation of samples in the sub-
micrometer range. In other words, Raman microscopy allows one to record
�molecular� maps of heterogeneous samples such as biological cells or tissue.
Therefore, Raman imaging combines the spectral fingerprint information with the
lateral information on a cellular and even subcellular level. Raman spectroscopy
belongs to themolecular spectroscopic methods with one of the highest information
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contents. However, although Raman spectroscopy is characterized by an unprece-
dented high molecular specificity, its sensitivity, that is, the conversion efficiency of
theRaman effect, is rather poor. Since only a small proportion of the incident photons
are inelastically scattered, the detection of molecules that are present in very low
concentrations is extremely limited. Furthermore it takes a relatively long time to
record a complete Raman image of a larger sample area.

Cells and tissues are mainly composed of proteins, nucleic acids, lipids, and
carbohydrates. These biological macromolecules consist of defined monomeric
subunits such as amino acids and nucleosides. Due to the small Raman cross-
sections of these molecules, the Raman spectra of cells and tissues have low
intensities. As a consequence of the small number of different subunits, the spectra
of cells and tissues often share some similarities that require data with high signal-to-
noise ratios to identify the specific spectral signature. To overcome the disadvantage
of low signal intensities frommost biomolecules, Raman signal enhancement effects
were utilized, such as resonance Raman scattering (RRS) and SERS. Whereas the
former technique probes vibrations of electronic chromophores, the latter depends
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Figure 3.72 Illustration of Stokes versus anti-Stokes Raman scattering.
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on short-range interactions with metal surfaces in the nanometer range. In the
following, these two Raman signal-enhancing effects are discussed in more detail.

3.13.2
Resonance Raman Scattering (RRS)

Westart the discussion by reviewing the concepts of RRS,wherewe particularly focus
on theoretical aspects that are of importance for the application of resonance Raman
spectroscopy in biophotonics. The classical descriptionofRaman scattering as shown
in Equation 3.185 provides a starting point for the discussion of ways in which to
enhance the weak Raman scattering cross-sections. Equation 3.185 reveals that
the Stokes scattering intensity depends on the polarizability a, or more precisely on
qa=qqð Þjq¼0 and on the incident light intensity I0. Consequently, the two commonly
applied Raman signal-enhancing mechanisms RRS and SERS utilize these two
quantities.However, for a quantitative description of resonanceRaman spectroscopy,
we have to move on to a more detailed explanation of Raman scattering based on the
semi-classical picture of Raman scattering, which treats the molecule quantum
mechanically (i.e., the polarizability is expressed fully quantum mechanically by
means of perturbation theory) but considers the electromagnetic field classically

(scattering from aHertzian dipole). In other words, qa=qqð Þjq¼0

��� ���2 in Equation 3.185

is replaced by the square modulus aj j2 of the quantum mechanical expression of a
(because a is a complex quantity):

IStokes ¼ constant � I0 v0�vRð Þ4 � aj j2 ð3:186Þ
In resonance Raman spectroscopy, the dispersion relation of the polarizability a

(i.e., its frequency dependence) is utilized to enhance the Raman scattering intensity.
For the derivation of the polarizability tensor components, second-order perturbation
theory must be applied since Raman scattering is a two-photon process. By doing so,
Kramers, Heisenberg, and Dirac derived an expression for the transition polariz-
ability tensor:

ðasrÞfi ¼
X
yr

hyf jm̂rjyri yrjm̂sjyih i
�hvri��hv0�iCr

þ yf jm̂sjyrh ihyrjm̂rjyii
�hvrf þ �hv0�iCr

� �
ð3:187Þ

where
ars component of the polarizability tensor aðr; sÞ of the Raman tran-

sition i! f (i.e., r; s refer to the molecule fixed Cartesian vectors
x; y; z)

s polarization of the incident light
r polarization of the scattered light (Raman)
|yii, |yfi, |yri initial, final, and intermediate states of the Raman scattering

process
v0 angular frequency of the incident radiation
vri angular frequency of the transition i! r
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r sum over all unperturbed intermediate states
Cr damping, which correlates with the lifetime of the intermediate

states yr.

The transition dipole moments (see Equation 3.121) in the nominator of Equa-
tion 3.187 are illustrated in Figure 3.73.

Equation 3.187 can be interpreted such that Raman scattering is a two-photon
process which involves a virtual dipole transition from the initial state yij i to the
complete manifold of intermediate eigenstates yrj i of the unperturbed molecule
followed by another virtual dipole transition to the final state yfj i. For nonresonant
Raman scattering (vri >> v0 see Figure 3.73a), the weighted summation over all
possible states results in no information on the eigenstates yrj i. The initial yij i and
final yfj i states play the determining role.

That changes when the angular frequency of the excitation lightv0 approaches the
transition angular frequencyvri of an electronic absorption band of themolecule (see
Figure 3.73b). Equation 3.187 reveals that for such a case, that is, whenv0 	 vri, the
polarizability a will be increased dramatically because the denominator of the first
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Figure 3.73 Energy level diagram illustrating
the sum-over-states description of the Raman
transition polarizability tensor (see
Equation 3.187). (a) Nonresonant Raman

scattering; (b) resonance Raman scattering
where the Raman excitation frequency matches
the electronic transition of the molecule, that is,
v0 	 vri.
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term in the sum in Equation 3.187 becomes small, causing the first term to become
very large. This explains the Raman signal enhancement of up to six orders of
magnitude that is observed for resonance Raman as compared with normal Raman
scattering. Therefore, in resonance Raman spectroscopy, the Raman excitation
wavelength is chosen to be in or near resonance with an electronic absorption of
the molecular scattering system (see Figure 3.73b). For such resonance Raman
conditions (v0 	 vri) the first term in Equation 3.187 dominates over the second
term and the Raman polarizability in Equation 3.187 reduces to

ðasrÞfi ¼
X
yr

hyf jm̂rjyri yrjm̂sjyih i
�hvri��hv0�iCr

� �
: ð3:188Þ

This expression for the transition polarizability tensor in electronic resonance can be
further simplified by utilizing the same assumptions as outlined in Section 3.9,
Equations 3.128 and 3.129. Thismeans that rewriting the transition dipolemoments
in the nominator of Equation 3.188 by applying the Born–Oppenheimer approxi-
mation and the Condon approximation results in

ðasrÞfi ¼
X
yel0

�m
ð0Þ
r;yelyel0

�m
ð0Þ
s;yel0yel

X
xv0

xvf jxv0
� �

xv0 jxvi
� �

�hvri��hv0�iCyel0 xv0

 !
: ð3:189Þ

As discussed in Section 3.9, �mð0Þr;yelyel0
and �m

ð0Þ
s;yel0yel

are the electronic transition
dipole moments at the equilibrium nuclear geometry for the electronic resonant
transitionsyel !yel0 andyel0 !yel, respectively. In the context of resonance Raman
spectroscopy, we are mainly concerned with the vibronic part of the polarizability
tensor:

ðasrÞfi ¼
X
xv0

xvf jxv0
� �

xv0 jxvi
� �

�hvri��hv0�iCyel0 xv0

 !
ð3:190Þ

which is determined by the vibrational overlap integrals (i.e., Franck–Condon factors)
for the upward and downward transitions (see Figure 3.73b), that is, between thefinal
vibrational wavefunction of the electronic ground state xvf

�� �
and the vibrational

wavefunction xv0j i of the resonant electronic excited state, xvf jxv0
� �

and between xv0j i
and the intial vibrational wavefunction of the ground state xvi

�� �
, xv0 jxvi
� �

. From
Equation 3.190, it can be seen that in resonance Raman spectroscopy only those
normalmodeswhich possess large Franck–Condon factors are resonantly enhanced.
These are exactly those modes which also account for the vibrational structure in the
electronic absorption spectra, that is, the Franck–Condon active modes. In Sec-
tion 3.9, it was shown that Franck–Condon active modes are vibrations whose
equilibriumpositions aremost greatly changed by the electronic transition.However,
while the vibronic pattern in absorption spectra is often washed out due to solvent–
solute interactions, resonance Raman spectroscopy is the method of choice to
identify these Franck–Condon active modes. Moreover, a quantitative resonance
Raman intensity analysis allows one to derive the displacementD of the equilibrium
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position of the resonant excited electronic state with respect to the ground electronic
state. It can be shown that for small displacements of the resonantly excited electronic
state potential surface along the resonance Raman-active normal modes, the reso-
nance Raman intensity is approximately proportional to D2. Therefore, resonance
Raman spectroscopy and in particular the analysis of resonance Raman excitation
profiles (i.e., recording the intensity of resonantly enhancedmodes versus excitation
wavelength) allows one to deduce valuable information about the structure of
electronically excited states by determining the atomic displacement D between
the ground and excited electronic states and thus the change in bond lengths and
bond angles while going from the ground to the excited state. However, resonance
Raman spectroscopy in biophotonics is mainly applied not because of its potential to
interrogate the Franck–Condon point/region21) of an excited electronic state, but
rather because of its high, dramatically increased sensitivity as compared with
nonresonant Raman scattering.

The selection of a Raman excitation wavelength in resonance with an electronic
absorption band increases the Raman cross-section of those modes which are
coupled to the resonant electronic transition (i.e., the Franck–Condon active modes)
of a factor of up to 106 as compared with nonresonant Raman scattering. This
enhancement of the Raman scattering intensity significantly improves the signal-to-
noise ratio and allows the detection of low-concentration substances in solution.
Since resonance Raman spectra are dominated by modes characteristic of the
geometric changes of the molecules during the electronic transition, resonance
Raman spectra are less complex than their nonresonant counterparts since fewer
vibrations contribute to the spectrum. Therefore, special emphasis can be placed
selectively on these enhanced vibrations. Furthermore, the selective excitation of
vibrational modes of certain electronic chromophores (e.g., of chromophores pivotal
for the biological activity of the molecule) becomes possible by choosing the
appropriate excitation wavelength in resonance with the electronic chromophore.
Therefore, such a site specificity due to the choice of different resonance Raman
excitation wavelengths is a great advantage when investigating biological samples
with more than a single electronic chromophore, since it allows the selective
investigation of smaller subunits in large assemblies, for example, probing the
active center in proteins, which is pivotal for the function of the respectivemolecules,
or the selective excitation ofmacromolecules such as proteins orDNA in the presence
of other molecules, for example, in whole cells. The high sensitivity and selectivity
have led to various important applications of resonance Raman spectroscopy in
biological, biochemical, and medical research in recent years.

However, despite all these advantages, there are also some drawbacks when using
resonance Raman spectroscopy. First, the absorption of the resonance Raman
excitation light often causes photo degradation of the sample, which is why it is

21) The Franck–Condon point is geometrically identical with the minimum in the ground state, but
located in the excited electronic state.However, Franck–Condon regionwould bemore precise since a
vertical transition starting from the nuclear equilibrium geometry of the ground state just represents
the most probable transition. Hence the region of the excited state potential which is accessed by the
vertical transitions (see Figure 3.50) is called the Franck–Condon region.
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necessary to rotate the sample quickly to avoid heating (i.e., excitation light always hits
a fresh sample spot).Hence the combination of the resonance Raman techniquewith
microscopy to study biological samples is very difficult. Furthermore, reabsorption of
the scattered light makes quantitative evaluation of the Raman intensity difficult and
internal standards have to be used.

In Section 3.11, it was shown that an electronic absorption into the first excited
singlet state S1 is often followed by the emission of fluorescence light. Hence the
greatest drawback in resonance Raman spectroscopy might be the simultaneous
excitation of intense fluorescence with which resonance Raman spectroscopy has to
compete if resonance Raman spectroscopy occurs also via the S1 excited electronic
state from which the fluorescence emission originates. Since the cross-section for
fluorescence can be much larger than the resonance Raman cross-section, the
observation of Stokes-scattered resonance Raman light is often obscured by
the presence of fluorescence. This is especially the case when the Stokes shift, that
is, the energy difference between the absorption maximum and the fluorescence
maximum, is small. Therefore, the simultaneous observation of fluorescence and
RRS becomes possible for large fluorescence Stokes shifts so that the fluorescence
emission and the Stokes scattered resonance Raman light are spectrally separated
(see Figure 3.74).

The masking of resonance Raman signals by fluorescence can be also avoided by
the application of excitation wavelengths in the deep UV region (< 250 nm), which
excite higher electronic excited states (Sn with n > 1).While RRS occurs directly from
the Franck–Condon point of the highly excited electronic state and within about
5�10 fs after electronic absorption, fluorescence originates in most cases according
to Kasha�s rule (see Section 3.11) from the vibrational ground state of the first excited
electronic state S1, resonance Raman and fluorescence are energetically far away
from each other, that is, spectrally well separated.

Another approach to separate RRS from fluorescence consists in utilizing the
different time scales on which the two processes take place. RRS occurs immediately
after electronic excitation that is within a time window of about 5�10 fs after photon
absorption, the fluorescence emission decays on a nanosecod time scale. Thus, the
application of ultrafast Kerr shutters allows the observation of the resonance Raman
signal without emission contributions by temporally separating RRS from fluores-
cence emission.

3.13.3
Surface-enhanced Raman Spectroscopy (SERS)

Another way to overcome the drawback of low scattering intensity of normal Raman
spectroscopy is to use SERS. The SERS effect corresponds to the enhancement
(by a factor of up to 1011–14) of the Raman scattering of a molecule situated in the
vicinity of nanosized metallic structures (e.g., Ag or Au). The exact mechanism of
the enhancement effect of SERS is still a matter of debate in the literature. There are
two primary enhancement mechanisms, namely electromagnetic and chemical
enhancement.
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The classical description of Raman scattering discussed above revealed that the
Raman intensity corresponds to the total power emitted by a Hertzian dipole and is
proportional to the square of the second time derivative of the induced dipole
momentm (seeEquation 3.181). According tom ¼ a �E, there are twoways to increase
the Raman scattering intensity: first by increasing the electromagnetic field E and
second by enhancing the transition polarizability tensor a. The first is named the
electromagnetic field enhancement mechanism and the second the charge transfer
or chemical enhancement mechanism. Although these mechanisms are substan-
tially different from each other, distinguishing them experimentally has not been
straightforward. Discussions about the relative contributions of the twomechanisms
to the total enhancement are still ongoing.

The electromagnetic enhancement mechanism is based on a local increase in
the electromagnetic field at metal surfaces due to the excitation of surface plasmon
resonances. Plasmons can be described in the classical picture as collective
oscillations of the free electron gas (conduction electrons against the fixed
positive ion cores of the metal). One differentiates between bulk plasmons, which
denote electron oscillations inside the bulk, and surface plasmons, which are
collective charge density fluctuations at the metal/vacuum or metal/dielectric
interface. In other words, surface plasmons are surface electromagnetic waves
(evanescent waves) that propagate in a direction parallel to the metal/dielectric (or
metal/vacuum) interface. If the metal surface is roughened the plasmons are no
longer confined and the electric field can radiate in both parallel and perpendicular
directions to the surface. The excitation of the plasmons in metal nanoparticles
results in a polarization and an electric field exceeding that of the exciting light.
Locally these fields might be much higher than the incident field, often referred to
as field enhancement. For metals such as Ag, Au, and Cu, the plasmon resonances
are in the visible region of the electromagnetic spectrum. Particle size and shape
(morphology) were found to have a strong influence on the resonance frequency.
The metallic nanoparticles should be smaller than or roughly equal in size to the
wavelength of the excitation light, that is, typically sizes of up to 100 nm are used.
The field enhancement should be most intense at edges where the curvature of the
particle is high, and therefore the density of the electric flux is highest (lightning
rod effect). If a sample is brought into close contact with a rough metal surface
and the surface plasmons of the metal are excited with a laser, the enhanced
evanescent electromagnetic field causes an enhanced Raman signal with a
scattering cross-section 3–15 orders of magnitude larger than those for normal
Raman scattering.

The simplest model to describe the electromagnetic enhancement consists in a
quasi-static treatment of a single isolated metal sphere. This single metal sphere has
a dielectric constant ei in amediumwhich is small compared with the wavelength, or
in vacuumwith the electric permittivity of free space e0. As shown in Section 3.1, the
dielectric constant ei is a complex value. Furthermore, it is assumed that ei of the
metal sphere is independent of its size. Figure 3.75 illustrates the electromagnetic
enhancement mechanism. A metal sphere embedded in a medium is in the close
vicinity of a molecule.
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The incident electromagnetic wave E0 excites surface plasmons within the metal
nanoparticle which induces the electromagnetic field ELM which is largest directly at
the surface of the particle and decreases on going into the space. The SERS signal
intensity ISERS is proportional to the square of the induced electromagnetic field ELM:

E2
LM ¼ E2

0 � gj j2 1þ 3cos2W
� � ð3:191Þ

where W denotes the angle relative to the applied field direction and g is given by

g ¼ ei�e0
ei þ 2e0

: ð3:192Þ

Equation 3.191 reveals that the largest field strengths are reached for W ¼ 0� and
180�. The field intensity can be also increased by maximizing g, that is, the strongest
field enhancements for a certain geometry are achieved for ReðeiÞ 	 �2e0 and
ImðeiÞ  1, which means that the plasmon resonance relation is met. Hence the
plasmon resonance is characterized by ei. As shown in Figure 3.75, the exciting
field acting on the molecule is the sum of ELM and E0, which induces a dipole in the
molecule which is the source of emission of a dipole field EDip according to the
radiation characteristic of aHertzian dipole (dotted line). This emitted light can again
be enhanced through the vicinity to the metal surface. This enhanced field is called
ESC (dashed line). The signal detected by the observer is then the sumofEDip and ESC.

In summary, the metal particles act as dipoles, similarly to the molecules in the
Raman scattering process as discussed above, and are the source of localized strong
fields. The excited metal surface plasmons enhance both the local laser field
experienced by amolecule, E0, and the Stokes-shifted light scattered by themolecule.
Hence the metal nanoparticle acts as an antenna, efficiently amplifying the Raman
signal. The electromagnetic enhancement depends on, in addition to the other
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Figure 3.75 Illustration of electromagnetic enhancement.

224j 3 Light–Matter Interaction



parameters mentioned earlier (e.g., size and form of metal nanoparticle, plasmon
resonance) the distance between the analyte and metal sphere. The range of the
electromagnetic field of the excited surface plasmons quickly decreases with distance
d from the surface of a spherical metal particle with radius r. A single molecule close
to the metal surface experiences the following distance dependence of the electro-
magnetic enhancement EMenhance:

EMenhance � r
r þ d

� �12

: ð3:193Þ

This equation shows that largermetal particles produce an electromagnetic enhance-
ment with further spatial range. Overall SERSuses the optical (plasmonic) properties
of nanostructures to enhance the intrinsically weak Raman signal.

The second SERS enhancementmechanism, called charge transfer enhancement,
can be interpreted as a surface-induced resonance Raman effect resulting from
the direct chemisorption of the adsorbate on the metal surface, forming a surface
complex. This interaction with the conduction and/or valence bands of the metal
surface (ligand-to-metal and/or metal-to-ligand charge-transfer interactions) causes
changes in the electronic structure of the analyte. If the exciting laser light is in
resonance with the charge-transfer absorption of the surface–analyte complex, RRS
occurs (see Section 3.13.2). As themechanismdepends on ametal–adsorbate bond, it
effectively operates only on the first layer of adsorbates (absolute first-layer enhance-
ment). Compared with normal Raman spectra, surface enhanced Raman spectra
might exhibit shifted vibrational bands and a changed intensity pattern due to the
selective enhancement of the vibrational modes coupling to the excited electronic
transitions of the analyte–metal complex.

It should be mentioned that separation of the two SERS enhancement mechan-
isms is very difficult and it is almost impossible to differentiate between them in
a SERS spectrum.

SERS is a very sensitive technique capable of obtaining rich chemical information
on the substances in close contact with the metal. Due to the surface enhancement,
the sensitivity is increased compared with normal Raman spectroscopy by 3–15
orders of magnitude. This lowers the detection limit and analytes at very low
concentrations down to 10�11 M can be detected. It was even possible to record
surface-enhancedRaman spectra from singlemolecules. For the interpretation of the
spectra, surface selection rules have to be applied and alsoRaman-inactive bandsmay
become observable. In their simplest form, those Raman bands that originate from
vibrationswith an induced polarization of the adsorbate electron cloud perpendicular
to the metal surface are predicted to show the highest intensity.

The application of SERS in biophotonics puts some important constraints on the
type of appropriate SERS substrates: (1) they must be non-toxic for the biological
system under investigation, (2) they should be stable, and (3) most importantly, they
should allow reproducible and quantitative SERS measurements.

Commonly metal colloids are applied as SERS substrates since they are simple
to produce and easy to use. However, they exhibit a poor reproducibility since the
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enhancement depends strongly on the state of aggregation because of enhanced
electromagnetic field intensities between nanoparticles in the direct neighborhood.
Hence the main drawback from which SERS suffers is its poor quantitative
reproducibility, since the SERS signal is extremely sensitive to the nature and
shape of the metal surface roughness, and to a number of factors involving the
adsorption. Great research effort is therefore being put into the development of
reproducible SERS substrates with well-defined shapes and hence exactly con-
trolled plasmonic properties. The very high sensitivity of SERS allows single-
molecule detection. However, it can also be possible that an impurity within a
sample or a species formed by surface photochemistry is preferentially enhanced.
The exclusion of such unwanted signals can sometimes be difficult, since the
specific selection rules of SERS might make it complicated to relate the SERS
spectra to the Raman scattering from the parent species before adsorption.
Furthermore, since the analyte requires being in close proximity to a suitable
roughened surface, one has to be aware of contamination of the sample with the
SERS substrate metal colloid.

3.13.4
Hyper-Raman Effect

In Section 3.6, it was shown that the employment of intense light sources leads to
the induction of a nonlinear polarization, that is, the induced dipole moment of
a molecule is no longer proportional to the applied electric field. This nonlinearity
between the induced dipole moment and the electric field strength is expressed by
a power series:

m ¼ a �Eþ 1
2
bE �Eþ 1

6
cE �E �Eþ � � �

m ¼ m 1ð Þ þ m 2ð Þ þ m 3ð Þ þ � � �
ð3:194Þ

where b is the first hyperpolarizabilty (b  a) and c is the second hyperpolarizability
(c  b). Thus the induced dipole moment can be expressed by a linear term mð1Þ and
nonlinear contributions mð2Þ, mð3Þ, and so on. Further, it has been shown in Section
3.13.1 that the polarizability a need not be constant and can be modified by the
nuclear motions q. The dependence of a on q has been expressed by expanding the
polarizability into a Taylor series around the equilibriumnuclear geometry q ¼ 0. The
first, second, and higher hyperpolarizabilty also depend, of course, on the nuclear
motion q and this dependence can be also expressed by an expansion of b or c around
q ¼ 0. For the first hyperpolarizability b, this expansion results in

b ¼ bðqÞ ¼ b0 þ
qb
qq

� �����
q¼0

� qþ � � � : ð3:195Þ

Inserting Equation 3.195 together with E ¼ E0 cosðv0tÞ and q ¼ q0 cosðvRtÞ
into Equation 3.194 yields for the second-order nonlinear induced dipole
moment:
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mð2Þ ¼ 1
2
bE2 ¼ 1

2
b0 þ

qb
qq

� �����
q¼0

� q0 cosvRt

" #
E2
0 cos

2v0t: ð3:196Þ

With the help of common trigonometric relations, Equation 3.196 can be rewritten as

mð2Þ ¼ 1
4
b0E

2
0 þ

1
4
b0E

2
0 cos 2v0tþ 1

4
qb
qq

� ������
q¼0

� q0E2
0 cosvRt

þ 1
8

qb
qq

� ������
q¼0

� q0 E2
0 cosð2v0 þvRÞt

þ 1
8

qb
qq

� ������
q¼0

� q0 E2
0 cosð2v0�vRÞt:

ð3:197Þ

Equation 3.197 shows that the second-order nonlinear induced dipole moment,
which acts also as a source of scattered radiation, can oscillate at four different
frequencies. The second term leads to the so called hyper-Rayleigh scattering at the
frequency 2v0. The fourth and fifth terms, which vibrate with the sum and difference
frequencybetween2v0 andthevibrational frequencyvR,are thesourceof theso-called
anti-Stokes hyper-Raman (2v0 þvR) and Stokes hyper-Raman (2v0�vR) scattering.
Additionally, a termoscillating in the IRregionatvR andaconstant termwhichresults
innoradiationexist.All theseclassically derived frequencycomponents canbe seen in
the scattered light when using an intense light source such as ultrashort laser pulses.
Of particular relevance for biophotonics is hyper-Raman scattering, which is illus-
trated in Figure 3.76 in the form of an energy level diagram.

The hyper-Raman effect corresponds to a two-photon transition into a virtual state
(see above) from where the molecule can relax back into the starting molecular state,
which results in hyper-Rayleigh scattering or in an energetically excited state leading
to Stokes hyper-Raman radiation. If the two-photon transition into the virtual state
originates from a vibrationally excitedmolecule, the scattering can also end up in the
vibrational ground state, resulting in anti-Stokes hyper-Raman scattering, which is
usually much less intense than Stokes hyper-Raman radiation since normally for
room temperature the vibrational ground state ismore populated than the vibrational
excited state. Since hyper-Raman scattering is overall a three-photon process, it
exhibits different selection rules to linear Raman scattering (which is a two-photon
process) and IR absorption (i.e., dipole transition of an IR photon). The derivation of
the selection rules would go beyond the scope of this book.However, there are special
normal modes which are neither Raman nor IR allowed that can be excited by hyper-
Raman scattering.

3.13.5
Coherent Raman Spectroscopy

So far, all of the inelastic scattering processes discussed are considered to be
spontaneous. Spontaneous means that the vibrations of the individual molecules
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are all excited independently by a single exciting frequency v0, that is, the excited
vibrations exhibit a random mode-to-mode phase relationship. The observed spon-
taneous Raman spectrum is just the result of a simple superposition of the excited
vibrations of all molecules. In the following we introduce coherent Raman scattering
processeswhere the irradiation of at least two laser beams of different frequenciesvL

and vS (L¼ laser, S¼Stokes) generates coherently driven molecular vibrations (i.e.,
where the phases of the excited vibrations are locked). The establishment of a fixed
phase relationship between the excited normal modes can be achieved by tuning the
frequency difference between the laser frequencyvL and the Stokes frequencyvS to
match the molecular vibrational frequencyvR, that is,vR ¼ vL�vS. By doing so, all
molecules within the common focus of the two lasers vL and vS experience (�see�)
the beat frequency vL�vS ¼ vR, that is, their own vibrational frequency, which
results in the excitation of coherent molecular vibrations (see Figure 3.77).

3.13.5.1 Coherent Anti-Stokes Raman Spectroscopy (CARS)
In the following, we aim to give a classical description of the excitation of coherent
molecular vibrations. Let us start with the assumption of having a Raman scattering
medium with N harmonic oscillators per volume element that experience a dis-
placement q under the influence of the two laser waves with frequencies vL and vS

and the total field strength:

ω
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Figure 3.76 Illustration of hyper-Raman scattering on a quantized molecular system.
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E ¼ EL þES ¼ E0
Le

i vLt�kLzð Þ þE0
Se

i vSt�kSzð Þ: ð3:198Þ
This displacement q leads to an electrostatic energy (potential energy) W that is

stored within the molecules:

W ¼ �m �E: ð3:199Þ
Equation 3.199 together with the following relations derived above,

m ¼ aðqÞE ð3:200aÞ
with

aðqÞ ¼ a0 þ qa
qq

� �����
q¼0

� qþ � � � ð3:200bÞ

yields an expression for the driving force F acting on a molecule:

F ¼ � qW
qq

¼ qa
qq

� �����
q¼0

�E2: ð3:201Þ

The vibration enforced by F can be described by a damped harmonic oscillator (see
Equation 3.16) with a reduced mass m, eigenfrequency vR ¼ ffiffiffiffiffiffiffiffiffi

k=m
p

, and damping
constant C, which is related to the linewidth of the Raman band. The classical
equation of motion for this enforced vibration is obtained by considering all acting
forces, that is, applying the force equilibrium condition:

m
q2q
qt2

þ C
qq
qt

þ v2
R �m � q ¼ F ¼ qa

qq

� �����
q¼0

E2 ð3:202Þ

where the first term on the left-hand side represents the inertia force (Newton�s
second law), the second term considers the damping force, and the third term
corresponds to the restoring force. The right-hand side of Equation 3.202

ωR

ωR ≈ ωL − ωS

ωS

ωL

Figure 3.77 Illustration of excitation of coherent molecular vibrations within the common focus of
two laser beams whose difference frequency vL�vS 	 vR matches a molecular vibrational
frequency.

3.13 Inelastic Light Scattering (Raman Scattering) j229



corresponds to the driving forceF expressed inEquation 3.201. Inserting the solution
approach q ¼ q0eivt into Equation 3.202 and also applying Equation 3.198 results in

v2
R�v2 þ icv

� �
q0eivt

¼ 1
2m

qa
qq

� �����
q¼0

�E0
LE

0
Se

i vL�vSð Þt� kL�kSð Þz½ � ð3:203Þ

with C ¼ c=m. Since Equation 3.203 must be valid for all times, a comparison of the
exponents on the left- and right-hand sides yields the frequency condition:
v ¼ vL�vS. This means that molecules are excited by the simultaneous interaction
with the two light fields ES and EL to enforced vibrations on the difference frequency
vL�vS. Equation 3.203 yields the following equation for the amplitude q of these
enforced vibrations which propagates together with the two waves in the medium:

q ¼ 1
2m

qa
qq

� �����
q¼0

E0
LE

0
S

v2
R� vL�vSð Þ2 þ ic vL�vSð Þ e

i vL�vSð Þt� kL�kSð Þz½ �: ð3:204Þ

Equation 3.204 reveals that a non-vanishing amplitude q is only obtained if
qa=qqð Þjq¼0 6¼ 0. This means that only Raman-active vibrations can be coherently
driven. Furthermore, the resonance denominator in Equation 3.204 shows that large
amplitudes q are obtained ifv2

R�ðvL�vSÞ2, that is, forvR ¼ ðvL�vSÞ. Therefore, if
the difference frequency between the two lasers is tuned to be in resonance with the
molecular vibrational frequency, the molecules are most efficiently excited to
performcoherentmolecular vibrations. These coherentmolecular vibrations (excited
by vL and vS) are able to modulate a third light wave E and thus induce a total
polarization P given by

P ¼ e0xE ¼ e0NaðqÞE ¼ e0N a0 þ qa
qq

� �����
q¼0

� qþ : : :

" #
�E: ð3:205Þ

The term with a0 can be neglected since it leads to Rayleigh scattering. For the third
wave, one does not necessarily have to apply a wave with a different frequency, it is
sufficient if, for example, E ¼ EL. Hence the nonlinear term of the polarization P can
be expressed by

PNL ¼ e0N
qa
qq

� �����
q¼0

� q � EL: ð3:206Þ

Equation 3.206 expresses the nonlinear polarizationPNL generated by the coherent
molecular vibrations qwhichmodulate the thirdwave EL.With EL ¼ E0

Le
iðvLt�kLzÞ and

Equation 3.204, it follows that

PNL ¼ e0
N
2m

qa
qq

� �����
q¼0

" #2
� 1

v2
R� vL�vSð Þ2 þ ic vL�vSð Þ

� E0
L

� �2
E0
S � ei 2vL�vSð Þt� 2kL�kSð Þz½ �:

ð3:207Þ
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Comparing this equation with the expression for the nonlinear polarization intro-
duced in Section 3.6 (see, e.g., Equation 3.79), PNL can be identified as a third-order
nonlinear polarization:

PNL ¼ e0x
ð3ÞE2

L � E


S ð3:208Þ

with

xð3Þ ¼ e0
N
2m

qa
qq

� �����
q¼0

" #2
� 1

v2
R� vL�vSð Þ2 þ ic vL�vSð Þ : ð3:209Þ

The polarizationPNL is the source term for the irradiation of a new electromagnetic
wave:

EaS ¼ E0
aSe

i vaSt�kaSzð Þ ð3:210Þ
with E0

aS ¼ ðE0
LÞ2E0

S and

vaS ¼ 2vL�vS ¼ vL þvL�vS ¼ vL þvR

vL þvL ¼ vS þvaS:
ð3:211Þ

Hence the coherent molecular vibrations excited by the two laser fields with
frequencies vL and vS modulate a third wave with frequency vL and generate
a coherent light beam at the anti-Stokes frequency vaS ¼ 2vL�vS. This nonlinear
version of Raman spectroscopy is called coherent anti-Stokes Raman scattering
(CARS) (see Figure 3.78).

ωR

ωR ≈ ωL − ωS

ωL

ωS

ωL

ωaS = 2ωL − ωS

Figure 3.78 Illustration of of coherent anti-Stokes Raman scattering (CARS).
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Thus, in a CARS process three laser pulses interact with the sample and generate
a coherent spatially directed CARS signal (i.e., fourth pulse). CARS spectroscopy is
based on the fact that two laser pulseswith frequenciesvL andvS drive themolecules
to vibrate coherently, that is, in-phase if the energy difference between the two lasers
corresponds to a Raman transition (i.e.,vL�vS ¼ vR). Another photon of frequency
vL can be subsequently scattered inelastically off this ensemble of coherently excited
vibrational modes by emitting a blue-shifted, compared with the excitation lasers,
anti-Stokes signal of frequency vaS. The frequency of the anti-Stokes signal arises
from energy conservation, which can be derived from Equation 3.211 as follows:

�hvL þ �hvL ¼ �hvS þ �hvaS: ð3:212Þ
The energy conservation corresponds to the generation (i.e., Stokes process) and

annihilation (anti-Stokes process) of a vibrational quantum:

ð1Þ �hvL��hvS ¼ �hvR !Stokes process ðgenerationÞ

ð2Þ �hvL þ �hvR ¼ �hvaS ! anti-Stokes process ðannihilationÞ

ð1Þþ ð2Þ 2�hvL þ �hvS ¼ �hvaS !CARS signal: ð3:213Þ
This photon energy conservation can be also expressed in an energy level diagram

(see Figure 3.79), which reveals that in total CARS can be seen as a four-photon
process (or often referred to as four-wave mixing process).

The direction of the CARS signal is determined by the photon momentum
(wavevector) conservation, which is known as the phase-matching condition (see
Section 3.6). Thatmeans the sumof thewavevectors of the four participating photons
must equal zero for the CARS signal to become maximum (see also further below):

~kaS ¼ 2~kL�~kS: ð3:214Þ
The momentum conservation for a CARS process can be also seen as the

generation and annihilation of a photon momentum:

hωRhωR

Virtual
State

hωL hωS hωL hωaS

|i>

|f>

Figure 3.79 Energy level diagram representing the CARS process.
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ð1Þ ~kL�~kS ¼~kR ! generation of photon momentum

ð2Þ ~kL þ~kR ¼~kaS ! annihilation of photon momentum

ð1Þþ ð2Þ ~kL þ~kL ¼~kS þ~kaS !momentum conservation: ð3:215Þ
The CARS phase-matching condition is realized experimentally by special laser

beam arrangements. This means that the incident laser beams have to be aligned in
a precise manner such that the CARS process is properly phase matched. For gases
where the linear refractive index is almost constant (i.e., n ¼ 1) for a large frequency
range a collinear beam arrangement can be chosen (see Figure 3.80a). However,

(a) Collinear CARS

kL

kL

kS

kaS

kL

kL

kaSkS

kL

kL

kS

kaS=kL −kS+

(b) Folded BOXCARS

kL

Figure 3.80 (a) Momentum conservation for a collinear CARS beam arrangement in
dispersionless media. (b) Folded BOXCARS beam arrangement to satisfy phase matching in dense
media.
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in condensed phases the dispersion of the refractive index, that is, ni ¼ nðvÞ
ði ¼ L;S;aSÞmust be considered. Because ~ki

��� ��� ¼ vini=c, it is obvious that a collinear
arrangement between the four waves is not possible. Therefore, special beam
geometries (CARS excitation schemes) satisfying the CARS phase-matching condi-
tion in dispersive media are required. The so-called folded BOXCARS phase-
matching geometry shown in Figure 3.80b is a commonly applied non-collinear
beam arrangement which is used to achieve CARS phase matching in dense media.

The starting point for the derivation of an expression for the CARS intensity is the
nonlinear CARS polarization (Equation 3.207). Employing this nonlinear CARS
polarization (Equation 3.207) as the source termwithin theMaxwell equations results
in anonlinearwave equation for the anti-Stokes amplitudeEaS (see alsoSection3.6.1),
which can be used to express the CARS signal intensity IaS:

IaS � EaSj j2 ¼ p

2naS � cv
2
aSL

2 xð3Þ
�� ��2I2LIS � sinc2 D~k

��� ���L
2

0
@

1
A ð3:216Þ

where D~k ¼~kaS�ð2~kL�~kSÞ and L is the interaction length over which the beams
interact within the sample. D~k is a direct consequence of the phase-matching
condition discussed above. Equation 3.216 reveals that for phase-matched conditions
(i.e., D~k

��� ��� ¼ Dk ¼ 0) the CARS signal intensity increases with L2. For non-phase-
matched conditions, however (i.e., D~k

��� ��� ¼ Dk 6¼ 0), the CARS signal only builds up
over the coherence length lPh 	 p=Dk while after this a spatial–time-periodic
intensity modulation due to constructive and destructive interference of the
four beams that are mixed within a CARS process occurs (see Figure 3.81). This
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Figure 3.81 CARS signal intensity for phase-matched (Dk ¼ 0) and non-phase-matched (Dk 6¼ 0)
conditions.
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means that for non-phase-matched beam geometries the CARS signal oscillates as
a function of L with a periodicity of laS= 2Dnð Þ and the buildup of a macroscopic
CARS signal is prevented.However, jD~kj�1 is the critical interaction length for which
phasematching can be neglected. Further belowwhen discussingCARSmicroscopy,
it will be shown that for tight focusing conditions by the use of amicroscope objective
with large numerical aperture it is possible to go below this critical interaction length.

In the following, linear spontaneous Raman scattering is briefly compared with its
nonlinear variant CARS. It has been shown thatRaman scattering is a non-directional
and incoherent process with small scattering cross-sections. In contrast, CARS leads
to a directed and coherent signal, which iswhy theweakRaman scattering intensity is
enhanced significantly. The Stokes Raman signal appears at longer wavelengths
compared with the excitation laser, which is why it is often masked by the simul-
taneous excitation of disturbing fluorescence. The CARS signal, however, emerges at
shorter wavelengths than the excitation lasers and therefore experiences no disturb-
ing interference with autofluorescence. Whereas the Raman scattering intensity is
direct proportional to the volume density of scattering molecules N, the CARS
signal intensity scales with N2. The latter is a consequence of the dependence of IaS
(Equation 3.216) on the square modulus of the CARS susceptibility, jxð3Þj
(Equation 3.209), which scales linearly with N. Linear Raman scattering, that is,
Stokes and anti-Stokes radiation, can be interpreted as an energy exchange between
the scattered photon and themolecule or vice versa. The nonlinear CARS process can
be seen as a sequence of a Stokes and anti-Stokes processes where the molecule
finally ends up in the same state as that from which the CARS process started
(see Figure 3.82).

As can be seen in Figure 3.82, a CARS spectrum is recorded by keeping the laser
wavelength lL fixed and tuning the wavelength of the Stokes laser lS. Whenever
the difference frequency between the two laser pulses hits a Raman transition vR

(i.e., vL�vS ¼ vR), a CARS signal is generated.
However, whereas linear Raman spectroscopy leads to Raman lineshapes that are

easy to interpret, CARS spectra are often characterized by complex line profiles. In
the following, the CARS line profiles are discussed inmore detail. The starting point
is Equation 3.209, theCARS susceptibility, which can be rewritten in the close vicinity
of a Raman resonance (i.e., for vL�vS ¼ vR) to yield

xð3Þ ¼ xR
2dþ ic

ð3:217Þ

where xR defines the Raman cross_section:

xR ¼ N
2mvR

qa
qq

� �����
q¼0

" #2
ð3:218Þ

and d ¼ vR�ðvL�vSÞ is called Raman detuning. Equation 3.217 shows that the
CARS susceptibility is a complex value:

x
ð3Þ
CARS ¼ x0 þ ix0 0 ð3:219Þ
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Figure 3.82 Comparison of (a) linear Raman scattering and (b) CARS.
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with a real part

x0 ¼ 2xR � d
4d2 þ c2

ð3:220Þ

and an imaginary part

x0 0 ¼ xR � c
4d2 þ c2

: ð3:221Þ

The resulting functions are displayed in Figure 3.83 (see also Figure 3.8). For
Raman resonance conditions (i.e., where d ¼ 0), the real part x0 of the CARS
susceptibility becomes zero and the CARS susceptibility is solely determined by its
imaginary part x00. Therefore, the CARS signal intensity in resonance with a single
Raman transition is directly proportional to x

ð3Þ
CARS ¼ x00. Figure 3.83 shows that the

imaginary part of the CARS susceptibility x00 is characterized by a Lorentz profile,
which is why the CARS signal for a single isolated Raman transition (see also further
below) exhibits a Lorentzian lineshape. However, in addition to these resonant CARS
susceptibilities due to molecular vibrations, a nonresonant contribution xNR mostly
originating due to the electronic structure of the medium must also be considered.
Figure 3.84 illustrates the Raman resonant CARS susceptibility and the nonresonant
susceptibility due to the electronic enhancement of themedium in the formof energy
level diagrams22).

The nonresonant contribution xNR is considered to be a real value, which is true if
the two-photon transitions shown in Figure 3.84 are away from a two-photon

δ

χ', χ''

χ'

χ''

γ

Figure 3.83 Dependence of the real x0 and imaginary part x0 0 of the CARS susceptibility.

22) It should be noted that further energy level diagrams exist which also contribute to the nonresonant
susceptibility.
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electronic absorption (see Figure 3.83: in the case of resonant conditions the
imaginary part of the susceptibility is the dominant contribution whereas for
nonresonant conditions the susceptibility is mainly dominated by its real part).
Furthermore, xNR does not display a strong frequency dependence, whichmeans that
xNR can be considered constant in the vicinity of a Raman transition. Hence the
square modulus of the CARS susceptibility including nonresonant contributions
reads as follows:

Electronic
ground
state

Excited
electronic
state

Nonresonant
susceptibility

ωL

ωL

ωaS

ωS

ωL ωS ωL ωaS

Raman resonant
susceptibility

Figure 3.84 Comparison of resonant versus nonresonant CARS susceptibility.

Detuning, δδ

|χχnr|
2

|χχCARS|2

0δδmin δδmax

Figure 3.85 Typical dispersive CARS line profile.
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x
ð3Þ
CARS

��� ��� ¼ x0 þ ix0 0
�� ��2 ¼ x02 þ x0 0

2 ¼ xNR þ
2xR � d
4d2 þ c2

� �2

þ � xR � c
4d2 þ c2

� �2

:

ð3:222Þ
The lineshapes observed in CARS spectra are determined by Equation 3.222.

Figure 3.85 displays the square modulus of the CARS susceptibility as a function of
the detuning d ¼ vR�ðvL�vSÞ. It can be seen that the nonresonant susceptibility
xNR leads to asymmetric CARS lineshapes. Depending on the magnitude of xNR, the
observed CARS lines can become complex and difficult to interpret.

The situation becomes even more complicated if several Raman transitions are
lying close together or spectrally overlap. Here, highly asymmetric and complicated
lineshapes are observed due to interference effects among the complex resonant
CARS susceptibilities of adjacent Raman transitions and/or interference with the
nonresonant background, that is, xNR. Therefore, even background-free CARS
spectra (if nonresonant contributions can be neglected, that is, xNR ¼ 0) only lead
to line profiles comparable to those observed in spontaneous nonlinear Raman
scattering (i.e., Lorentzian shape) if the Raman resonant transitions are spectrally
well separated from each other. If this is not the case and the Raman transitions are
spectrally overlapping, interference effects between the respective Raman resonant
CARS susceptibility contributions have to be considered and determine the CARS
line profile. Depending on the ratio between real and imaginary parts of the various
Raman resonant contributions, the observed CARS line profiles can vary drastically.
Hence a quantitative CARS lineshape analysis is a complicated process.

CARSMicroscopy The nonlinear variant of Raman spectroscopy CARS belongs to
the most promising biophotonic techniques because it combines signal enhance-
ment due to the coherent nature of the CARS process with further advantages such
as directional emission, narrow spectral bandwidth, and no disturbing interfer-
ence with autofluorescence. Particularly the introduction of CARS as a micro-
scopic contrast mechanism allows the recording of vibrational (molecular) images
(more precisely, the spatial CARS intensity distribution of one particular molecular
vibration) in real time, that is, with video repetition rate. However, the combina-
tion of CARS with a conventional light microscope raises the question of how to
satisfy the phase-matching condition, since it has been shown above that
a collinear beam arrangement cannot be applied to dense media. However,
collinear CARS microscopy is possible since for tight focusing conditions with
a high numerical aperture microscope objective the phase-matching condition
becomes uncritical because (1) the large angle of aperture of the microscope
objective provides in the focus for every wavevector component of the laser beam
(~kL) the corresponding component of the Stokes beam (~kS) required to fulfill the
CARS phase-matching condition (see Figure 3.86); and (2) the CARS signal is only
generated over an extremely short interaction length L. This means that tight
focusing by means of a microscope objective goes below the CARS coherence
length lPh (see Figure 3.81) and the interaction length is too short for a large phase
mismatch to occur.
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The CARS signal can be detected in either the forward (F-CARS) or backward
(EPI-CARS/E-CARS) direction (see Figure 3.87). Since the wavevector mismatch for
F-CARSmicroscopy is almost zero (i.e., jD~kj ¼ Dk 	 0) because of the large k vector
distribution generated by a high numerical aperturemicroscope (see Figure 3.86), all

Figure 3.86 Illustration of phase matching under tight focusing conditions.

Figure 3.87 Schematic diagram of a F- and EPI-CARS microscopy.
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scattering objects lead to large F-CARS signals. This is in contrast to EPI-CARSwhere
the phasemismatch of j~Dkj ¼ Dk 	 �2j~kaSj ¼ 4pn=laS is significant.Hence anEPI-
CARS signal is only generated for scattering objects smaller than half of the anti-
Stokes wavelength. Here, the magnitude of the phase mismatch acts as a filter for
scattering objects of a certain size where the interaction length is below the CARS
coherence length (see above).

By selectively scanning the samples, 2D- and 3D-CARS images of special molec-
ular vibrations can be obtained. TheseCARS images yield detailed chemical structure
information about the investigated sample. However, it has been shown above that
the CARS process is not background free due to the presence of nonresonant
contributions xNR to the CARS susceptibility. Hence CARS microscopy is also not
background free and the Raman resonant CARS contrast is reduced due to non-
resonant background signals, for example because of the electronic structure of the
medium. Furthermore, water present in almost all biological samples leads, due to its
spectrally broad Raman bands, to rather strong resonant background signals. These
background signals are often troublesome for F-CARSmicroscopy since they reduce
the molecular contrast due to Raman resonant signals. Here, the Raman resonant
CARS signal of a small scattering object is superimposed by the much stronger, due
to the larger interaction length, CARS signal of the medium (e.g., water). This large
background leads to a reduced contrast for the CARS image of the object. In contrast
to F-CARS, E-CARS detection allows imaging with a much better contrast because
the E-CARS signal of the medium disappears due to destructive interference.
However, this is not true for the E-CARS signal of the scattering object if its size
is comparable to the anti-Stokes wavelength where exclusively the object contributes
to the image contrast. Background reduction in CARS microscopy is a subject of
current research in CARS microscopy and several approaches have been developed
to reduce the background. However, a detailed discussion of these approaches would
go beyond the scope of this general introduction to CARS microscopy.

Another important issue inCARSmicroscopy is the appropriate choice of excitation
lasers.Due to thenonlinearity of theCARSprocess, highfield strengthsare required to
generate a CARS signal. However, the spectral pulse widths should be as small as
possible in order to excite predominantly Raman resonances and therefore generate
only a small amount of the almost frequency-independent and contrast-reducing
nonresonant CARS signals. In other words, the applied pulse lengths should be as
short as possible for efficient CARS signal generation but on the other hand not too
short that the spectral width of the pulses becomes larger than that of the Raman
resonances. Therefore, picosecond pulses are usually applied in CARS microscopy.

3.13.5.2 Stimulated Stokes- and Anti-Stokes Raman Scattering
When the two laser beamswith frequenciesvL andvS travel through aRaman-active
medium, the longer wavelength beamvS can experience optical amplification at the
expense of the shorter wavelength beam vL. This effect, which is represented
schematically in Figure 3.88, is called stimulated Raman scattering.

Figure 3.88 shows that the incident beam ðLÞ loses an energy quantum �hvL

whereas an energy quantum �hvS is added to the Stokes beam ðSÞ. Hence the
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stimulated Raman effect leads to an amplification of the Stokes beam since from one
excitation vL and one Stokes photon vS two Stokes photons are generated.

StimulatedRamanscatteringcanalsooccurbyirradiatingtheRaman-activemedium
with just one intense input laser field with frequency vL because for high laser
intensities the number of inelastically scattered Stokes photons can be possibly so
high that stimulated Stokes scattering takes place. This means that for high laser
intensities thespontaneousStokesRamanscatteringcanbe sostrong that its influence
on the molecules cannot be neglected any longer. The molecules interact simulta-
neously with two light waves, namely the laser wave vL and the Stokes wave
vS ¼ vL�vR, that is, both waves are coupled by the molecules vibrating at the
frequency vR. This parametric interaction allows an energy exchange between the
laser wave as pump wave and the Stokes wave and can lead to the generation of an
intensivedirectedradiationattheStokesfrequencyvS ¼ vL�vR (seealsoFigure3.89).

In Section 3.13.5.1 an expression for the amplitude q of the enforced vibrations at
the difference frequencyvR ¼ vL�vS induced by the interaction with both the light
fields EL and ES was derived (see Equation 3.204). The induced vibrating dipoles lead
to a polarization where the contribution PS oscillating at the Stokes frequencyvS and
responsible for the Stokes Raman scattering is given by (see Equation 3.182)

|i>

|f>

Virtual
State

E
n

er
g

y 
E

ωS ωS

ωL

ωS

Figure 3.88 Schematic illustration of stimulated Raman scattering.

Raman active medium

Figure 3.89 Illustration of stimulated Raman scattering, that is, the interaction of an intense laser
beam leads to the generation of a forward-directed Stokes beam.
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PS ¼ N � 1
2

qa
qq

� �����
q¼0

� q �E: ð3:223Þ

Together with q given by Equation 3.204 and E ¼ EL þES ¼E0
Le

iðvLt�kLzÞ þ
E0
Se

iðvSt�kSzÞ, Equation 3.223 can be rewritten to yield a nonlinear polarization:

PNL
S ¼ N �

qa
qq

� ���
q¼0

h i2
ðE0

LÞ2E0
S

4m½v2
R�ðvL�vSÞ2 þ icðvL�vSÞ�

e�iðvSt�kSzÞ: ð3:224Þ

Hence a polarizationwave is propagating through themediumwhose contribution
oscillating at the Stokes frequency kS has the same wavevector kS as the Stokes
wave, which is why it can enhance the Stokes wave. The enhancement factor g can be
calculated as follows:

g � qa
qq

� �����
q¼0

c

vL�vS�vRð Þ2 þ c2
: ð3:225Þ

Equation3.225shows that forvR ¼ vL�vS, theenhancement factorbecomes largest:

g � qa
qq

� �����
q¼0

� 1
c
: ð3:226Þ

This means that a coherent Stokes wave (see Figure 3.89) is generated for such Raman
modes which exhibit the best ratio between their Raman cross-section qa=qqð Þjq¼0 and
linewidthc. Very often thegenerated coherentStokeswave is still so intense that a further
second coherent overtone wave with the frequencyvL�2vR can be excited, which itself
excites a third coherent overtone Stokes wave, and so on (see Figure 3.90).

Whereas for spontaneous Raman scattering the anti-Stokes intensity is rather low
because of the small thermal population of excited vibrational levels, the detection of
anti-Stokes radiation with stimulated Raman scattering becomes possible. A con-
siderable amount of molecules is pumped into excited vibrational levels by the
intense incoming laser or pump wave and thus a strong anti-Stokes radiation at
the frequency vaS ¼ vL þvR can be observed (see Figure 3.91).

FromFigure 3.91, it is obvious that stimulated anti-Stokes Raman scattering can be
seen as a four-wave mixing process (see also Figure 3.91). Earlier it was shown that
four-wave mixing processes require correct phase matching. This means that
a macroscopic stimulated anti-Stokes beam can only build up if the phase-matching
condition 2~kL ¼~kS þ~kaS is fulfilled. Figure 3.92 depicts the phase-matching geom-
etry for induced anti-Stokes radiation as a four-wave interaction. Here, the Stokes (S)
and anti-Stokes (aS) waves are confined to conical beams coaxial with the pump or
laser beam (L). The cones can be created by rotating the plane of Figure 3.92 around
kL. Hence the radiation of a Raman-active medium with a single intense laser beam
(L) generates higher order coherent Stokes beams (see Figures 3.89 and 3.90) and
anti-Stokes radiation (see Figure 3.93), which is emitted in a cone whose axis is
determined by the direction of the incoming laser beam L (see Figure 3.93). The
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Figure 3.91 Illustration of stimulated anti-Stokes Raman scattering as a four-wavemixing process.
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Figure 3.92 Illustration of phase-matching geometry for stimulated anti-Stokes Raman scattering.
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Figure 3.90 Illustration of the generation of coherent Stokes radiation and coherent overtone
Stokes waves.
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generation of stimulated Stokes and anti-Stokes Raman radiation which is depicted
schematically in Figure 3.93 is often used for frequency shifting of pulsed lasers.

Stimulated Raman ScatteringMicroscopy Very recently stimulated Raman scattering
microscopy has demonstrated its potential in biophotonics for quantitative, back-
ground-free, real-time vibrational imaging. Earlier it was shown that irradiating
a Raman-active medium by two laser beams with frequencies vL and vS leads to an
amplification of the Stokes beam (S) and an attenuation of the laser beam (L) due to
stimulated Raman scattering (see Figure 3.88). Measuring the gain in power of
the Stokes beam (S) is called stimulated Raman gain spectroscopy (SRGS) and the
detection of loss of power in the laser beam (L) is called stimulated Raman loss
spectroscopy (SRLS) (see Figure 3.94).

Recording the gain (SRGS) or loss (SRLS) of power of the two laser beams due to
stimulatedRaman scattering offers some advantages overCARS, as can be seen from
the expressions describing the intensities of SRGS and SRLS:

ωL − nωR

…

ωL + 1ωR

ωL + 2ωR

ωL + 3ωR

ωL + 4ωR

Figure 3.93 Schematic diagram of fundamental and higher order stimulated Stokes and anti-
Stokes Raman radiation.

Figure 3.94 Illustration of stimulated Raman gain and Raman loss spectroscopy.
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DIS � N � qa
qq

� �����
q¼0

� IS � IL

DIL � �N � qa
qq

� �����
q¼0

� IS � IL:
ð3:227Þ

The intensities scale linearly with the concentration. Furthermore, stimulated
Raman scattering is background free since SRGS or SRLS signals are only generated
if vL�vS matches a Raman resonance. Hence quantitative measurements are
possible.However, the loss or gain in intensity is rather small, that is, small quantities
need to be detected on a large background, which is why sophisticated
detection methods (heterodyne detection by means of lock-in amplifiers) are
required. Figure 3.95 depicts schematically the principle of stimulated Raman
scattering microscopy.

Figure 3.95 Schematic illustration of stimulated Raman microscopy.
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Appendix 3.A
Fluorescence Labeling Strategies for Proteins

Ingo Kleppe and Klaus Weisshart

3.A.1
Introduction

There is an increasing demand in modern biology to understand cellular processes
with high temporal and spatial resolution. Recording of the underlying kinetic
processes necessitates the quantification of molecule numbers, diffusion, and
interaction networks within the cellular context [A1]. Specific labeling techniques
in combination with sophisticated optical instruments and paired with computa-
tional power have boosted our ability to study dynamic processes and structures
within a cell [A2]. In particular, fluorescence microscopy has revolutionized research
in the life sciences. Combined with functionalized fluorophores, they provide an
extremely powerful experimental toolbox [A3]. Modern fluorescence microscopes
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offer the possibility of imaging with molecular specificity and the necessary sensi-
tivity to view molecules in their natural environment down to the single molecule
level [A4].

Labeling in principle has two major obstacles to overcome: the potential interfer-
ence of the label with the function of the labeled structure and the difficulty of
bringing the label to the desired target. The development of labeling techniques over
the last 15 years has made these issues negligible for a very large class of molecules:
the proteins [A5]. Since the decoding of entire genomes, proteins have become the
biomacromolecules attracting the greatest attention as they not only shape cells
through the cytoskeleton, but are also indispensable for the catalysis of biochemical
reactions. Asmacromolecular assemblies they are involved in diverse processes such
as immune responses, cell signaling, cell adhesion, and the cell cycle, to name just
a few of their functions.

In recent times, new techniques have been developed to mark proteins with small
organic fluorophores and semiconductor nanocrystals, but the most rapid advances
have been seen in the employment of fluorescent proteins [A6]. The landmark here
was the discovery of the green fluorescent protein (GFP) from the jellyfish Aequorea
victoria in 1962 that led to a complete new labeling strategy, using the cell itself for
generating the label and targeting the molecules of interest by means of molecular
biology. At the top of these developments there is the enormous variety of transgenic
animal strains today expressing variousfluorescent proteins in different parts of their
body without loss of physiological function.

The choice of a specific labeling technique depends very much on the scientific
questions asked (Table 3.A.1). However, there are some general criteria to consider
for the best choice of dye and labeling technique. By far the largest differentiation is
the nature of the sample, that is, a solution, a fixed specimen, or a living cell [A7].
Other parameters to be taken into account are the photostability of the dye, its
phototoxicity, and its photophysical properties [A8]. The size of the dye can also have a
major impact, as the molecule of interest to which the tag is attached might be
inactivated by steric interference.

3.A.2
General Labeling Strategies for Organelles and Biomacromolecules

Many of the dyes used as fluorescent labels are derived from molecules found in
Nature. An example of a natural fluorophore is phycobilin, which is employed by
cyanobacteria and red algae to collect light for photosynthesis. Although natural
labels have been successfully applied for cytology and immunochemistry applica-
tions, their properties cannot be controlled sufficiently to assign broader usage to
them. In addition, naturally fluorescent dyes are fairly large in size, and can interfere
with molecule function.

Sincethearomaticorconjugatednatureofbondsinfluorophoresiswellunderstood,
chemical synthesis has allowed tailoring of the properties of organic dyeswith respect
tophotostability, spectralemission,andsize [A9].Organicdyemoleculescanconsistof
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just a few atoms, rendering them the ideal tools to intercalate into larger biomacro-
moleculeswithoutcausingtoomuchsterichindrance.Theirhydrophobicityoraffinity
to certain chemical groups will decide on their affinity to biological structures.

A group of dyes called cell function probes are able to integrate into or penetrate
the membrane and act as sensors [A10]. For example, the high hydrophobicity of
DiI and derivatives enables these dyes to intercalate into membranes. Since they are
specific for certain lipids, they act as markers of the membrane composition [A11].
Some membrane-permeable dyes stain specific structures or organelles, such as
MitoTracker, a mitochondrial selective fluorescent label. Others are indicators of a
metabolic state. For example, the fluorescence of Indo-1 and Fluo-3 is sensitive to the
calcium concentration within the cell. Yet other dyes are voltage sensitive or are used
to probe the pH of the microenvironment [A12]. Hoechst 33342, DAPI, TOTO, and
EtBr are examples of nucleic acid staining dyes and they can have selectivity for DNA,
RNA, ATpairs or GC pairs, but otherwise they are unspecific, staining the molecule
throughout its length [A13]. In contrast to lipids and nucleic acids, intercalating dyes
for proteins are sparse as they do not form as readily stacked structures into which a
dye can intercalate. Most common are those protein dyes that bind to hydrophobic
pockets in the protein or attach to certain side chains. No intercalating dye, however,
will stain all proteins to the same extent and, due to their unspecific binding,
intercalating protein dyes are most commonly used to stain proteins in gels, such
as the SYPRO dyes [A14].

3.A.3
Protein Labeling Strategies

Labeling with a fluorescent probe has become the most commonly used protein
modification in scientific research. Labeling with reactive organic dyemolecules and
quantumdots and the use of labeled antibodies or ligands having affinities to specific
peptide sequences have been and are still heavily used for in vitro investigations in
solution or the fixed cells. On the other hand, expression of autofluorescent proteins
and selective chemical modifications by genetic engineering are the techniques of
choice when it comes to live cell imaging (Figure 3.A.1) [A15].

3.A.4
Direct Labeling Strategies for Fixed Cells and Solution

To label a protein stably, an organic fluorescent dye must be functionalized with
a reactive group that in turn will react with specific functional groups within amino
acids, the building blocks of proteins. Functionalized dyes can react with amino
groups via active ester, carboxylate, isothiocyanate, or hydrazine,with carboxyl groups
via carbodiimide, andwith thiol groups viamaleimide or acetyl bromide. The result is
a covalent linkage between the protein and the fluorophore (Figure 3.A.2). Common
dye families include xanthene derivatives (fluorescein, rhodamine, eosin, etc.),
cyanine derivatives (cyanines, carbocyanines, etc.), and coumarin derivatives [A11].
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Companies often supply these under special group names such as BODIPY, Alexa
Fluor (both fromInvitrogen), Atto (fromSigmaAldrich),DyLightFluor (fromThermo
Scientific), and FluoProbes (from Interchim). As these reagents represent newer
generation fluorophores, they in general perform better in terms of photostability,
brightness, and environmental insensitivity compared with classical dyes such as
fluorescein. There is a variety of synthetic dyes available nowadays that cover thewhole
visible spectrum (Figure 3.A.3).

Specificity in labeling will only be obtained if the protein is in its pure form when
being modified, because contaminant proteins present in the reaction mixture and
harboring the functional groups of interest will also be labeled to the same extent.
However, one can tailor the site of labeling by the introduction of specific amino acids
at certain positions, taking care that the structure and function of the protein is not
disturbed. Due to the chemical nature of the label, the reaction can only be controlled

Figure 3.A.1 Labeling strategies for proteins.
Fluorescent organic dyes with affinities for
hydrophobic pockets or specific amino acid side
chains can be used to mark proteins
noncovalently and nonspecifically (1). Organic
dyes can be functionalized to react with certain
chemical groups of amino acids to form a
covalent linkage (2). As these chemical groups
exist in virtually all proteins, labeling is rather
unspecific. Specific labeling is achieved by the
employment of antibodies (Ab) raised against
the protein (3). The antibodies recognize either
sequence stretches or conformational epitopes.
The primary antibody can be labeled itself with
an organic dye (a) or a quantum dot (b). In
sandwich techniques, the primary antibody will
not be directly coupled to a fluorescent dye
molecule. Instead, it is either tagged with biotin
to which streptavidin conjugated to a

fluorophore can bind (biotin–streptavidin
system, B-S) (c), or is detected by a
secondary antibody that bears the label (d).
The protein can also be indirectly labeled if it can
bind a ligand to which the label has been
attached, as is the case, for example, for
many cell membrane receptors (4). Since
antibodies, quantum dots, and many ligands
and organic dyes are non-cell permeable,
labeling has to occur in solution and their use is
restricted to in vitro studies or the surface of
living cells. In vivo labeling techniques, on the
other hand, include the fusion of either a self-
labeling peptide sequence, to which a dye
specific for such a tag will bind (5), or a
fluorescence protein (FP) (6) to the protein
of interest. Care must be taken not to disturb
the function of the protein by these fluorescent
tags.
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to a certain extent. For example, all amino groups in the protein are potential targets
for an amine reactive dye. Hence it cannot always be predicted which position will be
labeled and if one or more dye molecules will be covalently linked to the protein.
Fortunately, there are kits available from a variety of companies, which make the
labeling procedure straightforward and allow for even tiny amounts of protein to be
labeled efficiently with a defined stoichiometry.

In addition to organic dye molecules, quantum dots have also been a favorite tool
for labeling proteins [A16]. Their advantage lies in their broad excitation spectra, so
many wavelengths can be used to excite them, and they all show narrow emission
bands. Quantum dots come in a size range between 2 and 10 nm and the larger they

Figure 3.A.2 Functionalization and reaction of
organic dye molecules. Dye molecules must be
functionalized with a reactive group in order to
be able to link them covalently to amino acid
side chains of a protein. The example shows

FITC, a derivative of fluorescein to which an
isothiocyanate group has been added (a). The
isothiocyanate group can react with amino
groups of amino acids to attach the dye
covalently to the protein (b).

Figure 3.A.3 Spectral range of fluorophores.
Common organic dyes (dye), quantum dots
(Qdot), dyes binding to self-labeling peptides
(tag), and fluorescent proteins (FP) are placed
at the position of the spectrum according to

their emission wavelength to demonstrate that
each class covers a broad range of the visible
spectrum. An extended list of fluorophores can
be found at http://home.earthlink.net/
pubspectra/ [A6].
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3.A.5 Indirect Labeling Strategies for Fixed Cells and Solution j253
are the more red shifted their emission wavelength is (Figure 3.A.3). Quantum dots
are semiconductors and, since their core and shell are made up of heavy metal ions,
they can be toxic to cells. To reduce their deleterious effects, they can be coated with
biomaterial on their exterior.

3.A.5
Indirect Labeling Strategies for Fixed Cells and Solution

To provide for high specificity in labeling proteins, the employment of so-called
secondary labels is of great advantage.Rather than labeling theproteindirectlywith the
organicdyemolecule (or quantumdot), thefluorophore is attached to an antibodyor, if
appropriate, a ligand, which in turn will specifically bind to the protein of interest
(Figure 3.A.1) [A7]. Antibodies are the proteins that are elicited as a defense against
foreign antigens and they have the property of binding to specific epitopes or peptide
stretcheswithin a protein. They therefore represent an ideal tool to detect, for example,
one sort of a molecule within a million. They can be produced against virtually every
peptide sequence in different animals, allowing multiple staining of various proteins
in a cell if each class of antibody is labeled with a specific dye. Polyclonal antibodies
isolated from serum after triggering an immune response against an administered
protein are specific for multiple parts of the antigen, whereas monoclonal antibodies
recognize just one specific epitope of the target molecule, increasing the specificity of
the reaction. Other strategies in antibody labeling aim at boosting the signal by
sandwich technologies. In this case, it is not the primary antibody specific for the
protein that is labeled with the dye, but rather a secondary one, that is specific for the
primary antibody. For example, if the primary antibody was produced in mice, the
secondary antibody will be an anti-mouse antibody, maybe derived in a sheep.

Another popular method is provided by the biotin–streptavidin system (Figure 3.
A.1). Biotin is a vitamin that is bound by streptavidin, a bacterial protein produced in
the species Streptomyces and consisting of four identical subunits. The biotin–strep-
tavidin interaction is one of the strongest knownbiological noncovalent linkages. The
primary or secondary antibody is biotinylated and then stained with streptavidin that
is coupled to an appropriate dye. The advantage of such a system is that with the same
primary antibody different stains are possible, depending on the dye attached to the
streptavidin. Antibodies are, however, large proteins with a size of around 20 nm, so,
like other labeled proteins, quantum dots, or labeled ligands, they are normally not
cell permeable and are therefore restricted to cell surfaces with regard to live cell
imaging (Figure 3.A.4). The constant Fc part of antibodies can also be bound by
specific receptors on some immunologically relevant cells. In such cases, it is
mandatory to use only the flexible Fab fragments, which are made up solely by the
specific binding sites to avoid unspecific staining. Antibody and ligand staining
procedures are most commonly used on fixed and permeabilized cells in immuno-
fluorescence and imunohistochemistry applications (Figure 3.A.5).

The only way to deliver labeled proteins into the cell would be bymicroinjection or
electroporation procedures, which are stressful to some cell types (Figure 3.A.6).



Figure 3.A.4 Sizes of protein labels. Depicted
to scale are the dimensions of fluorescein (dye),
ReAsH (tag), a medium-sized quantum dot
(Qdot), a typical IgG (Ab) with its Fc and Fab

fragments indicated, the biotin–streptavidin
(monomeric) complex (B-S), and GFP (FP).
Typical protein sizes are above the size of GFP,
but below the size of IgG.

Figure 3.A.5 Use of protein labels. (a) Fixed
and permeabilized HepG2 cell stained with a
microtubule-specific antibody coupled to Alexa
647. Microtubules provide one component of
the cell�s cytoskeleton. (b) Live HepG2 cell
transiently expressing paxillin fused to tdEOS.
Paxillin is involved in the formation of focal
adhesions, which are the attachment points of a
cell to the substrate. (c) Section of a third instar
larva of Drosophila melanogaster expressing

mCD8 fused to GFP (green channel) and
stained with an integrin-specific antibody
coupled to Cy3 (red channel). Individual
channels are false colored andmerged.mCD8 is
an ectopically expressed mouse protein, which
is membrane linked and highlights the muscle
cells. Integrins are receptors that mediate the
contact of a cell with the tissue surrounding it,
which can be either other cells or the
extracellular matrix.
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Figure 3.A.6 Methods of delivery of
fluorophores into cells. Proteins chemically
linked to a fluorophore (or exogenously
expressed and purified fluorescence fusion
proteins) can be administered into the cell by
microinjection (1). The amount delivered can be
controlled by adjusting the microinjected
volume (a). Experiments are usually carried out
immediately after injection, as proteins will be
degraded over time and would be diluted out
during cell division (b). To express a peptide
sequenceor a fluorescenceprotein (FP) fused to
a protein of interest in a cell, their coding DNA
sequences are cloned into a plasmid (2). The
plasmid is delivered into the cell by transfection
(a). Depending on the promoter, different levels
of the fusion will be expressed. Experiments are
normally done within days, since the protein is

only transiently expressed as the cell tends
to degrade the plasmid with the foreign DNA
(b). By introducing a resistance marker along
with the plasmid, cells expressing the resistance
gene can be selected for. With time the foreign
DNAwill be integrated into the genome to result
in a stably transfected cell line (c). If the cell is
from the germline, it can be re-transplanted into
the ovary or developing embryo, resulting in a
transgenic organism that depending on the
promoter used expresses the fusion protein
tissue and developmental specific (d).
Alternatively, in invertebrate model organisms
such as the nematode Caenorhabditis elegans
(d), the fruit fly Drosophila melanogaster and the
zebra fish Danio rerio, the DNA can be injected
directly into the egg with the offspring
expressing the protein fusion (e).
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Although theproteinconcentrationsadministeredcanbecontrolled toa certainextent
using these techniques, thedisadvantagesare that it is a laborious technology, requires
experimental skills, and proteins will dilute out during cell division. Moreover,
degraded proteins cannot be replenished, in contrast to strategies involving endog-
enous expression. This is where autofluorescent proteins have their great advantage.

3.A.6
Direct Labeling Strategies for In Vivo Studies with Autofluorescent Proteins

Since the discovery of the GFP from the jellyfish Aequorea victoria, there has been an
explosion in the isolation and creation of newfluorescent proteins (FPs) from various
organisms covering a wide range of the visible spectrum (Figure 3.A.3) [A6]. Two
strategies have been employed to expand the variety of available FPs even further:
first, by saturated mutagenesis of known sequences and screening for desired
properties of the mutants; and second, by rational design, where crucial amino
acids responsible either for building the chromophore or contributing to its direct
environment are deliberately altered. The latter approach has yielded, for example,
numerous GFP-derived FPs that cover a broad spectral emission range. Since they
have been termed according to the matching color of fruits such as banana, cherry,
and plum, they are known as the fruit basket of FPs [A8].

The beauty of FPs is that they can be easily cloned from organisms and genetically
linked to any protein of interest withmodernmolecular biological approaches. It can
be decisive for the preservation of function as to which end, N- or C-terminal, the FP
is attached to its target, and this can often only be established by trial-and-error
experiments. Nevertheless, DNA recombinant technologies are nowadays well
established, so that creating a fusion between an FP and the protein of interest is
straightforward and commonplace in many biological laboratories.

Several options exist to express an FP-tagged protein in a cell. Themost commonly
used approach is transient expression of the fusion protein (Figure 3.A.6). To this
end, an expression vector harboring the construct is transfected into cells with a
suitable protocol and the cells are cultivated for the time required to express the
fusion. Expression levels can partly be tailored by using differently powerful
promoters, which represent the control sequences for expression in a cell. There
will always be, however, a distribution of expressed quantities in the expressing cell
population. On the other hand, this can be used as an advantage, since cells with
desired or physiological expression levels can be screened and selected for. It should
be noted that all FP proteins have a maturation time and can change their fluores-
cence properties until theirmature state, so the time point at which the experiment is
scheduled could well influence the outcome [A18]. The downside of transient
expressions is their variability in efficiencies and only a certain percentage of cells
will have the construct expressed.

If a selectionmarker, such as an antibiotic-resistance gene, is cloned alongwith the
fusion protein, a selective pressure can be used to establish stably transfected cell
lines that integrate the foreign piece of DNA over time into the cellular genome. This

256j 3 Light–Matter Interaction



procedure can last for months, but once in hand, a stably transfected cell line has the
huge advantage that all the cells will express the fusion at approximately the same
level. How strongly the protein is expressed depends on both the promoter used and
the integration site within the genome. Hence it is possible to select for cell lines
having just the right expression levels.

If an embryonic stem cell or a germ cell was the target for expression, it can be
re-implanted into the developing embryos and all descendant cells of that particular
stem cell will express the FP-tagged protein, if it is under a constitutive promoter
(Figure 3.A.6). By choosing specific promoters, expression can be even limited to
certain developmental stages or tissues. One should keep in mind that not only the
recombinant stem cell will contribute to the cell mass of the developed organism and
in this casewill often bemosaic. If the genewas introduceddirectly into the germline,
all cells of the offspring can potentially express the construct (Figure 3.A.6).

The greatest uncertainty when working with FP-tagged proteins is the precise
concentration of the endogenous protein. Even if the concentration is known, it is
unclear what the active fraction of it really is. Hence it is difficult to judge whether the
expression levels of the fusion can be regarded as representative of the native pool. In
a best case scenario, the tagged proteinwould completely replace the endogenous one
in quantities and function.

There are several possibilities to interfere with or prevent the expression of the
endogenous protein. One technique is the so-called knock-out technology, in which
both copies of the gene are specifically removed from the diploid genome by DNA
recombination. Even lethal knock-outs can be cultivated, when themissing protein is
compensated for by its transient ectopic expression. Finally, to create an only fusion
construct, a knock-in of the respective sequences can be performed, leading to the
replacement of the endogenous by the tagged product. A second approach is RNA
interference (RNAi). Messenger RNAs coding for a protein can be targeted for
destruction by small complementary RNAs. If they are specific for the endogenous
protein, it is only this type that will be destroyed, leaving the fusion untouched.

The properties of the dyes will in the end decide if they will be appropriate for the
experiment inmind. The FP fused to a protein of interest should have the ability to be
expressed in a cell in sufficient quantities. It also should show a high enough
brightness and photostability in order to provide for sensitivity and longevity of the
experiment in mind and should not be toxic to the cell. Next, the FP should not
oligomerize to prevent ambiguities in interpretation, especiallywhen interactions are
the object of study. Also, the fluorescence of the FP should be insensitive to local
environmental influences that might confound quantitative data interpretation.

There are many applications of fluorescent proteins (Figure 3.A.7) [A15]. The
classical use is to study the localization of a labeled protein (Figure 3.A.5). However,
more advanced methods have been developed over time that involve two or more
different labeled species and that allow the dynamics and turnover of proteins to be
studied. If the emission spectra of two FPs are well separated, they can be used for
co-localization studieswith aminimumof cross-talk. If the emission spectrumof one
FP overlaps the excitation spectrum of the other, the pair of them can be used in
interaction studies usingFRET, anon-radiative processwhere the energy of the donor
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Figure 3.A.7 Advanced applications of
fluorescent proteins. Conformational changes
induced by binding of a ligand (1) or a
modification such as phosphorylation by an
enzyme (E) (2) brings the acceptor in close
proximity to the donor, both of which are bound
at different sites to the same protein. The
acceptor fluorescence by FRET acts as a reporter
or sensor on the conformation. Likewise, FRET
can indicate interaction of two proteins as their
conjugated donor and acceptor FP come in
close proximity upon binding (3). Interaction
can also be measured by bimolecular
fluorescence complementation (BiFC), where
two split parts of the FP attached to the two
interacting partners can fold and form the

chromophorewhen in close proximity (4).High-
intensity illumination of certain FPs such as
KillerRed leads to the production of oxygen
radicals that can destroy the attached protein or
a structure to which it binds via a process called
chromophore-activated light inactivation (CALI)
(5). Some FPs called optical highlighters can
change their spectrum when illuminated with
wavelength in the violet spectral range (6). This
allows tracking of themovement of the activated
versus the unchanged proteins. In FRAP, high-
intensity illumination is used to bleach
fluorophores at a defined site. The speed of
redistribution of non-bleached fluorophores
from the vicinity into the bleached area is a
measure of the diffusion of these molecules.
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can be transmitted on to the acceptor if both molecules are in very close proximity. If
the donor is excitedwith its specificwavelength, an emission from the acceptorwould
be indicative of a very close proximity of the proteins with the two FPs attached [A19].
FRET can also be used for sensing. For example, calmodulin fused to the FRETpair
CFP–YFP can be used for Ca2þ detection. Upon binding of calcium, calmodulin
changes its conformation to allow energy transfer between CFP (donor) to YFP
(acceptor) [A20]. Another way to study interactions is to provide the protein binding
partners of interest with only parts of the same FP, for example, one obtains the N-
terminal and the other the C-terminal end of it. On their own, both fusions are
nonfluorescent as they cannot form the conjugated system necessary for fluores-
cence. If their attached proteins come into close proximity, however, both ends can
complement each other and properly fold to restore the chromophore. If the FP can
be switched, activated, or converted from one fluorescence state to the other by light
induction, for example, from a dark to a bright state or between different spectral
states, they can be used for turnover studies as the fate of only the switched FPs can be
studied against the background of the non-switchedmolecules. Another use of these
so-called optical highlighter proteins is in super-resolution microscopy. Here mole-
cules are so sparsely activated that only a few at a time are visible and non-
overlapping, making it possible to determine their localization precisely [A21]. FPs
susceptible to rapid photobleaching can be used in a technique called fluorescence
recovery after photobleaching (FRAP). A small area of the cell is bleached and the
kinetics of recovery of the FP into the bleached area can be used to estimate its
diffusion coefficient [A22]. Even phototoxicity can be of use for some settings. For
example, KillerRed readily produces reactive oxygen species upon excitation, which
in turn can wreak havoc in the vicinity of where they are produced. This opens up the
possibility of locally destroying certain cellular structures or organelles if KillerRed is
targeted to them [A23].

3.A.7
Indirect Labeling Strategies for In Vivo Studies Using Self-Labeling Protein Tags

Genetic engineering has made it possible to introduce sequences within a protein
that can bind to low molecular weight compounds [A24]. Care should be taken that
this so-called self-labeling tag is introduced at a site that does not interfere with
protein function. Since the compound is labeled externally, it must be cell permeable
and excess unbound label has to be removed for high-contrast images. Using self-
labeling tags, protein expression and labeling are uncoupled and hence cannot
interfere with each other.

Three typesofpeptideorprotein tags forfluorescence labelinghavebeenestablished
for broader usage. The tetracysteine tag (TC-tag or Lumio tag) consists of the hexapep-
tide sequence Cys–Cys–X–X–Cys–Cys. It is bound specifically by biarsenic fluoro-
phores CHoXAsH, FlAsH (fluorescent arsenical helix binder) and ReAsH (resorufin
arsenical helix binder) that emit in different spectral windows (Figure 3.A.3) [A20]. In
thereaction,thelabelingreagentsincreasedramaticallyintheirfluorescence.However,
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the reagents can bind as well to analogous sequences with two closely spaced Cys
residues,makingbackground levelshighercomparedwith theuseofFPs.Also,arsenic
compounds can be toxic to cells exposed to them for long periods and antidotes have to
bedeliveredsimultaneously.Inaddition,thelabelingreagentbindsthecysteinesonlyin
their reduced state and hence the labeling efficiency is affected by the pH.

Other tags are derived fromenzymes and hence are relative large in size [A25]. The
HaloTag, for example, a derivative of a dehalogenase enzyme, has amolecular weight
of 33 kDa. A variety of HaloTag labeling reagents are available, including two
fluorescent labels based on fluorescein and tetramethylrhodamine, and also a
biotin-derivative. The SNAP-tag, on the other hand, is a derivative of human protein
alkylguanine-DNA-alkyltransferase (AGT) 20 kDa in size, which reacts with a variety
of substrates that can deliver a dye.

3.A.8
Prospects

FPs have made a major impact on the analysis of molecular dynamics, localization,
and behavior in situ. There certainly are needs for brighter, more photostable and
redder shifted variants and efforts will be made to close that gap. Tailoring the
properties of FPs will doubtless expand their usage in new and evolving technologies
such as super-resolution and photosensitizing [A23]. If an adverse effect on the
proper function is introduced by the relatively huge FP tags, resorting to small-sized
tags such as the TC-tag or even organic dyes might be beneficial [A8]. One exciting
avenue is the incorporation of optical switches and triggers into proteins to render
them amenable to photomanipulation [A26]. Optogenetics is another emerging field
where light is used tomodulate specific responses [A27]. As fluorescence techniques
ensure high spatial and temporal resolution anddemonstrate their compatibilitywith
live cells and organisms by being nondestructive, they will continue to be an
important tool in the analysis of protein dynamics and networks in the future.
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4
Light Sources
Rainer Riesenberg and Andreas Wutting

4.1
Introduction

Radiation emitted by light sources can be characterized by its spectral properties,
spatial power density, power per unit area, solid angle (radiance), spatial homoge-
neity, polarizationproperties, coherence properties, and the reproducibility of all this,
to name only a few. These properties depend on the process in which the light is
generated and also any subsequent influence by light propagation, light–matter
interaction, and so on.

To cope with this situation, the first part of this chapter reviews some of the most
important properties of light, and the second part addresses fundamental principles
of light generation and the corresponding light sources anddevices.We only consider
artificial light sources and many source types and aspects can be treated only briefly,
otherwise this chapter would require a whole book volume. The main attention is
directed to the application relevance in chemistry, biology, and medicine. For more
detailed information, we recommend specialized technical literature and for specific
construction forms and designs of light sources we recommend consulting man-
ufacturers� catalogues and Internet sites.

4.2
Brief Review of Light Properties

4.2.1
Spectrum

Light as an electromagnetic phenomenon propagates through space as a transversal,
polarized wave. In addition to the polarization properties described later in this
chapter, light is particularly characterized by its wavelength or, in the case of non-
monochromatic light, by the composition of components with different wavelengths.

At not too high irradiance levels, most materials respond linearly to incident
light, allowing the light–material interaction to be considered separately for each

Handbook of Biophotonics. Vol.1: Basics and Techniques, First Edition.
Edited by J€urgen Popp, Valery V. Tuchin, Arthur Chiou, and Stefan H. Heinemann.
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wavelength. As a consequence, it is possible to define material properties such as
refractive index, absorption, birefringence, and so on as a function of the wavelength
and it becomes useful to characterize non-monochromatic light by its spectrum, that
is, the above-mentioned composition of monochromatic light components with
different wavelengths.

Light–matter interactions will then influence the shape of the spectrum, allowing
information to be deduced about the material. If this happens through a linear
physical process (i.e., one that responds linearly to the field amplitude of the light),
the light source must deliver sufficient intensity throughout the spectral range of
interest and its spectrum must be known well and should be stable. Examples of
measurement approaches using such linear processes are absorption spectrometry
and spectrally resolved reflectometry. In nonlinear processes due to the amplitude,
such as Raman scattering or fluorescence, energy is transferred between different
wavelengths and it is often advantageous or even necessary to irradiate a sample only
withmonochromatic light of a known single wavelength or a specific combination of
several monochromatic contributions.

The range of all wavelengths is coarsely subdivided into several main ranges, as
shown in Figure 4.1. The visible (VIS) spectral range of light lies between aminimum
wavelength of about 400 nm and a maximum wavelength of about 750–800 nm
(depending on the conditions), corresponding to oscillation frequencies between
7.5� 1014 and 3.7� 1014 Hz. To longer wavelengths and lower oscillation frequen-
cies, the spectrum extends into the infrared (IR), terahertz, microwave, and radio-
frequency ranges, whereas to shorter wavelengths it extends into the ultraviolet (UV),
extreme ultraviolet (EUV, XUV), X-ray and gamma-ray ranges. For biological applica-
tions usually only theUV,VIS, andnear-infrared (NIR) tomid-infrared (MIR) regions
will be of interest.

It should be noted that exactly monochromatic waves are a purely theoretical
construct, since they would require an infinite duration of the wave train. Every
temporal restriction, that is, pulsing, of such an exactly monochromatic wave
corresponds to amixture of several infinite waves with slightly different wavelengths
and thus to an effective spectral broadening. For pulse durations in the range of

10–4 10–6 10–8 10–10 10–12 10–14 10–16

Figure 4.1 The wavelength ranges of electromagnetic radiation.
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nanoseconds or longer, this spectral broadening can usually be ignored, but for
shorter pulse durations it increases significantly and for pulse durations in the
femtosecond range it comes into the order of the wavelength itself.

4.2.2
Radiometric Properties and Beam Parameter Product

The basic radiometric property to which all other properties can be traced back is the
so-called opticalfluxw, which effectively is a power and canbemeasured inwatts. The
flux describes, for instance, the optical power emitted by a light source or entering an
aperture or optical system. In a next step, the total flux can be related to an area, a
wavelength range, a solid angle, or any combination of them, leading to seven more
radiometric properties, which are listed in Table 4.1.

In addition to the flux, as the second basic radiometric property, sometimes the
optical energy Q is of interest, which simply describes the integral of the flux over a
certain time interval and can therefore be used to describe light pulses or results of an
integration process in a measurement. According to the flux itself, seven more
radiometric properties can be defined by relatingQ to an area, wavelength range, or
solid angle. Not considered here are the so-called photometric properties, which are
very similar to the radiometric properties, but related to the spectral sensitivity of the
human eye.

Light originating from different light sources can be focused on a sample with
different efficiencies, depending on the light generation process and the actual
physical conditions in this process. Depending on the light source, either the
radiance or the flux [1] or their respective spectral counterparts are best suited to
characterize the �intensity� (in its loose meaning) of the light source.

Table 4.1 Overview of radiometric properties of optical radiation.

Name/symbol Description Typical unit

(Radiant) flux w Total optical power W
Non-spectral properties
(Radiant) intensity I Flux per unit solid angle in a given direction W sr�1

Irradiance E
(also radiant exitance)

Flux per unit area at a given surface element;
For sources the term �radiant exitance� is used

W cm�2

Radiance L Flux per unit solid angle in a given direction
and projected unit area

W sr�1 cm�2

Spectral properties
Spectral flux wl Flux per unit wavelength at a given wavelength W nm�1

Spectral intensity Il Intensity per unit wavelength W sr�1 nm�1

Spectral irradiance El

(also spectral exitance)
Irradiance (exitance) per unit wavelength W nm�2 nm�1

Spectral radiance Ll Radiance per unit wavelength W nm�2 nm�1 sr�1
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4.2.2.1 Diffuse Sources
When considering the irradiance at a detector or sample to be maximized, the
radiance or spectral radiance is the essential parameter of a diffuse source, because
there exists no passive, linear optical system that could increase the irradiance above
the value observed at the surface of a completely diffuse radiator, often referred to as
Lambertian radiator. For such radiators the radiance and irradiance (radiant exitance)
directly at the surface become identical up to a factor of p, that is,

ESourceðlÞ ¼ pLSourceðlÞ: ð4:1Þ
The radiance itself is constant in optical systems without diffusers or absorbers and
otherwise can only decrease. Apassive optical systemviolating this observationwould
also violate the second law of thermodynamics.

The change of the irradiance in an optical system is furthermore closely related to
the spatial coherence properties of the light,which are discussed below.At the surface
of a completely diffuse radiator, the spatial coherence of the radiation has a minimal
value. Increasing the spatial coherence (and thus making the light focusable) always
requires a corresponding reduction of the irradiance (by reducing the solid angle at
constant radiance), and vice versa, focusing of diffuse radiation increases the solid
angle and reduces the spatial coherence. At a constant irradiance, the spatial
coherence in an optical system can only be decreased, for instance by a diffuser
which diffuses the light in a non-recoverable way, or for constant spatial coherence
the radiance and irradiance can only be decreased, for instance by an absorber.
Summarizing, if a sample is to be examined using a diffuse light source, the
maximally achievable irradiance at a target surface, for example, the sample or the
detector, is given by

ETargetðlÞ � pLSourceðlÞ
1þ cot2a

ð4:2Þ

where a is the half-angle under which the target is illuminated (Figure 4.2).
In a similar manner, the irradiance at a (perfectly) diffusely scattering sample or

optical element limits the maximal irradiance in all subsequent parts of the optical

α

Optical
aperture

Illuminated
target

Figure 4.2 The maximal irradiance that can be achieved at an illuminated target surface depends
on the radiance and the angle under which the target is illuminated by the optical system.
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system, even if the sample is illuminated with a nondiffuse light source. In such
cases, the scattering surface has to be considered as a new light source whose
irradiance determines the radiance in the subsequent parts of the optical system.
Thus, if low irradiance at the final detector is a problem, one should aim for the best
possible focusing at the sample.

4.2.2.2 Nondiffuse Sources
If a nondiffusely radiating light source such as a laser is used in a measurement
system, often the (spectral) flux is better suited to describe the intensity of the light,
since in principle it can be focused down to the diffraction limit. This is exactly
possible if the source emits a single, fixed, and known spatial radiationmode and the
subsequent optics are matched to that mode. The term �mode� here denotes only a
radiation distribution with a fixed amplitude and phase relation between all its points
and with a single, fixed wavelength. If there is a small number of additional modes,
the properties of the light can be described appropriately by the flux and an additional
parameterM2 describing themode quality, in terms of the focusability of the light. A
value ofM2 ¼ 1 is perfect; single-mode lasers typically have values better than 1.3 and
multimode lasers can have values in the range of hundreds to thousands. For higher
numbers of spatial modes, the source must again be considered as a diffuse radiator
with a certain radiance.

With the M2 parameter, it is possible to define the so-called beam parameter
product (BPP), which relates the radiusw0 of a focused spot to the half opening angle
j of the convergent beam:

BPP ¼ jw0 ¼ M2ðl=pÞ: ð4:3Þ
M2 thus describes the broadening of the spot compared with a (Gaussian or Airy)
single-mode spot. For a nearly diffraction-limited spotwith a smallM2 parameter and
the definitions made in Figure 4.2, the effective peak irradiance in the center of the
Airy diffraction disk is given by

EPeak ¼ w � tan2a

2l2M4
: ð4:4Þ

4.2.3
Coherence

Coherence is the ability of a light field to show interference effects between different
spatial points at the same time (spatial coherence), between different time points at
the same spatial position (temporal coherence), or amixture of both (spatio-temporal
coherence). Interference effects in turn are effects where the time-averaged flux or
radiance of the sumof two ormore lightfields differs from the sumof their individual
fluxes or radiances, that is, there occurs mutual enhancement or suppression of the
intensities.

For the most general case of spatio-temporal coherence, the coherence can be
described by a four-dimensional functionwith a large number of degrees of freedom.
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So, for instance, the coherence function at the entrance pupil of a camera contains the
whole (colored) image information of the scene which is imaged by that camera. This
is in spite of the fact that the camera pupil itself is practically homogeneously
illuminated by the scene, when only the intensity of the light is considered. The
camera optics here undertake the task of a computer, which reconstructs the
information contained in the coherence function into an image by bringing different
points of the entrance pupil to interference in the detector planewith a certain relative
temporal delay.

From this example, it should be clear that also the coherence properties of a
single light source cannot always be described analytically and that it will often
be necessary to resort to simplifying models. On the other hand, manipulation of
the coherence function of a light source can also be used to achieve particular
effects. In the following, some basic aspects of temporal and spatial coherence are
discussed.

4.2.3.1 Temporal Coherence
The temporal (self-) coherence function of a light source, that is, the autocorrelation
of the field strength over time, is equal to the normalized Fourier transform of the
spectrum of the light source. The narrower the spectrum of the light source, the
larger is its coherence length. This dependence is known as the Wiener–Khinchin
theorem. For a nearly Gaussian spectral intensity distribution with an FWHM (full
width at half-maximum) ofDl around a center wavelength l, the coherence length is
given by

LC ¼ 2lnð2Þ
p

� l2

Dl
: ð4:5Þ

Examples of coherence functions are given in Figure 4.3. Typical coherence
lengths [2, 3] range from 600 nm for sunlight or the continuum light of a short
arc mercury lamp, over 300 mm to 300mm for single lines of spectral lamps, a few
meters for standard lasers, to more than 30 000 km for specially stabilized He–Ne
lasers.

A large temporal coherence can turn out to be disadvantageous if the light passes
multiple interfaces or surfaces of optical elements, because the parasitic reflections
created at these surfaces can come to interference and create disturbing structures,
which moreover are extremely sensitive to temperature changes, mechanical vibra-
tions, or changes of the optical system, and therefore cannot be calibrated out of the
measurement result. Figure 4.4 shows the difference between holographic micros-
copy images obtainedwith a strongly coherent laser light source and a short arc lamp,
where a prominent line was filtered out, giving a temporal coherence length of about
15 mm (and a spatial coherence diameter of about 60mm) [4]. For the long coherence
laser, parasitic reflections at optical interfaces such as lenses or sample holder slides
lead to disturbing interferences. These vanish if the coherence length is less than the
distances between the optical surfaces. It can, however, still be large enough to enable
coherent techniques, such as the computer-based reconstruction of the recorded
holograms, to be used.
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4.2.3.2 Spatial Coherence
Many light sources generate light inside a surface or volume through statistically
unrelated elementary processes, for instance, thermal light sources, plasma light
sources, orfluorescent dyes. As a consequence, the light emitted fromdifferent points
of such sources is uncorrelated and thus mutually incoherent. This does not mean,
however, that at later stages in an optical system the incoherence is preserved. Instead
oneof the fundamental theoremsofoptics, the vanCittert–Zernike theoremstates that
the spatial coherence of light increases as it moves away from the source. For the
degree of coherence between two points of a light field, it is essential how far these
points are separated and under which angle (along the direction, which links the two
points) the light source appears to each of them. Roughly, the mutual coherence
increases with a lower apparent angle of the source and with a shorter distance
between the points. Particularly for a circular light source, the distance dc between two
points at which the first minimum of the mutual coherence occurs is given by

dc � 1:22 � l

sin a
ð4:6Þ

where a is the half-angle under which the source appears to the two points. One may
note that the coherence diameter dc is exactly the diameter of the diffraction Airy disk,
and indeed the partial spatial coherence can be considered a result of diffraction-
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Figure 4.3 Coherence functions for different
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caused broadening of incoherently illuminated points in the plane of the
measurement, that is, the light field can be viewed as a superposition of extended,
butmutually incoherent diffractionfigures, such as theAiry disk in the case of a round
source. Accordingly, it is even possible to set up an equation for the propagation of the
coherence function that closely resembles the propagation equation for a fully
coherent light field. This would, however, go far beyond the scope of this book. The
only important thing here is the fact that the minimal spatial coherence diameter in
any plane of an incoherently illuminated optical system – even after passing simple
optical elements such as lenses – is determined by the angular shape under which the
source appears to the considered point. The coherence diameter can be increased
further or the coherence function can be modeled into complicated shapes by

Figure 4.4 Difference between holographic
microscopy recordings for high coherence and
application-adapted coherence length of the
light source. The top images show the
holograms and the bottom images the
computationally reconstructed object intensity
distributions of a cluster of 1mmpolymer beads.
In the left column a long coherency laser has

been used, leading to parasitic interferences
from optical surfaces and an accordingly low
quality of the reconstruction. In the right column
a light source with a coherence length of
approximately 15mm has been used. Parasitic
interferences are efficiently suppressed, but the
numerical reconstruction still works well,
although the method requires coherent light.
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interference optical elements or nonregular optical elements such as lens arrays,
screens with multiple apertures, diffusers, and so on.

4.2.4
Polarization

Light is a transversal electromagnetic wave, that is, in isotropic media electric and
magnetic components of the field are orthogonal to the propagation direction and the
direction of energy transport. For plane,monochromatic electromagnetic waves, this
allows two base polarization directions for the electrical field component inside the
plane of the wave to be introduced (Figure 4.5). Monochromatic here means that the
wave contains only a single wavelength or oscillation frequency and that the field
strength of any field component varies over time proportional to a phase-shifted sine.
The two base polarization directions can then be assigned individual amplitudes and
a relative phase shift, to model any possible electrical polarization state of the wave.
Depending on phase shift and amplitudes, linear polarization with any direction
inside the wave plane, circular polarization, or general elliptical polarization results.
Linear polarization in this casemeans that the electricalfield vector oscillates only in a
single direction, whereas for elliptical polarization the field vector follows the shape
of an ellipse one time per oscillation period.

Matter – for instance in optical devices, examined chemicals, and so on – can
respond sensitively to the polarization of the light or change it, if it has anisotropic,
chiral, or inhomogeneous properties. This is the case, for instance, for several types of
crystals (birefringence), materials under mechanical stress (stress birefringence),
certain materials in a magnetic field (Faraday effect), chiral organic molecules,
colloidal structures, and many more. Also, light scattering processes or non-per-
pendicular passing of optical surfaces usually influence polarization properties. In
sensitive or quantitative measurements, this can lead to measurement errors, which
are often hard to avoid. The strong polarization sensitivity of some scattering

(a) (b) (c)

electric field

magnetic field

electric field
magnetic field

Figure 4.5 Polarization of light. (a)
Monochromatic, linearly polarized light shows a
sinusoidal electrical field strength which varies
along one direction when the time or
propagation position coordinate is changed.
The magnetic field vector varies proportionally
to the electric field vector, but is perpendicular to
it. (b) A linear wave with an electric field vector

varying along a direction between the
coordinate axes can be described as a linear
superposition of two waves varying along the
coordinate axes and having a zero phase
difference between each other. (c) If the phase
difference in the latter example becomes non-
zero, an elliptical or circular wave will result.
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processes furthermore leads to severely nonrotationally symmetric angle distribu-
tions of the scattered light, if the illumination is done with linearly polarized light.
This can reduce or increase the efficiency of light collection when the detector is
oriented at an angle to the illumination, and therefore has to be carefully considered
in system designs, which use such setups for the optical examination of samples. An
example could be a Raman spectrometry setup where the sample is illuminated from
the side by a laser and a centrally placed microscope lens collects the scattered light.
The dependence between polarization of incident light and Raman scattered light is
given by the so-called Raman scattering tensor, which depends on the incident and
scattered wavelengths, the scattering material, and its orientation in case of an
anisotropic material. Also, the Rayleigh scattering, that is, elastic scattering of the
incident radiation without a wavelength shift, leads to a spatially varying distribution
of the scattered light, which can be used, for instance, to suppress this normally
unwanted contribution of the signal.

When spectral properties, directional distribution, and polarization properties
including relative phase information are put together, a classical light field can be
described completely by a three-dimensional vector function (polarization ampli-
tudes þ relative phase) of three parameters (wavelength þ two angles for the
propagation direction or alternatively a three-dimensional wavenumber vector).
Between the vacuum wavenumber vector ~k (Figure 4.6), the vacuum wavelength
l, the oscillation frequency n, and the tilt angleswith respect to the x- and y-axes,a and
b, the following relations exist:

l ¼ 2p=k~kk ð4:7Þ

2pn ¼ c � k~kk ð4:8Þ

kx ¼ k~kksin a ð4:9Þ

ky ¼ k~kksin b: ð4:10Þ

kx

ky

kz

kα β

Figure 4.6 The wavenumber vector and the propagation angles.
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4.3
Light Generation and Light Sources

4.3.1
Processes of Light Generation

4.3.1.1 General Emission Processes
In most cases light is generated when an electrically charged particle or particle
system changes from a state of higher energy to one of lower energy. The energy
difference then will be equal to the energy of the emitted radiation plus eventually
generated mechanical energy (heat). Exceptions to this fundamental type of light
generation are direct particle reactions such as the radiant annihilation of an
electron–positron pair or nonlinear processes such as the decay of one photon
into a multitude of photons with the same total energy inside a nonlinear optical
material.

The usual light sources for practical applications are nearly always based on the
transition of an electron system from a state of higher energy to one of lower energy.
Inside this class of light sources, one often finds a strict subdivision into thermal and
nonthermal light sources.However, themain difference between these two groups is
simply the fact that the population of states of higher energy in a thermal light source
is driven only by temperature effects near a thermal equilibrium state, whereas
nonthermal light sources usually use more direct mechanisms for populating the
higher states.

The thermal activation in a thermal light source has the consequence that at any
wavelength the spectral radiance of the light source cannot be larger than the value
given by Planck�s blackbody radiation equation, that is,

LSourceðl;TÞ ¼ uðl;TÞ � 2phc2

l5 exp hc
lkBT

� �
�1

h i ð4:11Þ

where kB is the Boltzmann constant, h is Planck�s constant, c is the speed of light, and
uðl;TÞ is a wavelength-, temperature-, andmaterial-dependent emission coefficient.
Typical blackbody radiation curves for the temperatures of the Sun, incandescent
lamps, and halogen lamps are given in Figure 4.7 for u ¼ 1. In the case of the lamps,
u is, however, only about 0.5.

For pure blackbody radiation (u ¼ 1), the spectral source radiance has a peak at a
wavelength

lPeakðTÞ ¼ b=T ð4:12Þ
where b ¼ 2:8977685� 10�3 m K is called Wien�s displacement constant. The
relation is known as Wien�s displacement law. The total radiance produced by a
blackbody is given by the Stefan–Boltzmann law, which states that the surface radiant
exitance is given by

ESourceðTÞ ¼ sT4 ð4:13Þ
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with the Stefan–Boltzmann constant s ¼ 5:670400� 10�8 Wm�2 K�4. Due to the
freedom of the emission coefficient, the spectrum is, however, in no way limited to
resembling the shape of the pure blackbody radiation with u ¼ 1. This is particularly
true for low-pressure, single-atom, light-emitting gases, whose thermal emission
spectra practically consist only of very narrow, gas-specific emission lines. In the
opposite direction, the radiating subsystem of a nonthermal light source can
practically always be assigned a thermodynamic temperature, which then differs
strongly, however, from the temperature of the remainder of the light source, leading
to a situation where one is far away from thermal equilibrium of the total system.

Aside from thermal activation, there exist a large number of technically used
excitation processes. Some of them are listed in Table 4.2.

1000 2000 3000 4000 5000

0
20

0
40

0
60

0
80

0
10

00

Wavelength [nm]

B
la

ck
bo

dy
 ir

ra
di

an
ce

 [m
W

/c
m

2 nm
]

Sun (~6000K)
Hot halogen lamp (3400K)
Halogen lamp (3000K)
Tungsten lamp (2700K)

Wavelength [nm]

B
la

ck
bo

dy
 ir

ra
di

an
ce

 [m
W

/c
m

2 nm
]

100 1000 10000 100000

10
−5

10
−3

10
0

10
3

10
5

Sun (~6000K)
Hot halogen lamp (3400K)
Halogen lamp (3000K)
Tungsten lamp (2700K)

Figure 4.7 Spectral surface irradiance
(exitance) distributions for thermally radiating
blackbodies at different temperatures;
Particularly for the tungsten and halogen lamps,
the really observable surface spectral exitances

will be about 50% of these values, since they are
bad blackbodies with a low emission coefficient.
Furthermore, the most energy is emitted in the
NIR region, leading to low efficiency for
illumination purposes.

Table 4.2 Some excitation processes and according light sources.

Excitation process Example light sources

Thermal Incandescent light bulb,
high-pressure gas emission lamp
(secondary excitation process)

Collision (mostly due to a
flowing current or in a plasma)

Gas laser, gas discharge lamp

Optical excitation Fluorescent dyes, solid-state lasers
Charge carrier injection in diodes Light-emitting diode (LED), diode laser
Chemical reaction Chemoluminescent substances, chemical laser
Direct acceleration of charge carriers Synchrotron light source, X-ray tube
Other nonlinear optical processes/
inelastic scattering

Raman laser, optical parametric oscillator
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Figure 4.8 shows some examples of excitation and light emission processes that
can occur in light sources. In detail, the following processes are shown:

. Simple model of a two-level system: the excitation energy and energy of the
emitted photon are identical; if the system is already excited, it will be de-excited by
the excitation source with the same probability as a nonexcited state will be
excited.

. Plasma excitation and emission of a gas: an outer electron is excited from its
bound ground level to a virtual level above vacuum energy EVac, leading to
ionization. Excitation here can occur, for instance, by collision with a fast, free
electron (collision ionization) or with another gas molecule. The free energy
ground state is then repopulated from a vacuum state. This can occur directly or
via intermediate higher energy levels, leading to the emission at different, gas-
specific emission levels.
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Figure 4.8 Some basic schemes of excitation and light emission. (a) Simple model of a two-level
system; (b) plasmaexcitation and emissionof a gas; (c) simple three-level system; (d) RamanStokes
scattering in a three-level system; (e) excitation and emission in a fluorescent dye molecule.
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. Simple three-level system: an electron is excited to a higher energy level and then
decays rapidly to a somewhat lower third level by a nonradiative decay. Such a level
will eventually not be de-excited by the excitation source and can be relatively
stable, leading to a low spontaneous emission and allowing laser action through
stimulated emission.

. Raman Stokes scattering in a three-level system: an incident photon excites the
system from the ground state and then first returns to a state above the ground
state, emitting a red-shifted photon. The system later returns to the ground state
in another process such as nonradiative relaxation.

. Excitation and emission in a fluorescent dye molecule: the dye molecule will
normally be in or near the ground state and canbe excited into one of the states of a
higher band by a short-wavelength photon. Then it usually relaxes by nonradiative
processes to the lower edge of the upper band, fromwhere it can recombine to one
of the levels of the lower band, emitting a photon at a longer wavelength than the
exciting photon. The cycle closes with a nonradiative decay to the ground state.

4.3.1.2 Laser Emission
One of the most important types of light source in analytical applications is the laser,
since it can produce extremely coherent, monochromatic, often strong and non-
diffuse radiation, which can be focused down to or near the diffraction limit. There is
a huge variety of laser types and principles and the underlying theory is considerably
more complex than the theory of other light sources, since lasers are strongly
nonlinear devices. We will not attempt to go into all these details but rather describe
some fundamental properties of lasers. For those interested in a deeper understand-
ingwe recommend reading the textbook by Svelto [5]. This section on laser principles
is given before the sections on individual types of light sources, since many of these
light source types can be modified to operate as lasers. Instead of discussing these
sources twice, we will include the laser aspects in their general discussion. For
instance, lasers are available based on light-emitting diodes (LEDs), low-pressure gas
discharge, hollow-cathode emission, fluorescent dyes, fluorescence in solids, Raman
processes, optical down-conversion in nonlinear materials, and chemolumines-
cence, to name just a few. The important difference between the non-laser and the
laser light sources is that in the latter the stimulated emission is made the dominant
light generation mechanism by appropriate arrangements. The term �laser� accord-
ingly means �light amplification by stimulated emission of radiation.� The charac-
teristic features of a laser are a medium that can emit light through a stimulated
emission process (an optical amplifier) and a means for feedback of part of the
generated light (Figure 4.9). There are also a fewdevices that donot need the feedback
unit, since their amplification is large enough to permit laser-like action without it.
Such devices are called superlasers or superluminescent sources.

Stimulated emission can occur when a photon hits a quantummechanical system
in an excited state, there is a lower, free state which can be reached in a radiating
transition, and the energy difference between this state and the current state of the
system corresponds to the wavelength of the photon. The quantum mechanical
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system can be, for instance, an excited atom or molecule or a more complex system.
In the following we will simply speak of an atom, keeping in mind the other
possibilities. If the above-mentioned conditions are met, then there is a certain
probability P1 that the incident photon de-excites the atom and generates a second
photon, which then will have exactly the same phase, polarization, and wavelength as
the incident photon. To achieve a high ratio between stimulated and spontaneous
emission, the initial higher energy state should be metastable, that is, have a low
spontaneous decay rate, no matter whether the decay corresponds to the laser
transition or another transition. Furthermore, if the atom is in the lower state, the
incident photon will excite it with the same probability P1 into the higher state.
Hence, to achieve a net amplification, more atoms have to be in the higher state than
in the lower state, which is called an inversion.

To achieve this inversion, the higher state of the laser transitions has to be
populated to a high fraction of the atoms. Populating a higher state is possible by
collision effects or semiconductor charge injection, but also by direct optical pump-
ing from the ground state. However, then the pumping photons would also lead to
stimulated emission from the higher state to the ground state, limiting the popu-
lation of the upper state to below 50% and avoiding inversion. In a more advanta-
geous scheme, the pumping will thus not be done directly from the ground state to
the upper laser state, but to a higher, intermediate state, which quickly decays to the
upper laser state, so that the pumping radiation will not stimulate a transition to the
ground state. This scheme corresponds to the three-level system shown in
Figure 4.8c. The drawback of this simple system is that the laser radiation, which
can cause stimulated emission from the upper to the lower laser level, can also be
absorbed by the laser transition, if many atoms are in the lower state of the laser
transition. Since this lower level is the ground state, the population density will be

Light amplifying
medium

Pump energy

Laser
radiation

Feedback

Figure 4.9 Basic principle of a laser. A
medium capable of amplifying light by a
stimulated emission process is pumped, that is,
excited into a higher energy state with inversion.
From there, it can return to the ground state by
spontaneous or stimulated emission. A
feedback unit directs a part of the emitted light
back into the medium. The combination of an

amplifier and a feedback unit makes the
arrangement strongly nonlinear andworks as an
optical oscillator. If the spontaneous decay rate
is low enough and the fraction of the fed back
light is large enough, stimulated emission will
become dominant, creating a strong, coherent
emission.

4.3 Light Generation and Light Sources j277



high, particularly when the stimulating field is strong, leading to reduced amplifi-
cation efficiency due to re-absorption.

Another, but exotic, possibility to achieve inversion is to have a lower state of the
laser transition, which is sparsely populated, and to populate the upper state to a
higher degree. Here, the lower state of the laser transition has to be somewhat higher
than the ground state and should rapidly decay to it. As a result, the population
density of that state will be low. Hence again this results in a three-level system, but
this time the excitation and emission form a Raman-like process, as shown in
Figure 4.8d. One drawback here is that atomswhich have already been pumped to the
higher laser state can be de-excited by the pump radiation, which again limits the
efficiency of the process. Moreover, the pump transition will normally lead to a rapid
decay from the upper state, circumventing the laser transition and mainly yielding
Rayleigh scattering in the amplifier material. The most advantageous laser schemes
thus have at least four levels, as shown in Figure 4.10.

Such a system combines the two advantageous aspects of the previously discussed
three-level systems and avoids their drawbacks. In contrast, as described above, an
optically pumped pure two-level system will combine the drawbacks of the two types
of three-level system in such a way that it becomes impossible to achieve inversion. If
the pumping is done through another mechanism, some types of two-level systems
can also achieve inversion.
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Figure 4.10 Stimulated emission with the
example of a four-level system as one of a
number of possible stimulated emission
schemes for lasers. In a first step, an upper laser
level is populated by a pumping process, usually
via an intermediate level. An incident photon
with an energy corresponding to the laser
transition can stimulate the transition, leading

to the emission of a second photon. The latter
will have the same properties as the stimulating
photon, that is, exactly share its wavelength,
polarization, and propagation direction. Instead
of an upper intermediate level, there is often a
broader so-called pump band, which allows
optical pumping with a broader spectral
bandwidth of the pump radiation.
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If inversion is achieved and feedback is established, laser emission can build up.
Figure 4.11 shows the build-up of a laser process for a lasermedium in a Fabry–P�erot
cavity, consisting of two mirrors. Initially starting with spontaneous emission, the
cavity will select certain propagationmodes andwavelengths which can build a stable
field. Since the stimulated emission amplifies a present field, the medium will emit
an increasing fraction of its stored energy into thisfield. The cavity acts as a resonator,
which is dedamped by the laser medium, turning the arrangement into an optical
oscillator which can have a high Q factor and an accordingly small bandwidth. An
oscillation, that is, a laser activity will take place if the losses after one round trip
through the laser cavity (including the losses of the light exiting the cavity) are smaller
than the inverse amplification factor, which is caused by the active medium during
one round trip. As a second condition, the light field has to be stable, that is,
reproduce its shape andphase after one round trip, otherwise thefields resulting after
different round trips would interfere destructively. Due to the latter condition, the
field in the cavity and in any optical oscillator can be decomposed into several discrete
modes of different spatial distribution and/or wavelength.

Depending on the amplification properties of the lasermedium, thesemodesmay
be amplified by the same excited atoms or by different subgroups of them. In the first
case, the mode which best fits to the cavity and the amplification properties will

(a) (b)

(c)

Figure 4.11 Build-up of a laser process;
In the example a laser medium between two
mirrors, one fully reflecting and one partially
transparent, is shown. The mirrors form the
feedback unit and act as a Fabry–P�erot
resonator. (a) Directly after pumping, the
medium starts to emit radiation randomly by
spontaneous emission. Only photons reflected
by one of the mirrors will re-enter the laser
medium. (b) Photons, which re-entered the
laser medium after reflection can stimulate
further excited atoms or molecules in the laser

medium, transferring their own wavelength and
phase to the newly emitted photons. Due to the
Huygens principle, a field starts to build up with
a directional distribution and wavelength
spectrum dictated by the mirrors. (c) After
several rounds between the mirrors, the field
becomes so strong, that practically all still
excited atoms or molecules will emit their
energy by stimulated emission. Since different
wavelength and spatial modes of propagation
are partially competing with each other, one or a
few modes will win over others.
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stimulate most of the excited atoms, thereby suppressing the other modes. This is
called a mode competition. After a short time, only the dominant mode will survive.
The best fitting mode will usually be the mode which has the largest cross-section
with the laser medium and has a wavelength next to the peak amplification
wavelength of the medium.

In the second case, multiple modes which are in not too strong competition with
each other can survive. Such a situation can arise if themodes have a low spatial cross-
section (for instance, a centeredmode and a ring or �donut�mode) or if they have such
different wavelengths that theywill be amplified by different sub-species of the atoms.
This is typical of, for instance, laser diodes. If several similarlywell-fittingmodes are in
competition with each other, in either of the two cases a jumping between different
modes – so-called mode hopping – can occur for different reasons. To achieve stable,
single-mode laser emission, additional stabilization precautions will be necessary.

4.3.2
Thermal Sources

One of the best-known groups of thermal radiators for technical illumination
purposes is the group of tungsten filament lamps and halogen lamps. In addition
to these types of lamps, ceramic radiators and thin-layer radiators also belong to the
thermal light sources. Other light sources also emit thermal radiation, such as high-
pressure gas discharge lamps; however, the thermal emission there is not themain or
only mechanism and these light sources will not be discussed in this section.

4.3.2.1 Tungsten Filament Lamps
Tungsten filament lamps, such as the well-known incandescent light bulb, are based
on a tungsten filament as the light-emitting element. The filament is either a spiral or
double-spiral wound tungsten coil or a flat ribbon, the latter giving a better defined
geometry. The filament is heated by an electric current to a temperature of 2700K to
maximally 3400K, so that it accordingly emits an approximate continuous blackbody
radiation spectrum with an intensity maximum between 1080 and 730 nm. Com-
pared with a pure Planck-type blackbody radiator, the spectral flux is reduced by the
spectral emission coefficient of tungsten. For a wavelength of 200 nm and for usual
working temperatures, this coefficient is about 0.5 and drops to less than 0.2 for a
wavelength of 3 mm. Directly at the filament surface, the peak spectral radiance is in
the order of 100–300mWsr�1 cm�2 nm�1, but particularly for the coil-type filament
the distribution of radiance is inhomogeneous and the average radiance is below the
value at the surface. To protect the tungsten filaments from oxygen – which would
immediately react with the tungsten at high temperatures – the filament is placed
inside a glass tube or bulb. In former times the latterwas evacuated, but nowadays it is
filled with a protective gas for different reasons. Energy losses due to convection and
thermal conduction by the gas can beminimized best by using a protective gas with a
high molecular weight and a low number of rotational degrees of freedom. Conse-
quently, the noble gases xenon and krypton are used for high-quality lamps, whereas
in cheaper lamps often a nitrogen–argon mixture is used.
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For emission in the VIS region between 400 and 800 nm, the highest efficiencies
would result for aworking temperature of about 7000K, but even tungsten,whichhas
one of the highest melting points, melts at 3695K. For a working temperature of
3400K, the lifetime of the lamp shortens to a few hours, compared with about 1000 h
for a temperature of 2700K.

4.3.2.2 Halogen Lamps
Halogen lamps are a special type of tungsten lamp. Through the operation of a
normal tungsten lamp, part of the tungsten filament sublimes and evaporates the
wall of the glass bulb, creating a black, absorbing layer. To limit the sublimation rate,
the working temperature and therefore the efficiency of the lamp have to be limited,
and furthermore the glass bulb must be made sufficiently large to avoid too high
absorption by the deposited tungsten layer which develops during the lamp lifetime.

In halogen lamps, the net sublimation rate and the tungsten deposition are limited
by using a halogen additive in the filling gas. The sublimed tungsten reacts with the
halogen and is stopped from settling down at the glass bulb. Near the filament, the
tungsten halide decomposes because of the high temperature, so that the tungsten
can settle back on the filament, which in this way can at least partly be regenerated.
Thesemechanisms allow comparatively small glass bulbs to be used and theworking
temperature to be increased to about 3000K to achieve a higher lamp efficiency. At
the same time, the average lamp lifetime can be increased from 1000 h for a
conventional tungsten lamp to about 3000 h. It is possible to operate halogen lamps
up to about 3400K, but only at the price of a drastically reduced lifetime.

4.3.3
Low-Pressure Gas Discharge Lamps

Low-pressure gas discharge lamps include a large number of construction types,
filling gases, spectral properties and excitation types. All these sources have in
common light generation by a radiative electron recombination or a radiative
transition between different molecular excitation states in a plasma, that is, a partly
ionized gas. The excitation of the gas can be accomplished by different physical
processes, the most usual ones being direct excitation by a flowing current (arc
lamps), capacitive excitation by a high-frequency electric alternating field, or induc-
tive excitation by a magnetic alternating field, which generates a closed electrical
current inside the plasma. The gas from which the plasma is generated is often a
noble gas such as argon, neon or xenon, ametal vapor, or amixture of both. In such a
case there are no molecules in the gas and the emitted spectrum mainly consists of
narrow, atomic transitions. If the lamp is filled with a molecular gas, the emitted
spectra will be broader or continuous. Depending on the conditions, there are three
different types of electrical discharge in a gas, of which two are used for light
generation purposes, the glow discharge and the arc discharge. Figure 4.12 shows the
basic dependence between the electrical voltage across and the electrical current
through a gas in a strongly simplified diagram. The three types of discharge are
distinguished by different currents and are separated by unstable ignition breakdown
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processes. The arc discharge furthermore has a negative differential resistance,
requiring arc discharge light sources to be operated with a resistor.

4.3.3.1 Cold Cathode Fluorescent Lamps and Spectral Lamps
Cold cathode fluorescent lamps (CCFLs), sometimes also called neon lamps, consist
of a glass or silica (quartz) tubewith two electrodes and arefilledwith a (atomic) noble
gas and eventually a metal vapor. A voltage applied to the electrodes leads to a glow
discharge current, which excites the atoms by collision processes. Depending on the
lamp type, the light emission takes place only near the cathode or at higher voltages
additionally in the so-called positive column. Whereas lamps emitting only in the
negative column are useful only for small indicator lamps, lamps emitting in the
positive column usually give more light and can emit it nearly over the full length of
the tube. Particularly for atomic gases, the emitted spectra consist of a number of
lines which are very narrow and can be used for absolute wavelength calibration and
also the determination of the spectral smear of spectrometers. Spectral lamps
containing argon and mercury are particularly useful in the UV range, where they
have a very strong emission line at 253.6 nm and further, weaker emission lines at
some more wavelengths below 400nm, which mainly originate from the mercury
component.More lines occur in the VIS andNIR regions, where the latter aremainly
caused by the argon component. Other lamp types and their predominant colors
include pure helium (white–pink), neon (red–orange), argon (blue), krypton (white),

Voltage

C
ur
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nt

Arc
discharge

Glow
discharge

Townsend
discharge

Figure 4.12 Basic discharge types in a gas. Glow discharge and arc discharge produce a plasma
and can be used for lighting applications.
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or xenon (violet) lamps and are – in addition to versions with mercury addition –

frequently used for artistic illumination purposes and luminous advertising.

4.3.3.2 Energy-Saving Lamps
Energy-saving lamps are based on mercury arc-based lamps which are coated with a
fluorescent dye or a mixture of multiple fluorescent dyes. In contrast, they usually
have a heated cathode to allow electron emission at lower voltages. The dyes are
optimized for efficient absorption of the dominant 253.6 nm peak of the mercury
spectrumand are tailored to produce a certain color or color temperature, for instance
to achieve an enjoyable room illumination or to achieve suitability for photographic
purposes. However, the dye mixtures usually do not exhibit a continuous spectrum,
but a spectrum with 3–6 more or less isolated emission ranges, rendering them less
usable for spectroscopic purposes.

4.3.3.3 Hollow-Cathode Lamps
Similarly to spectral lamps, hollow-cathode lamps deliver spectra with amultitude of
well-defined, narrow spectral emission lines. A larger variety than in the case of arc
discharge lamps is possible due to a larger possible variety of emitting materials.
Practically every metal and even a number of nonmetals and material combinations
can be used as a characteristic material. Thematerials are placed in a hollow cathode
inside a glass tube which is filled with an inert gas (Figure 4.13).

By applying a large voltage across the electrodes, a plasma discharge builds up in
the buffer gas and the cathode material is gradually evaporated due to a sputtering
process. The evaporated material is subsequently excited and ionized by collision
with charge carriers and other particles in the plasma and starts to emit its own,
characteristic radiation. The main application of hollow-cathode lamps is in atomic
absorption spectrometry (AAS), since the light source spectra can be matched to the
absorption spectra of the substances to be detected, leading to significant sensitivity
increases of up to several orders of magnitude in comparison with nonspecific light
sources.

The lifetime of the hollow cathode is limited by the cathode material which is
available for sputtering. Since the sputtering speed is approximately proportional
to the current, the lifetime is given in milliampere hours. Typical lifetimes of

Cathode

Anode

Figure 4.13 Basic layout of a hollow-cathode lamp.
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commercial hollow cathode lamps are around 5000mAh. A comprehensive overview
of hollow-cathode lamps and their spectral lines is given in, for instance, [6].

4.3.3.4 Hydrogen and Deuterium Lamps
If broadband emission is required in the UV region, hydrogen and deuterium arc
discharge lamps are a good choice. Of the two, the deuterium lamp provides a
somewhat higher intensity. Both types can produce stable, well-characterized outputs
and are therefore employed as irradiance standard sources. Although these lamps are
operated at low to medium pressures, they do not deliver line spectra, but really
continuous spectra. The reason for this is that the excitation and emission process is
not a plain electronic one, but involves transitions between differentmolecular states
and even dissociation of the gas molecules. The lifetime of these lamps is typically
about 2000 h, but can range between 1000 and 5000 h.

4.3.4
High-Pressure Gas Discharge Lamps

High-pressure gas discharge lamps are filled with a plasma-generating gas, which at
room temperature is already at or above normal pressure and will have increased
pressure during operation. The gas is excited either by an incident radiofrequency
radiation or alternating magnetic field (as for sulfur lamps), or by an arc discharge.
Due to the high pressure there is a high probability that an excited atom will collide
with another atom before it radiatively returns to the ground state. On the one hand,
this causes the normally narrow spectral emission peaks of atomic gases to broaden
significantly. On the other, it leads to a conversion of a large fraction of the electrically
induced energy into heat of the plasma. The plasma therefore can gain higher
temperatures than any solid and particularly in lampswith a very high pressure it can
emit a corresponding thermal broadband radiation. Due to the high temperature, the
pressure increases significantly when the lamp is in use.

4.3.4.1 Short Arc Lamps/High-Intensity Discharge (HID) Lamps
The predominant type of high-pressure gas discharge lamps are arc lamps with a
short electrical arc, so-called short arc lamps. These lamps typically have a very high
pressure of about 10–40MPa (when in use) and can produce broadband radiation
with extremely high radiances. The arc length typically is only a few millimeters and
themost intense radiation is produced near the cathode (Figure 4.14). Depending on
the lamp type, a second intense radiance maximum can exist near the anode.

Example emission spectra from one xenon and one xenon–mercury lamp with a
2mm short arc are shown in Figure 4.15. At a distance of 50 cm from the lamps, the
spectral irradiance of the xenon lamp is about one-tenth the value of the solar
irradiance at sea level, except for the spectral absorption features of the atmosphere
and some more narrow extra emission bands of xenon. The average spectral
irradiance between 250 and 2000 nm is about 1mW cm�2 nm�1 and more than
50% of this irradiance originates from a region significantly smaller than 1mm2.
Precise measurements of the spectral radiance distribution inside a xenon short arc
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lamp (Figure 4.16) have been performed by, for instance, Nakar et al. [7]. Results for
measured spectral radiances in a 2mm gap, 150W short arc xenon lamp were
presented, which show that in the brightest spot near the cathode the spectral
radiance peaks at about 2W sr�1 cm�2 nm�1; for shorter wavelengths the measured
values decrease because of the measurement method and would otherwise increase
slightly further. Compared with peak radiances of about 90mW sr�1 cm�2 nm�1 at
l ¼1073 nm for a tungsten lamp operating at 2700K or about 160 mW sr�1 cm�2

nm�1 at l ¼966 nm for a halogen lamp operating at 3000K, this is a 12–22 times
larger peak spectral radiance, which furthermore occurs at much shorter
wavelengths.

Short arc lamps are therefore particularly well suited for creating high-intensity
illumination of samples, for non-laser-based beamscanning confocalmicroscopy, for
fluorescence excitation, for projecting brilliant images, or for illuminating objects at
larger distances.

4.3.4.2 Other High-Pressure Gas Discharge Lamps
Further prominent gas discharge lamps which are not short arc lamps are the sulfur
lamp and the high-pressure sodium (HPS) lamp. Both lamps are used because of
their high efficiency for lighting applications and can produce high luminous fluxes
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increases dramatically towards the cathode (image: Hamamatsu datasheet.)
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but not high radiances, since the light generation occurs in relatively large volumes.
TheHPS lamp is an arc lampwith a long arc, whereas the sulfur lamp is electrodeless
and uses a magnetron to excite the sulfur vapor with 2.45GHzmicrowave radiation.
Whereas the HPS lamp produces mainly yellow light, the sulfur lamp emits through
nearly the whole visible spectral range, but only very little in the IR and UV ranges.

4.3.4.3 Gas Lasers
The principle of the low-pressure gas discharge emission lamp can be extended to
build lasers. The first gas laser ever build was a helium–neon (HeNe) laser whichwas
directly pumped by an electrical current. In contrast to normal gas discharge arc
lamps, the energy schemehere ismore complicated, to achieve good laser conditions.
Helium and neon are mixed with relative partial pressures of approximately 10:1 at a
total pressure of about 100 Pa. The electrical current first excites the helium atoms
into the 21s or the 23s state, which then transfer their energy to the neon atoms,
exciting them into the 3s or 2s state in a collision process. These states are metastable
and can go to the 3p and 2p states by stimulated emission. The corresponding
wavelengths are 632.816, 1152.3, and 3391.2 nm and have a very narrow spectral
width. From the 3p and 2p states the neon atoms can return to the ground state by

Anode

Cathode

Radiant intensity (Relative value)

Figure 4.16 Typical angular radiance distribution of a short arc lamp with the example of a
Hamamatsu L2273 150W xenon lamp (chart taken from Hamamatsu datasheet).
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spontaneous emission. Because of the very narrow amplification profiles, HeNe
lasers can be made very stable with a highly precise emission wavelength and
coherence lengths of several thousand kilometers. Even for nonstabilized HeNe
lasers the coherence length is already in the range of the resonator length. A second
important gas laser is the argon ion laser, which can produce up to 10 different laser
wavelengths and high radiant fluxes of up to several watts. Themost important of the
large number of emission lines of the argon ion laser are at wavelengths 514.5, 496.5,
488.0, 467.5, 457.9, and 351 nm, with the first one giving the highest output power.

Further gas lasers in use are krypton ion lasers, argon–krypton lasers, helium–

cadmium lasers, copper vapor lasers, and certain lasers based on hollow cathodes.

4.3.5
Light–Emitting Diodes (LEDs)

Light-emitting diodes (LEDs) are semiconductor devices in which the excitation of
electrons is a direct effect of an electrical current flowing across a p–n junction. The
current, which flows in the forward direction of the diode, injects conduction
electrons from the n region and conduction holes from the p region of the device
into the depletion zone, where they recombine with each other. The basic principle is
shown in Figure 4.17.

In semiconductor materials with a direct bandgap, the recombination has a large
probability of being radiative, that is, of producing photons. A direct bandgap is one
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Figure 4.17 Principle of the LED. A
semiconductor diode is operated in the forward
direction, leading to injection of holes from the
p region and of electrons from the n region of
the diode into the depletion zone. There theywill

recombine, eventually emitting a photon with a
frequency equal to or slightly larger than the
bandgap energy EG, divided by Planck�s
constant.
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where the mechanical momentum of the electron or hole does not change between
conduction band and valence band, so that the energy can be transferred to a photon
which has a negligible mechanical momentum. The process of light generation is
called electroluminescence. In contrast, for indirect bandgaps, the recombination
happens non-radiatively and mostly produces heat if no further modifications are
made to the material. The large momentum change during recombination in an
indirect semiconductor can only be accomplished by coupling to phonon modes of
the semiconductor grid, preventing the emission of photons. Typicalmaterials with a
direct bandgap are GaAs, GaN, InP, certain GaAsP alloys, and AlGaAs, whereas SiC,
GaP, silicon or germanium belong to the indirect bandgap materials. The difference
between direct and indirect bandgap materials is sketched in Figure 4.18.

By introducing localized impurities (or �traps�) in indirect bandgap materials,
additional energy levels are created. Because of the localization, these traps can
interact with a wide range of electron and hole momentum values, thereby con-
necting the minimum of the conduction band with the maximum of the valence
band. Holes from the valence band and electrons from the conduction band can
convert to the trap energy levels with emission of a photon. An electron and a hole at a
trap create a so-called exciton, which can recombine. These possibilities of incor-
porating indirect bandgap materials in LEDs are shown in Figure 4.19.

Early LEDs weremainly based on thematerials GaAs1�xPx, AlxGa1�xAs, and GaP,
partly with additional dopings, and emitted at wavelengths between 555 nm (yellow-
ish green) and 940 nm, and beyond this range multiple quantum well systems of
InGaAs and InP have been used for the range between 940 and about 1600 nm. LEDs
for shorter wavelengths became possible more recently due to new material and
technology developments based onGaN, InGaN, InAlGaN, AlGaN, ZnO, ZnSe, AlN,
InN, and diamond and also SiC as a substrate material. Currently, LEDs with
wavelengths down to 247 nm are commercially available [8], shorter wavelength
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devices down to 230 nm are under development [9], and devices down to about
200 nm can be imagined based on the mentioned materials. A main direction of the
developments is an increase in the radiant flux of LEDs, to make them suitable for
lighting applications. These developments have already led to LED devices which, in
addition to a high flux, can produce a relatively high radiance and spectral radiance
and can therefore be very interesting for measurement applications, where gas
discharge lamps are too large, energy consuming, expensive, or otherwise not well
suited. Table 4.3 list some recent (mid-2010) high-power LEDs and their properties.

As can be seen from the table, source radiant exitances of up to 90Wcm�2 and
spectral source exitances of up to 4Wcm�2 nm�1 can be delivered by the devices,
particularly in the blue and violet spectral region, where halogen lamps deliver
significantly less than 100mW cm�2 nm�1.

A further advantageous property of LEDs is their direct electrical modulation
capability, which in addition to information transfer permits lock-in measurements
without a mechanical chopper or stroboscopic measurements. The maximally
possible modulation frequency depends on the recombination time of the electron–
hole pairs in the depletion zone and can vary widely between different LED types.
Typical recombination times are between about 1ms for older homojunction GaAs
LEDs and less than 10 ns for newer LEDs, leading to modulation frequencies from
below 1MHz to more than 100MHz. For higher frequencies, operation as a laser
diode (see the next section) is advantageous.

4.3.5.1 Laser Diodes
Awide range of LEDs can be operated as lasers. In contrast to other laser types using
optical pumping or excitation through collision processes, an LED can produce an
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inversion directly through the injection process [10]. As a result, only two energy
levels are necessary for the laser process and the only remaining critical parameters
are the relation between the probabilities for stimulated and spontaneous emission
and the amplification per unit length. In many LED materials, these parameters are
well suited to create a laser even with very short lengths of the activemedium. This is
particularly true at longer wavelengths.

In the simplest case, a laser diode consists of an edge-emitting LED with a
waveguide structure, concentrating the radiation along a line and with facets at the
end of this structure, which act as mirrors and create a Fabry–P�erot cavity. Often, no
additional reflection layers are necessary for the mirrors, because the high refractive
index of the semiconductor leads to a sufficiently large reflection coefficient. Another
simple diode laser type is vertically emitting laser diodes, so-called vertical cavity
surface-emitting lasers (VCSELs), which consist of a very thin – that is, short – laser
cavity betweenmirror layers. The thickness of the laser cavity can be as small as three
wavelengths.

As for all lasers, the radiance limitations of the underlying light source, that
is, the LED, are overcome. Also, due to the stimulated emission, which de-excites
the higher laser levels faster than a spontaneous emission would do, diode lasers
allow even higher modulation frequencies than their LED counterparts. However, to
avoid frequency-limiting oscillations connected to the switching between lasing
and non-lasing states, the laser diode needs to be held in a lasing state all the
time and modulation would be done between two different intensities.
Direct modulation frequencies of up to 66GHz have been reported for special
VCSELs [11].

Because of the spectrally very broad amplification profiles and the high amplifi-
cation, usually several laser modes will oscillate in a diode laser. This leads to a
spectral width of the laser that is broader than for other lasers and results in a short
coherence length in the range of the cavity length, but with periodic revivals. In
applications where a small emission bandwidth is needed, more advanced imple-
mentations such as distributed feedback (DFB) lasers or external cavity diode lasers
(ECDLs) with additional tuning elements can be used. In the DFB diode laser, the
active region itself or a part of it is structured and forms a Bragg grating, which only
permits efficient amplification of a single laser mode. Simple designs provide a fixed
wavelength, whereas more advanced designs permit wavelength tuning by temper-
ature control or electro-optic effects. The external cavity diode laser uses a dispersive
element such as a reflection grating outside the diode as one of the two mirrors.
Figure 4.20 shows the basic layout of an ECDL in a Littrow arrangement. Again, only
one wavelength is reflected back in such a way that laser amplification can occur and
this wavelength can be tuned through the amplification bandwidth of the laser
medium by aligning the dispersive element.

Currently, diode lasers with wavelengths down to 375 nm are commercially
available and shorter wavelength devices (partially with indirect, optical pumping)
are under development. Diode lasers can therefore potentially serve in applications
for which currently often large, expensive, and energy-consuming lasers with
frequency conversion or excimer lasers with toxic gases are needed.
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4.3.5.2 Optically Pumped Semiconductor Lasers
In addition to laser diodes which are pumped directly through the injection current,
there also exist semiconductor lasers which are pumped optically by an LED. With
such lasers, already significantly shorter emission wavelengths than for directly
pumped diode lasers have been reported. Particularly lasing at a wavelength as low as
231.8 nm for a cooled AlGaN multiple quantum well laser and 241.5 nm for an
uncooled one have already been demonstrated in the laboratory [12].

4.3.5.3 Other Sources
There exists a wide range of other light sources that have not been discussed here.
One important type is the diode-pumped solid-state (DPSS) laser. Here, a laser
medium such as a neodymium-doped yttrium–aluminum–garnet (Nd:YAG) crystal
is pumped optically by one or a number (called a stack) of high-power IR laser diodes.
The Nd:YAG laser, as one of the currently most important types of DPSS laser, can
emit strong laser radiation at a wavelength of 1064 nm and less strong laser radiation
at 946, 1320, and 1444 nm. Output powers can reach at high as 10 kW and it is
possible to operate in a continuouswave or pulsedmode.Due to the highpower of the
primary laser radiation, it is possible to create shorterwave laser sources by frequency
conversion, for instance the green 532 nm line, which is achieved by frequency
doubling. The latter is often done inside the laser cavity. It is also possible to create the
third and fourth harmonic waves, leading to emission wavelengths of 355 and
266 nm.

Fiber lasers are a special version of DPSS lasers. Here, a fiber with a doped core is
pumped from one end. The pumping radiation is coupled into a wider core, which
surrounds the doped core. Due to the large length of the fiber, the pumping radiation
can be efficiently absorbed by the doped core and be converted into laser radiation
with a low (i.e., good)M2 parameter. In this way, even the very faint Raman process
can be used to produce a laser. Before laser diodes were available for pumping, gas
discharge lamps were used to pump solid-state lasers, such as the first laser ever, the
ruby laser.

Supercontinuum light sources – sometimes called white light lasers – are light
sources which use optically nonlinear effects to broaden spectrally the initially
monochromatic or low bandwidth radiation of a laser. For short and very intense
pulses from femtosecond lasers, crossing of a medium such as a fluid or even air is
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Laser diode
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Output

Tuning

Figure 4.20 External cavity diode laser with a grating in Littrow configuration.
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often sufficient to achieve this effect; for longer pulse durations or continuous laser
radiation, the transmission through a long optical fiber with nonlinear effects is
necessary. The great advantage of a supercontinuum source is the production of
nondiffuse, that is, diffraction-limited, very intense broadband radiation or white
light, which cannot be produced by other light sources. Such radiation is useful, for
instance, for white light confocal microscopy, spectroscopy, or optical coherence
tomography (OCT), sometimes also referred to as white light interferometry.

Dye lasers are optically pumped lasers, similar to solid-state lasers. Instead of a
spectrally relatively narrow laser transition in a solid body, these lasers use dyes (often
in a liquid), which can have a very broad amplification bandwidth. It is therefore
possible to tune the wavelength of the laser emission of a dye laser in a very wide
range of typically 30–60 nmbandwidth by changing the laser resonator.Dye lasers are
available from the near-UV to the MIR region.

Tunable monochromatic laser-like radiation can also be produced by a so-called
optical parametric oscillator (OPO). This device mainly consists of an optically
nonlinear crystal in an optical resonator. It converts an incident monochromatic
laser beam into two beams whose oscillation frequencies add up to the oscillation
frequency of the incident radiation, that is, the energy of each incident photon is
distributed to two new photons. The underlying physical process is called parametric
three-wavemixing. Tuning is achieved by appropriately aligning the optical resonator
and the crystal; however, the alignment of an OPO is complicated and small
instabilities or misalignments – for instance due to temperature changes – can lead
to an interruption of the conversion process. OPOs are therefore primarily used in
scientific laboratories and less often in industrial applications.
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5
Optical Detectors
Rainer Riesenberg and Andreas Wuttig

5.1
Introduction

The main focus of this chapter will be CMOS (complementary metal–oxide–
semiconductor) and CCD (charge-coupled device) technologies and the photo-
diode/photoconductor technology on which they are based, since they are most
relevant for biophotonics applications. Other light detection technologies are only
briefly mentioned to give a coarse overview.

5.2
Devices for Light Detection

5.2.1
Sensitivity and Detectivity of Light Detectors

5.2.1.1 Responsivity
The term responsivity denotes the strength of a light detector�s output current in
relation to the power of the incident light [1], measured in amperes per watt (AW�1).
Such a figure is typically only valid for a single wavelength, since in semiconducting
detectors, for instance, the generated photocurrent is more related to the incidence
rate of photons. Furthermore, the efficiency of light-to-current conversion is itself
dependent on the wavelength via the quantum efficiency gðlÞ. For example, for a
photodiode without internal gain it can be calculated as

R ¼ gðlÞ el
hc

ð5:1Þ

where gðlÞ is the quantum efficiency of the electron–hole generation process, h is
Planck�s constant, e is the charge of the electron and c is the speed of light. In addition
to material-related properties, the quantum efficiency may also subsume the trans-
missivity of the detector surface, that is, the efficiency at which light enters the
detector. In this case, it is also referred to as external quantumefficiency, otherwise as

Handbook of Biophotonics. Vol.1: Basics and Techniques, First Edition.
Edited by J€urgen Popp, Valery V. Tuchin, Arthur Chiou, and Stefan H. Heinemann.
� 2011 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2011 by Wiley-VCH Verlag GmbH & Co. KGaA.
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internal quantum efficiency. For other semiconducting detectors, the responsivity–
wavelength behavior may differ from the above equation by a gain factor, describing
the internal multiplication of an initially generated photoelectron or electron–hole
pair. For thermal detectors, which are based on the measurement of incident energy
rather than incident photon flux, the responsivity looks completely different andmay
even be constant over certain wavelength ranges. For other detectors, responsivity
may not be a useful figure at all, since their outputmay not be described properly by a
current.

5.2.1.2 Noise, Sensitivity, and Detectivity
In contrast to responsivity, the figure of sensitivity loosely speaking describes the
lowest detectable amount of light of a given wavelength, and as such is always a
useful performance figure for a detector. The sensitivity of a detector is closely
related to its dark noise, that is, the nonsystematic uncertainty involved in a
measurement, and more precisely describes the amount of light for which a specific
minimal signal-to-noise ratio SNRreq of the output of the detector is achieved. For
low light levels, the noise of a detector can often be considered independent of the
signal. For this case, the sensitivity can be characterized by the noise equivalent
power (NEP), which is connected to the noise level s and the responsivity R of the
detector by

NEP ¼ s

R
: ð5:2Þ

The noise elongation r of a single measurement of the detector output will be
centered to zero, that is, the expectation value hri is zero, since a nonzero expectation
value can be subsumed under the systematic measurement errors. The square of the
noise level, called the noise variance, is then given by the expectation value of r2, that
is,s2 ¼ hr2i. The values itself is often referred to as the rootmean square (rms) of the
noise. If the noise generation processes yield a white or pink noise, that is, noise with
constant spectral power density at least up to a certain frequency limit, the relevant
noise variance itself depends on the bandwidth of the system consisting of detector
and measurement electronics and will be proportional to it. Furthermore, the
ultimate limit of noise generation of a detector is very often given by statistical
noise processes, which take place independently at different points inside the
sensitive area or volume of a detector. If the thickness of the sensitive area is chosen
to be an optimal value, the surface remains the only important parameter for these
processes and the noise variance becomes proportional to the detector area. Taking
these influences together, a new property of a detector, its so-called detectivity or
specific detectivity, D�, can be defined:

D� ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
A �Dfp
NEP

ð5:3Þ

where A is the sensor area, Df is the bandwidth, and NEP is the noise equivalent
power, that is, the radiant flux, which generates a signal with SNR¼ 1. D� describes
the quality of a detector or the performance of a detector technology.
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5.2.2
Light Detection Through Thermal Effects/Thermal Detectors

If light is absorbed by a material, its energy will cause a transition from a lower to a
higher energy state. These transitions can be electronic transitions, changes of
molecular energy levels, or lattice vibrations of a solid-state body. If from this higher
level a radiative transition to a lower level is improbable or impossible, the energy can
gradually be converted into vibrational energy, that is, heat. This heat can then be
detected in a temperature measurement, giving an indirect measure of the incident
light intensity. Thermal detectors make use of exactly this measurement scheme,
combining a good absorber with a low specific heat capacity and a sensitive
temperature sensor. Since absorbers can be made efficient over wide wavelength
ranges, thermal sensors are cost-efficient detectors for wavelength ranges, where
otherwise only very expensive or even no detectors would be available. The most
frequently used thermal detectors are uncooled bolometers, thermopiles, and
pyropiles, which have typical detectivities in the range 108 to 109 cm�Hz0.5�W�1.
This is relatively low comparedwithmost other detector technologies. In contrast, the
most sensitive thermal detectors are superconducting edge transition bolometers,
which achieve detectivities higher than 1010 cm�Hz0.5�W�1.

5.2.3
Light Detection Using the Photoelectric Effect

The photoelectric effect is the emission of electrons (so-called photoelectrons) from a
material when it is illuminated with photons. The latter are absorbed by the material
in such a way that the energy is transferred to an electron. If the energy of the photon
is higher than the binding energy of the electron, it can leave the material. The effect
thus works particularly well for short wavelengths and is used in a number of
photodetectors.

5.2.3.1 Phototube
The simplest photodetector based on the photoelectric effect is the phototube. It
consists of a gas-filled or vacuum tube with a photocathode and an anode. Photons
absorbed by the cathode lead to emission of electrons from the cathode, which then
move to the anode and generate a current pulse. Simple phototubes without
amplification capabilities are outdated, since detector technologies now exist that
are cheaper and better.

5.2.3.2 Photomultiplier
The photomultiplier or photomultiplier tube (PMT) is a phototube that is capable of
multiplying single photoelectrons severalmillion times, each time generating a large
current pulse. In the more recent types of PMTs, the amplification is achieved by a
number of so-called dynodes, which are electrodes at voltage levels between those of
the anode and cathode. The voltages between all the electrodes in the PMTare tailored
in such a way that the photoelectron emitted from the cathode is first accelerated
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towards the first dynode. Upon its impact on the dynode, it already has such a high
kinetic energy that several secondary electrons will be emitted from the dynode as a
result of the impact. The electron packet created is then accelerated towards the next
dynode, where every electron again creates several secondary electrons. This process
is repeated until the anode is hit by a large packet of electrons coming from the last
dynode.

PMTs are still in use because they permit relatively sensitive detection of light.
However, their sensitivity compared with other detector types is often overestimated.
Taking the poor IR sensitivity and the high effort for the electronics on the one hand
and the semiconductor-based alternatives on the other (see below) into account,
however, this is not one of the best reasons for using them as photodetectors. The
more important properties of a photodetector are their very high temporal resolution,
the large sensitive area, which can be achieved at low noise levels, and the fact that the
gain factor can be varied by several orders of magnitude by simply changing the
voltages of the dynodes.

5.2.4
Light Detection Using Internal Photoelectric Effects

The term �internal photoelectric effects� here will subsume all effects where
absorbed light generates free charge carriers inside a medium, leading to changed
electrical properties of a device containing such a medium. Normally, the medium
will be a semiconductor and the free charge carriers will be generated as electron–
hole pairs, when the absorbed photons elevate electrons from the valence band to the
conduction band of the semiconductor. This can lead to the effect of photoconduc-
tivity and to the photovoltaic effect, depending on the device.

5.2.4.1 Photoconductor
The photoconductor is the simplest semiconducting optical detector. It has a
resistance that is indirectly proportional to the incident intensity. Photoconductors
are usuallymade of an amorphous film of the semiconductingmaterial, coated on an
insulating substrate and connected bymetal contacts. The latter often have a so-called
interdigital shape to increase the overall conductivity and the gain of the device
(Figure 5.1). Typical semiconductor materials for optical detectors and their most
important physical properties are given in Table 5.1.

Once a photon has been absorbed by the photoconductor material, an electron–
hole pair is created, that is, an electron is elevated into the conduction band and a hole
is created in the valence band. Such an absorption can occur when the energy of the
incident photon is higher than the bandgap energy of the semiconductor, that is,

EPhot ¼ hc
l
� EG: ð5:4Þ

According to this, there exists a cutoffwavelength abovewhich thematerialwill not be
sensitive to incoming radiation. After generation, photoelectron and hole diffuse
through the photoconductor until they recombine with other holes and electrons.
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The mean time until recombination is given by the inverse of the so-called
recombination rate. If a voltage is applied at the metal contacts, an electrical field
is generated inside the photoconductor. As a result, the diffusion motion of the
charge carriers will change into a directed drift motion and a global current, the
photocurrent, can be observed. For usual detector geometries and applied voltages,
the time it takes an electron to travel through the detector is much shorter than the
recombination time. If an electron reaches the positive metal electrode and is
extracted from the semiconductor, another conduction band electron will be injected
for it at the negative electrode to retain electrical neutrality. A photoelectron thus
effectively can travel several times through the detector and the observed global
current will be increased by an according factor, the gain factorG. The highest values

Figure 5.1 Photoconductor interdigital electrodes. Incident photons create free charge carriers,
which cause a current, if an external voltage is applied.

Table 5.1 Bandgaps and corresponding cut-off wavelengths for different semiconductors at
temperatures of 300 and 4 K, compiled fromWagemann and Schmidt [2], Jones [3], Nahory et al. [4],
and Hansen and Schmit [5].

Material 300 K 4 K

EG (eV) lcut (mm) EG (eV) lcut (mm)

Si 1.11 1.12 1.20 1.03
Ge 0.67 1.85 0.74 1.68
PbS 0.41 3.02 0.29 4.28
PbSe 0.29 4.28 0.15 8.27
GaP 2.26 0.55 2.34 0.53
CdTe 1.50 0.83 1.60 0.77
CdS 2.24 0.515 — —

CdSe 1.73 0.715 — —

InAs 0.36 3.45 — —

InSb 0.18 6.89 — —

In1�xGaxAs
a) 0.36 –1.43 0.87–3.44 — —

Hg1�xCdxTe
a) (MCT) �0,14 –1.49 >0.83 �0.26 –1.65 >0.75

a) Bandgaps depending on material composition; InGaAs given in [4], MCT given in [5].
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that have been achieved forG are in the region of 105. Since the recombination rate of
electrons increases with increase in the number of available holes and the recom-
bination rate of holes increaseswith increase in the number of available electrons, the
responsivity will become nonlinear. The average recombination time of the detector
itself determines the time constant of the detector, that is, the speed at which it
responds to changes in the incident intensity. For a given detector geometry and
operation voltage, larger gain factors can therefore only be achieved at the expense of
slower detection.

5.2.4.2 Photodiode
Photodiodes of the basic type (Figure 5.2) are formed by a p–n junction in a
semiconductor, that is, by a contact between a p-doped region, in which charge
transport only takes place in the form of hole conduction, and an n-doped region,
where electrons are responsible for charge transport. Between these two regions an
insulating zone without free charge carriers builds up due to diffusion processes of
electrons and holes, because free electrons will recombine and be captured in the p
zone (loading it negatively) and free holes will do the same in the n zone. Inside the
insulating zone, called the depletion zone, an electrical field is generated due to the
capture of the two types of charge carriers on the two different sides of the p–n
junction. Finally, the system of n zone, p zone, and depletion zone effectively forms a
charged capacitor. Similarly to the case of the photoconductor, incident light with a
photon energy higher than the bandgap energy EG generates electron–hole pairs,
which without an electrical field would diffuse through the device but with an
electrical field will generate a photocurrent.
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Figure 5.2 Basic layout of a photodiode.
Below a transparent and probably anti-reflective
passivation layer (in silicon photodiodes
typically SiO2 or Si3N4) a thin, n- or p-type layer
is processed on to a substrate of opposite
weak doping by thermal diffusion. The back
side of the substrate is heavily doped with
the same type of doping as the substrate itself
as a transition to the back-side metal electrode.
The top layer (here the p region) is connected to
a further front-side metal electrode. At the
interface between p- and n-type layers a
depletion zone with an internal electrical field
builds up, expanding mainly into the weakly

doped substrate. If photons are absorbed
inside or near the depletion zone,
electron–hole pairs generated by the
absorption will be separated due to the field
of the depletion zone, leading to a measurable
voltage or current at the electrodes. Photons
absorbed at a larger distance from the
depletion zone will in contrast be very
unlikely to lead to a signal, since the generated
charge carriers will only diffuse randomly
through the material until they recombine
with other charge carriers or are eventually
captured by the depletion zone with a very
low probability.
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As a first fundamental difference from the photoconductor, the electrical field will
only be observed in the depletion zone between the n- and the p-conducting parts.
Additionalfields applied from the outsidewill only lead to a change in thewidth of the
depletion zone and the voltage drop VD (see Figure 5.3) about it. If the photon is
absorbed inside the depletion zone, the electricalfieldwill drag the electron into the n
region and the hole into the p region, thereby creating a photocurrent which can
either be extracted from the photodiode through contacts at the n and p regions or
which otherwise leads to a charge and voltage change of the diode capacitance.
According to this, photodiodes can be operated in the photoconduction mode or in
the photovoltaic mode, depending on their bias voltage (Figure 5.4):
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Figure 5.3 Energy diagram for the photodiode
shown in Figure 5.2. An electron–hole pair is
generated when the energy of an incident
photon is absorbed by elevating an electron
from the valence band to the conduction band.

For this, the photon energy hn needs to be larger
than the bandgap energy EG. If the absorption
process takes place in or near to the depletion
zone, the two charge carriers will be separated
due to the spatial variation of the band energies.
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Figure 5.4 Depending on its operational
conditions, a photodiode acts as a
photoconductor, a photovoltaic cell, or a light-
emitting device, each located in a certain
quadrant of the voltage–current (V–I) diagram.
Different diode designs and materials are,

however, differently well suited for each of the
modes. Particularly for light emission, a number
of additional conditions, such as having a direct
semiconductor or exciton levels, have to bemet,
otherwise the diode will only heat up instead of
emitting light.
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. Operation as a photovoltaic cell: A photodiode illuminated by light in its sensitive
region will generate a photovoltage and drive a photocurrent, if it is properly
connected in an electric circuit. Thismode is employed in, for example, solar cells,
which are just photodiodeswith a large collecting area. If the photodiode runs free
or is operated at a large load impedance, the photoinduced voltage will approach
the open-circuit voltage, which has a disadvantageous dependence on the illu-
minated power. Such an operation regime would therefore not be useful for light
intensity measurements, as long as the voltage is not being reset between
readouts. At low impedance values of the external load or in short-circuit
operation, the current will become proportional to the incident intensity. For
most sensitive measurements without an amplifier, the external impedance
should be set to the effective impedance of the photodiode. In this mode of
operation, the photodiode will, however, be relatively slow and the dependence
between illumination power and output power of the photodiode is nonlinear, so a
good calibration is required. Faster operation with a higher measurement
precision due to a linear response is possible if the photodiode is operated in
the short-circuit mode and the resulting current is measured using a current-to-
voltage converter.

. Operationwith reverse bias voltage: If a voltage in the reverse direction is applied
to the photodiode, incident light will still lead to a photocurrent. Since this
current is also directed in the reverse direction, the photodiode effectively acts
like a photoconductor, but without the gain mechanism observed in real
photoconductors, since no replacement electrons can be injected into the
hole-conducting p region of the photodiode. Because of the applied voltage,
the depletion zone will broaden, leading to a lower capacity and a faster
response, so detection of faster signals will become possible. The bias voltage
will, however, also lead to a temperature-dependent dark current, which in turn
leads to an associated shot noise and a degraded linearity between incident
power and total output current. If the bias voltage is raised above a certain
device-dependent level, the photodiode will act as an avalanche photodiode. Due
to an avalanche effect, every absorbed photon will lead to an avalanche
breakdown, resulting in an internal gain of the photoinduced charges. This
increases the effective responsivity of the device, which makes it easier to read
out the signals of single photons. This is described in more detail in a separate
section.

At low photon energies, that is, energies inducing only one electron–hole pair per
absorbed photon, the theoretical responsivity limit for a monochromatic wavelength
is given by Equation 5.1. This limit can only be achieved if the wavelength
corresponds to the energy of the bandgap. Shorter wavelengths will yield at best
the same current per number of photons, which means a lower current per
incident power. Figure 5.5 shows a comparison between the sensitivities
achieved by real detectors and the maximal responsivity for the case of a quantum
efficiency of 100%. Typical features of detectors are illustrated in Figures 5.6–5.10
and Table 5.2.
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5.2.4.3 PIN Photodiode
The PIN (positive–intrinsic–negative) photodiode is a special type of a photodiode,
which has an intrinsic (i.e., weakly doped or undoped) region between the positively
and negatively doped regions (Figure 5.11). The insertion of an intrinsic region has
two advantageous effects:

. Most photons are absorbed in the intrinsic region.Due to the electricfield present,
the photoinduced charge carriers will be directed quickly to the p- and n-doped
regions instead of eventually getting there by a drift process. At the same time, due
to the greater thickness of the depletion zone, the capacity of the device is
comparatively low. Together, this leads to a very quick response of the PIN
photodiode to changing light intensities. The operating frequencies of the fastest
PIN photodiodes are in the range of tens of gigahertz, making them ideal for
optical communication applications.
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Figure 5.5 Maximal theoretically possible responsivity of photodiodes and responsivities achieved
by real photodiodes and a photoconductor (MCT) [6].
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Figure 5.6 Typical spectral detectivities of PbS, PbSe, and InSb detectors manufactured by
Hamamatsu.
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Figure 5.7 Typical detectivities and responsivities (referred to as �photosensitivities�) of InAs
detectors manufactured by Hamamatsu (diagrams taken from Hamamatsu datasheet).

Wavelength (µm)

D
* λ 

(c
m

·H
z1/

2 /
W

)

1 6
105

107

1011

1013

109

108

1012

106

1010

5432 7 12111098

(Typ.)

30-2216G 30-2216G

InGaAs

PbS

InGaAs

MCT

InGaAs

MCT

InSb

PbSe

InAs

MCT

Figure 5.8 Spectraldetectivitychartofdifferent
cooled photodetector devices manufactured by
Hamamatsu (diagram taken from Hamamatsu
datasheet). The sensitivities depend not only on
the material, but also on the material

modification, the operating conditions, and the
device layout. A larger long-wavelength cutoff
normally implies a lower sensitivity. Beyond
10 mm this relation is partly reversed, but lower
detector temperatures have to be used.

306j 5 Optical Detectors



. The larger sensitive volume compared with a normal (p–n) photodiode leads to a
more efficient collection of light, particularly at the long-wavelength end of the
sensitivity region, where photons start to pass through the diodematerial without
being absorbed.

5.2.4.4 Pinned Photodiode
The �pinned� photodiode ismentionedhere because itmust not be confusedwith the
PIN photodiode. Pinning is a method to reduce the dark current of a photodiode
working in the accumulation regime by three or more orders of magnitude. Pinning
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Figure 5.9 Theoretical maximum quantum
efficiencies of silicon photodiodes with
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is practically only employed in image sensors of the CCD or CMOS type, particularly
for cooled, high-performance devices, where it raises the usual silicon photodiode
peak detectivities from values in the range 1012 – 5�1014 to >1017 cm�Hz0.5�W�1.
Pinning will be discussed in more detail in Section 5.3.2.7.

0.1

400190 800600 1000

0.3

0.2

(Typ. Ta =25 ºC)

0.4

0.5

0.6

0.7

P
ho

to
 s

en
si

tiv
ity

 (
A

/W
) 

Wavelength (nm)(a)

(b)

400 600 800 1000 1200 1400

0.
0

0.
1

0.
2

0.
3

0.
4

0.
5

Wavelength [nm]

R
es

po
ns

iv
ity

 [A
/W

]

15μm
30μm
100μm
300μm

Figure 5.10 (a) Responsivity
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5.2.4.5 Avalanche Photodiode
If the voltage across a depletion zone of a photodiode is made sufficiently large,
charge carriers generated by photon absorption will be accelerated somuch that they
gain enough energy to generate secondary electron–hole pairs which again are
accelerated, and so on. By this so-called avalanche effect, every absorbed photon will
induce a large number of charge carriers and an accordingly large current pulse. This
internal gain mechanism is used in avalanche photodiodes (APDs), which can be
operated in two main modes, the linear mode and the Geiger mode. In the linear
mode, the APD is operated below the breakdown voltage. As described above, an
initially generated electron–hole pair will be multiplied by a certain factor, leading to
an increased total responsivity. Typical gain factors are 10–50 for germanium and
InGaAs APDs and 100–1000 for silicon APDs. After the single initial electron–hole
pair has been multiplied and contributed a certain current pulse to the total

Table 5.2 Photosensitive semiconductor materials and properties of some corresponding
detectors available fromHamamatsu. Particular properties dependon thematerialmodification, for
instance the quantitative composition of HgCdTe.

Material Peak wavelength
(mm)

Responsivity at peak
wavelength (A W�1)

Max. wavelength
(mm)

PbSe 4.0–4.3 — 4.8–5.2
PbS 2.2 — 2.9
InSb 4.5–5.3 Typically 2.5 5.5–6.7
InAs 3.0–3.35 1.0–1.3
HgCdTe (MCT) 3.6–17 Typically 3 4.3–22
Si 0.7–0.96 0.25–0.72 1.1
GaP/GaAsP 0.37–0.71 0.06–0.4 0.4–0.76

Figure 5.11 The PIN photodiode is similar
to the standard photodiode, but it has a
large intrinsic (undoped) region between
the p and n layers. Since the intrinsic region
has no free charge carriers, there is an
electrical field, which can separate

photocharge pairs, making the intrinsic
region photosensitive. Particularly long-
wavelength radiation, which is not well
absorbed by silicon, can be detected
better because of the greater thickness of
the sensitive volume.
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photocurrent, it will not lead to further generation of secondary charge carriers. The
multiplication process itself is subject to two main noise contributions. The first
contribution is a result of the statistical nature of the charge amplification and
increases as the square of the shot noise level by a factor of 2. The second contribution
is excess noise, which is related to the statistics of ionization by different charge
carrier types. The square of this factor typically ranges between 3 and 10, depending
of the APD type. The main advantage of an APD operated in the linear mode is that
very low light levels can be detected at a high speed using relatively simple
preamplifiers. Due to the shot noise amplification they are, however, not adequate
for high-precision measurements of extremely low light levels.

The problemof shot noise amplification is partly overcome in the second operation
mode, the Geiger mode. This mode is also frequently referred to as the �photon
counting mode,� since here single photon absorption events are detected and
counted. In the Geiger mode, the APD is operated at a reverse voltage beyond the
breakdown voltage, leading to a very high gain of 105–108.Normally, anAPDoperated
above the breakdown voltage would be permanently conducting a large current even
without incidence of light or generation of dark charge carriers. An additional
external current limiter will, however, induce a statistical fluctuation of the current,
which also includes a fluctuation to a zero current with a high probability. Once the
current becomes zero, it requires a photoinduced or dark charge carrier to trigger a
revival of the current. The average time until the current drops to zero is called the
recovery time of the APD and if the photon rates and dark charge generation rates are
significantly below the inverse of this time, the APD can be used to count photons
directly, avoiding excess noise due to the amplification process. The new limiting
factors are the dark charge generation rate (which, however, already contributed in
the linear mode), the recovery time, an excess noise related to the probability of the
incidence of two or more photons within the recovery time, and the phenomenon of
afterpulsing, that is, the generation of further current pulses after the pulse due to an
absorbed photon. Afterpulsing is mainly caused by temporary trapping and later
release of individual charge carriers. For typical detectors, the recovery time varies
between about 100 ns and 1ms, essentially limiting the operating frequency to values
between 1 kHz and about 10MHz [7] and the acceptable photon rates to a fraction of
these values, depending on the application. Faster recovery times down to less than
2 ns have been reported, however, for InGaAs APDs [8].

Summarizing, APDs can be used for measurements at high precision, high
temporal resolution, or high speed, but they will not be as sensitive as a photodiode
with a good preamplifier. Particularly when measurement speed or temporal
resolution is not critical, cooled integrating photodiodes such as pinned photodiodes
will yield a higher precision and at the same time allow for a relatively large
photon flux.

5.2.4.6 Metal–Semiconductor–Metal (MSM) Photodetectors
Consisting of a semiconductor between two metal electrodes, the metal–
semiconductor–metal (MSM) type of detector looks much like a photoconductor;
however, there is a fundamental difference, namely a Schottky contact instead of an

310j 5 Optical Detectors



ohmic contact between the metal electrodes and the semiconductor. The Schottky
contacts of the MSM act like diodes and avoid injection of charge carriers from the
metal into the semiconductor. The response time of the MSM is thus determined by
the short average time that a charge carrier needs to reach an electrode and not by the
much longer charge carrier recombination time,making theMSMdetector very fast.
The MSM detector is even faster than a PIN photodiode and reaches operating
frequencies of hundreds of gigahertz [9, 10], but dark current values of currentMSM
detectors are 10–100 times larger than those of very sensitive PIN photodiodes
[11, 12] and the quantum efficiency is limited due to the necessity for dense
interdigital metal electrodes on the front side of the detector. MSM detectors are
therefore mainly of interest for high-speed optical communication. As a further
consequence of the diode nature of the metal–semiconductor contacts, there is no
internal gain in an MSM detector.

5.2.4.7 Phototransistor
A phototransistor effectively is a normal transistor which is housed in a transparent
material. The base–collector junction here acts as a photodiode but, due to the
amplification of the transistor, the overall device has an internal gain. Phototransis-
tors are a convenient means of achieving a high responsivity with a minimum of
external electronics, which is advantageous for low-cost optical data transmission or
devices such as light barriers. For measurement applications, however, the poor
linearity of phototransistors is a disadvantageous feature.

5.2.4.8 Remarks on the Sensitivity of Semiconducting Light Detectors
With and Without Internal Gain Mechanisms
Photoconductors, avalanche photodiodes, and phototransistors have significantly
larger responsivities than photodiodeswithout internal gainmechanisms, that is, the
current observed at their output is larger for the same incident intensity. This doesnot
mean, however, that they aremore sensitive to light.Whether or not a sensitivity gain
or loss is achieved depends mainly on the quality of the readout electronics under
comparison, the readout mode, and the working temperature of the photosensitive
device. In general, the noise of an intensity measurement cannot be lower than the
noise of the light. For classical light, this is at best the shot noise of the photons, which
for practically all relevant light sources is given by a Poisson distribution with a
variance equal to the number of detected photons. The best-case noise level of a
measurement will therefore become equal to the square root of the number of
detected photons:

sphot ¼
ffiffiffiffiffiffiffiffiffiffiffi
Nphot

p
: ð5:5Þ

This fundamental noise level is raised further due to internal noise of the detector,
readout noise, or noise induced by the gain mechanism. In more complex devices
such as CCDs (discussed below), other noise contributions such as clock-induced
noise or reset noise may arise.
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5.2.5
Noise of Semiconducting Photodetectors

5.2.5.1 Dark Current Noise
Dark current noise, also referred to as dark current shot noise, is an intrinsic, signal-
independent noise caused by the detector.Due to thermal activation, doping,material
defects, or material interfaces, free charge carriers are present in a semiconducting
light detector even if no light is irradiated on it. Since the generation of different
electron–hole pairs is statistically independent, the probability of the generation of a
certain number of dark charge pairs within afixed period of time is given by a Poisson
distribution with an average of m and a variance, which is also m. Whereas the average
charge per unit time, the so-called �dark current,� can be determined by careful
calibration of the detector and then subtracted from the measured signals, the
variance implies a noise, which cannot be removed from the measured signals. It is
therefore important to minimize the dark current for sensitive measurements.
Several optimizations contribute to this:

. Cooling of the detector: The dark current grows exponentially with the temper-
ature. For silicon photodiodes, the dark current will increase by a factor of
approximately 10 for every 20K temperature increase (see Figure 5.12).

. Minimizing the detector area to an optimal value: The dark current of a detector
with a given technology is directly proportional to its sensitive area. Small light
spots should therefore preferably be measured by small detectors and large light
spots by large detectors.Whether in the optimal case the detector should cover the
whole spot or cut it at some point depends on the shape of the spot and the relative
strength of other noise sources.

Figure 5.12 Temperature dependence of the dark current of a scientific CCD (Camera: Andor
Newton DU940N using an e2v CCD42-10 detector chip with multi pinned phase operation; figure
taken from datasheet; pixel size in each direction is 13.5mm).
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. Using a detector technologywith a lowdark current: Using photodiodes instead of
photoconductors or thermal detectors, using devices with pinned photodiodes
instead of standard photodiodes, and so on.

5.2.5.2 Nyquist–Johnson Noise
If the photodetector has certain electrical properties of a resistor– nomatter whether
it is a photoconductor, photodiode, or something else – it will show a fundamental
thermal noise, the Nyquist–Johnson noise. If the parallel connection to the detector
and the input impedance of the amplifier have a resistanceR, it will produce a voltage
noise with an expectation value of its variance of

hV2i ¼ 4kBT �R �Df : ð5:6Þ

In photodiodes, the resistance R corresponds to the sum of the series resistance
and the so-called shunt resistance, the meaning of which is depicted in Figure 5.13.

Depending on the input impedance of the amplifier, this will translate into an
according current noise of

hI2i ¼ 4kBT �Df
R

ð5:7Þ

which adds to themeasured signal. Tominimize theNyquist–Johnson current noise,
the shunt resistance and amplifier input impedance should be high and the
photodiode should be cooled.

5.2.5.3 Flicker Noise and 1/f Noise
1/f noise, as its name implies, is a noise whose intensity is indirectly proportional to
the frequency. 1/f noise does not originate from a particular single source, but is
created in all places where physical processes reduce their intensity at higher
�speeds� or show a certain kind of recurrence. In fact, however, it is not yet fully
understood.

Flicker noise looks much like 1/f noise, but it can have a steeper frequency slope
andmay even have a peak at a low nonzero frequency. Flicker noise is connected to a
current flow and originates, for instance, from generation and recombination of
charge carriers, impurities in a conductor, or electrical contacts.

IPh
Rsh

Rs

CJ

Figure 5.13 Equivalent circuit diagram of a real photodiode, consisting of an ideal current source,
which produces a load-independent photocurrent IPh, an ideal diode, a shunt resistance Rsh, a
junction capacitance CJ, and a series resistance RS.
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5.2.5.4 Excess Noise
The term �excess noise� covers several noise mechanisms in the detector, which
increase the noise to be expected due to photon and dark current statistics. Flicker
noise is one type of excess noise. Other excess noise is generated in most internal
signal amplification mechanisms, which thus sometimes decrease the sensitivity.

5.2.5.5 Read Noise
The term �read noise� subsumes all noise contributions which are contributed by the
readout process of the detector, particularly in amplification, charge-to-voltage
conversion, or digitization. There are signal-independent and signal-dependent
contributions and individual contributions may be specific for a particular readout
technology. Therefore, only the most prominent read noise contributions will be
briefly listed here.

. Quantization noise: If the signal is digitized, there will be an uncertainty of �1/2
least significant bit (LSB) of the A/D converter. Additionally, the quantization
levels of the A/D converter are never exactly equally spaced, for lower quality A/D
converters there may even be missing codes (i.e., some quantization levels will
never be seen), or the dependence between input signal and code output may be
non-monotonic. Quantization noise can be eliminated when the system is
operated in a photoelectron counting mode, where every photocharge leads to
a change of the A/D output bymore than one LSB. This is only useful, however, in
low light situations.

. Amplifier shot noise: Similarly to amplification mechanisms inside the detector,
amplification of a signal in an amplifier is a statistical process and will create an
excess noise which depends on the particular design of the amplifier electronics.
Optimally, a photocharge signal will thus not be amplified itself, but instead
amplification will be applied to a current or voltage signal, which is derived from
the charge that is held statically in a capacitance. The relative amplifier shot noise
will thus decrease with the inverse square root of the readout time and in this way
can in principle be reduced to values below a single photocharge, if the readout
time is made large enough.

. Amplifier thermal noise: As the readout amplifier is an electronic device, it will
contribute some noise due to leak currents, which are equivalent to the dark
current in the photodetectors. Furthermore, a Nyquist–Johnson noise will be
created by the input impedance of the amplifier, particularly if this impedance is
neither very high nor very low. Cooling the first amplifier stage or increasing the
readout time helps to reduce these contributions.

. Output capacitor reset noise: Some advantageous detector designs require a
charge-to-voltage conversion, which uses a small capacitance (i.e., one with a high
conversion factor) as the converter. At the beginning of the readout process,
the voltage of the output capacitor has to be reset to a reference level, which
never succeeds exactly, so there is a so-called reset noise. This noise can be
reduced by several approaches, which are discussed later in the sections on image
detectors.
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5.3
Image Detectors

5.3.1
Pixel-Based Image Detectors

Pixel-based image detectors consist of a plurality of light-sensitive detector elements
such as those described above. Part of the existing image detectors, among them the
most common types of image detectors, CCD andCMOS or active pixel sensor (APS)
detectors, additionally contain some electronics to address the individual pixels and
direct their signal to one or more electrical outputs. In this way, the signals can be
serialized for further processing by a computer or other electronics. Other imaging
devices with a low total number of pixels may not contain pixel selection electronics;
instead, the signals of the pixels are directed individually to separate outputs and an
external multiplexer will be needed to serialize them if needed. Besides their
differences, all those devices can be characterized by some common properties,
which will be discussed in the following.

5.3.1.1 Pixel Number, Pixel Pitch and Nyquist Frequency
The pixel number gives the number of individually addressable light-sensitive
detector elements of an image detector. The most common pixel arrangement is
the rectangular arrangement. In the most common case, detector elements are
arranged in a Cartesian grid with a certain number Ny of identical and equidistantly
spaced pixel rows, each containing Nx equidistantly spaced, identical detector
elements or pixels. Thus a rectangular array with Nx�Ny pixels will be formed. For
the special case of Ny ¼ 1, the image detector is called a linear array, otherwise a
two-dimensional array. Array sizes vary from 2� 1 to thousands by thousands. For
example, the high-resolution photographic-purpose CCD chip CCD595 from Fair-
child Imaging has a pixel number of 9216� 9216, giving a total of about 85
megapixels.

The pixel pitches along the x- and y-directions are often equal and normally driven
by considerations of sensitivity, application constraints, technology constraints, or
cost optimization. For UV–VIS image detectors, current pixel pitches range from
1.5mmfor low-cost CMOS image detectors to about 26 mmfor very sensitive scientific
CCDs. IR image detectors can have even larger pixel pitches of up to several hundred
micrometers, depending on their application area, but typically they are also in the
range up to 25 mm for semiconducting 2D IR detectors.

In addition to the rectangular arrangement, there are a number of special
arrangements, for instance with different types of detector elements, pixel rows
which are tilted by 45� with respect to the image rectangle (Fuji Super CCD), or pixels
which are arranged in a hexagonal grid instead of a Cartesian grid. Special care has to
be taken when the performance of such devices is compared with those of the usual
rectangular pixel arrangements.

An array with a pixel pitch Dx along a certain direction can resolve a sine-shaped
periodic spatial intensity variation which hasmaximally one local maximum and one
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local minimum over a distance of 2Dx, that is, a period which is less than 2Dx or a
spatial frequency which is lower than 1=ð2DxÞ. Any signal with a shorter period will
lead to aliasing and look like a periodic signal of another, lower frequency inside the
allowable range. Non-sinusoidal signals can be decomposed into a series of sinu-
soidal signals (Fourier transform). To reproduce such signals correctly, the maximal
non-vanishing spatial frequency must be lower than the so-called Nyquist frequency
1=ð2DxÞ. This is known as the Nyquist–Shannon sampling theorem or, in brief,
sampling theorem. A signal which complies with the given condition is called
Nyquist sampled or Nyquist–Shannon sampled by a detector with pitch Dx.

5.3.1.2 Pixel Geometry and Spatial Pixel Response
In every regular pixel arrangement, a pixel can be assigned a unit cell, which in the
rectangular arrangement can be chosen as a rectangle with side lengths equal to the
pixel pitches in the x- and y-directions. Ideally for most applications, the pixel would
be 100% sensitive to light which is absorbed inside the unit cell and would not
respond to light absorbed outside. This ideal situation cannot be accomplished in
reality, however. On the one hand, large parts of the unit cellmay not be light sensitive
due to shading from conduction structures or since they contain some per-pixel
electronics; on the other hand, light absorbed in the unit cell of one pixel may also
contribute to the signal of the neighboring pixels, making it impossible to predict
safely which pixel will collect a photoelectron generated at a certain position of the
image detector. The latter is typically a result of the finite absorption depth and of
photocharge drift effects in the detector material.

Both effects can be jointly described either in the form of a spatial pixel response or
of a so-called modulation transfer function (MTF). For a more precise treatment, the
angular distribution of the incident light and the wavelength would also have to be
considered.

TheMTF is the Fourier transformof the spatial pixel response. It directly describes
how the modulation depth of a fully modulated sine-shaped intensity distribution
with a certain period is reduceddue to the spatial pixel response. AnMTFvalue of þ 1
means that after the detection the modulation depth still is maximal, and a value of
zero means that only the average intensity of the incident sine wave is seen by the
detector and that the details on themodulation are completely lost. At negative values
of theMTF, the sine wave is registered inversely, that is, dark parts are seen as bright
parts and vice versa. Figure 5.14 shows real pixel responses of an IR detector and
Figure 5.15 gives some typical idealized spatial pixel responses and their correspond-
ing MTFs.

As discussed above, the Nyquist frequency of the image detector lies at a spatial
frequency of a half inverse pixel pitch. MTF values below this frequency should be
large to achieve a high sensitivity and resolution. Whether MTF values for higher
frequencies should be large or small depends strongly on the systems in which the
image detector is used, since larger spatial frequencies of the incident light will be
folded into theNyquist range due to theMoir�e effect. ThisMoir�e effect is used in sub-
pixel detection systems such as double-array spectrometer [14] or scanning multi-
channel spectroscopy arrangements [15]. In normal imaging systems, where each
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image is treated individually, Moir�e effects will be very annoying. Good imaging
systems therefore either contain a spatial low-passfilter in front of the detector or they
are dimensioned such that the Abb�e cutoff frequency of the optics lies near or below
the Nyquist frequency of the detector.

5.3.1.3 Image Acquisition Timing
The acquisition of an image by an image detector consists of two main parts, image
exposure and image readout. Image exposure is the exposure of the image detector to
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Figure 5.14 One- and two-dimensional pixel response of an MCT image sensor (Teledyne H2RG
#40) at a wavelength of 1300 nm as determined experimentally by Barron et al. [13].� 2007 by the
Astronomical Society of the Pacific. All rights reserved.
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light, allowing the detector elements to change their state depending on the incident
radiation. Two fundamental types of behavior of the detector elements can be
distinguished.

The first is characterized by the change in a physical parameter towards an
equilibrium value which depends on the incident radiation. The most important
example of such a system is an array of thermal detectors, which change their
temperature as a reaction to the incident radiation. If the radiation intensity changes
from one value to another, the temperature follows with a certain time constant.
Consider an image acquisition consisting of an exposure followed by a single
temperature readout for each pixel. Exposing the detector to the radiation much
longer than the time constant of the detector elements will not yield any significant
signal-to-noise gain compared with an exposure which is about 2–3 times the time
constant. Not taking into account any errors made in the readout process, the
precision of the intensity measurement will depend on the time constant rather
than the exposure time. For exposuresmuch shorter than the detector time constant,
this will change to the opposite. This type of behavior is not limited to thermal
detectors, however, but would also apply to semiconductor detectors, which average
incident radiation only by means of a low pass and are read out at a discrete point in
time for each measurement. This type of detector will here be referred to as an
averaging detector.

The second type of behavior, the accumulating behavior, can be observed in
semiconductor detectors with a per-pixel integration capacitance. Here every photon
which is absorbed and converted into a photocharge pair will immediately lead to a
changeof the storedphotocharge of the capacitor by one electron.Unless no saturation
of the capacitor occurs, the capacitor voltage thus changes practically instantaneously
andproportionally to theabsorbed energy. In contrast, for theabove-describeddetector
behavior, it would have changed proportionally to the incident intensity, showing a
delay due to the time constant. For a detector of the accumulating type, the observed
signal will on average be directly proportional to the integration time.

Therefore, provided that no saturation occurs, a higher precision of the measured
intensity value can be achieved by increasing the exposure time. Figure 5.16 shows an
example series of photon incidences and corresponding changes of the temperature
signal of an averaging thermal detector and of the accumulated charge of an
accumulating detector. Both detectors are modeled as ideal detectors; nonetheless,
the thermal detector shows a much worse output signal than the accumulating
detector. To circumvent the problems of an averaging detector, its time constant can
be made small and a signal accumulation circuit can be connected to its output, so
that the overall system behaves approximately like an accumulating detector.

Before the exposure in an accumulating detector starts, the accumulation capacitor
of the detector element or a separate accumulation circuit have to be reset.Depending
on the technology, the pixels can have some reset gate, which generates a short cut of
the capacitors, loads it to a reference voltage, or extracts the charges. Particularly for
CCDpixels, the photocharges have to be shifted out of the pixels. In case of a reset, the
remaining photocharge in the capacitors will not be exactly zero or at a reference
value, but some additional, random charge will remain, which is known as reset
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noise. For detectors with a possibility of a nondestructive pixel charge readout, such
as many CMOS active pixel sensor detectors, the residual charge could be measured
right after the reset and before starting the exposure, so it could be subtracted after
finishing the measurement. This timing regime is known as double sampling or
correlated double sampling and is the simplest timing where the charge readout is
not only done after finishing the exposure. More advanced timing regimes for high-
sensitivity applications are Fowler sampling, where multiple charge measurements
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are performed in the first and in the last third of the exposure time, and sampling-up-
the-ramp, where charge measurements are performed continuously during the
exposure. After such a measurement, the incident intensity can be determined by
fitting a linear function to the series of obtained charge values. Figure 5.17 gives an
overview of these readout schemes.

In contrast to image detectors with a nondestructive readout capability, CCD
detectors will only be read out after exposure. Since in a CCD detector photocharges
are shifted laterally through the chip for readout, there are still several timing
parameters that influence the sensitivity and noise of the image acquisition. Also, the
summation of pixel charges, the so-called binning, is accomplished by special timing
schemes. These timing schemes will be discussed in more detail in the section on
CCD operation modes.
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Figure 5.17 Fundamental sampling regimes
during exposure of a CMOS detector pixel with
non-destructive readout capability. (a) Double
sampling or correlated double sampling,
recording the reset voltage level and the signal
level after integration; in a devicewith correlated
double sampling, the differencing between the
two levels is done in the analog hardware path.
(b) A double sampling scheme could also be

sampling two extreme points during
integration, which are separated by a specified
time. However, this is not commonly done. (c)
Sampling-up-the-ramp, determining the slope
of the capacitor voltage by continuous sampling
during the integration period. (d) Fowler
sampling, determining the voltage slope by
sampling during the first and the last third of the
integration time.
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After all, the user of an image detector will usually be confronted with two main
timing parameters, the exposure time and the readout time. The latter can be
measured in seconds per pixel and is the time that the output amplifier and A/D
converter are given to acquire the signal of a single pixel.

5.3.2
Charge-Coupled Devices (CCDs)

The invention of the CCD image detector was a by-product of the development of an
analog shift register for data storage applications. This shift register was initially
intended to replace the magnetic memory which was used at that time.

CCDs are almost always silicon-based image detectors. In the UV–VIS spectral
region they belong to the most sensitive available detectors and can even be
applied for single photon detection. However, the potential of a high sensitivity is
not tapped in all CCD types and implementations. Instead, available CCD chips
differ significantly in their properties not only between cheap consumer CCDs and
high-performance scientific CCDs, but also within these groups. There is no
such thing as the best CCD, which is superior in all applications. To select the
appropriate CCD for a given application thus requires a basic knowledge
about different CCD types and their characteristics and limits. It is the aim of this
section to give a coarse overview of the most relevant topics without going too much
into the details.

5.3.2.1 General Principle of CCD Operation
CCD image sensors are arrays of photodiodes with an internal capacitance for
accumulating photocharges and a capability to shift these charges through the array.
Figure 5.18 shows the schematic layout of a simple CCD pixel of a so-called three-
phaseCCDalongwith its potential diagram.On a heavily doped substrate an epitaxial
layer with a relatively low doping, that is, a high resistivity is grown. The top of this
layer is oxidized to create an insulator. Gate electrodes on top of the oxide layer can
create a potential well in the epitaxial layer (the substrate is drawn to ground), where
charges can accumulate. In the figure, such a potential well is formed below the
electrode set to positive voltage, whereas below the electrodes under negative voltage
no potential well is created. Accumulated charge carriers will therefore collect below
the positive electrode and cannot escape laterally. By repeating the arrangement of
positively and negatively loaded electrodes, a lateral pixel structure can be created.
The system consisting of top electrode, oxide, and silicon here forms a so-called
metal–oxide–semiconductor (MOS) capacitor and the system of differently doped
silicon layers acts like a photodiode, including a depletion zone. The electrodes are
made of an optically transparent material, so light can enter the silicon and create
electron–hole pairs. If this happens inside the depletion region, the charge pairs are
separated, so that one species of charge carriers is always drained into the substrate
and the other accumulates below the oxide. This simple type of CCD is called a
surface channel CCD.
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So far, we have only considered a linear structure. Figure 5.19 shows the
corresponding two-dimensional arrangement. Whereas in one direction (here
tagged the �transfer direction�) the described electrode structure leads to a pixelation,
in the orthogonal direction different rows of pixels have to be separated by a so-called
channel stop. This is a lateral interruption of the lightly doped regions of the epitaxial
layer by heavily doped stripes. These stripes have a doping similar to the substrate and
are therefore at the same voltage potential, which leads to a fixed lateral confinement
of the potential wells along the direction perpendicular to the transfer direction. To
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avoid a high electrical capacity between the electrodes and the substrate, the thickness
of the gate oxide is increased in the channel stop regions. Apixel of the CCDarea now
extends over the range between two channel stops and onegroupof electrodes, that is,
three electrodes in the case of a three-phase CCD.

5.3.2.2 Full Well Capacity and Blooming
As described before, the photocharges are collected by a potential well. The depth of
the potential well, however, is itself dependent on the number of collected charges. At
some point, the well will vanish and additional photocharges can no longer be
captured by the well and will spill out laterally. The limit of the number of charges is
called the full well capacity and the lateral spill is called blooming. For a given layer
structure of a CCD, the full well capacity of a pixel is proportional to its area, that is,
larger pixels will commonly provide a larger full well capacity. Typical values are
between 15 000 electrons for small pixel consumer CCDs and around 500 000
electrons for scientific CCDs with 26mm pixel pitch.

The full well capacity limits the dynamic range of a CCD, which effectively is given
by the ratio between the full well capacity and the noise level. Cooled scientific CCDs
with a pixel size of 26 mmand readout noise of three electrons achieve typical dynamic
ranges of larger than 150 000:1 or 	100 db, while consumer CCDs have typical
dynamic ranges of 3000:1 to 5000:1.

Excess charges leaking from a filled potential well will migrate to neighboring
pixels, where they will be captured, until these pixels also achieve their full well
charge. One intensively illuminated pixel or even a so-called hot pixel, that is, a pixel
with a significantly increased dark current, can thusflood awhole number of pixels in
its vicinity, mostly along the transfer direction. There exist certain improved types of
CCDswhich remove excess charges through a so-called anti-blooming (AB) gate. The
principle of theABgate is shown inFigure 5.20.An additional gate electrode,which is
placed next to the pixels and parallel to the channel stop, lowers the potential below it
somuch that excess chargeswill notflow to other pixels, but through the gate. Behind
the gate the charges are extracted through a drain electrode. One drawback of the
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PhaseDrain AB Gate

Figure 5.20 Principle of theABgate. A gate electrodewhich is locatednext to a pixel slightly reduces
the potential height, so that excess charges will flow through it. After passing the AB gate, the
electrons arrive at a drain electrode, through which they can be removed from the chip.
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anti-blooming gate is a reduction of the fill factor of the CCD, so for low-light
applications it is often better to omit it, whereas for applications with high intensities
it may be essential to achieve acceptable results. Additionally, the use of an AB gate
considerably reduces the full well capacity of the pixels. Since a lower full well capacity
means a lower dynamic range of the CCD, and a high dynamic range is particularly
important for high-intensity applications, the latter will suffer from anti-blooming
when the pixel size becomes too small.

5.3.2.3 Charge Transfer and Electronic Shutter Capabilities
In a CCD, the photocharges accumulated through the exposure time are not read out
directly in the place where the exposure occurred. Instead, they are shifted out of the
detector area to one ormore siteswhere they aremeasured. The basic readout process
for the example of a three-phase CCD is shown in Figure 5.21. By setting the gate
electrodes of the CCD to different voltage levels, the lateral position and width of the
potential well can be altered. The photocharges will always follow the well and can
thus be shifted through the detector towards a detector edge.

In addition to the three-phase operation, there are also other operation schemes,
using from one to four phases and partly involving a laterally varying doping to create
the potential well and define a shifting direction for the photocharges. The laterally
varying doping is at least necessary for all CCD types with less than three phases;
however, these schemes will not be discussed here. To read out a two-dimensional
image, in the simplest case thewhole image is first shifted along the transfer direction
of the light-sensitive area –which is often referred to as the vertical direction – by one
pixel, so that the lowest pixel row is shifted out of the light-sensitive area and
transferred into a one-dimensional CCD structure, whose transfer direction is
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Figure 5.21 Principle of charge transfer at readout time for a three-phase CCD. Shown are the first
four of the six steps necessary to shift the charges by the distance of one pixel pitch.
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perpendicular to that of the light-sensitive area and which is shielded from light. This
CCD structure is called the readout register or the horizontal shift register. Once an
image rowhas been transferred into this register, the charges canbe shifted towards an
output node at the end of the shift register, where they can be measured and
subsequently discarded. When the shift register is emptied, the next image row can
be transferred into it by a vertical shift of the image. The CCD type implementing this
fundamental readout scheme is called the �full frame CCD� (see Figure 5.22).

One problem with the full frame CCD is that the light-sensitive area of the image
remains light sensitive also during readout. If light continues to fall on to the CCD,
accumulation will continue, but since the image is progressively shifted through the
CCD, the light will contribute to pixels at the wrong vertical coordinate, leading to a
vertical smear effect. One possibility to avoid this is the use of amechanical shutter or
a pulsed light source, but often both possibilities are problematic for reasons that will
not be discussed here. Hence certain CCD schemes have been developed to achieve
an electronic shuttering capability. For high-quality applications the so-called frame
transfer CCD is frequently used. In a frame transfer CCD, the light sensitive �image
area� is complemented by an equally large shielded �storage area.� After an exposure
has finished, the whole image can be shifted rapidly from the image area into the
storage area. Then the readout is started from the storage area, as was done from the
light-sensitive area of a full frame CCD. By separating the vertical shift electrodes of
storage and image areas, thenext exposure canbe started immediately after the image
has been shifted into the storage area and continue during readout. The fast transfer

Image

area

Storage

area

Output

Figure 5.22 Basic CCD image transfer modes.
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of the image from the image to the storage area still leads to a certain smear, which is
very small, however, compared with the image intensity and can usually be ignored,
particularly for long integration times. Otherwise it is at least very well correctable by
computational methods because of its low amplitude.

A third scheme, which is in widespread use in consumer devices, is interline
transfer. Here, the light-sensitive pixels are not directly connected to the vertical
transfer electrodes but are linked to a shielded vertical CCD readout structure by a
transfer gate (also a MOS capacitor). For every column of pixels, there exists an
adjacent vertical readout register, so that the fill factor of the light-sensitive area is
significantly below 100%.After an exposure, the transfer gates are opened, so that the
photocharges are transferred into the shielded vertical readout registers. From there
they can be read out similarly to the full frame CCD or the frame transfer CCD. Also,
the next exposure can start immediately after the transfer, which takes only one or a
few clock periods. In addition to the lowerfill factor, another drawback of the interline
transfer CCD is a limited electronic separation between light-sensitive pixels and the
vertical registers, so that through exposure photocharges can be captured directly in
the vertical registers, leading to a vertical smear effect.

For frame transfer CCDs and interline transfer CCDs, additional variants exist that
permit interlaced readout, that is, for first reading all odd and then all even rows of an
image. Interlaced readout modes were introduced for older television standards and
are not of interest for scientific applications and of only secondary interest for the
recently introduced high-definition video formats, so they will not be discussed here.

For high data or frame rate applications, thenumber of readout nodes of aCCDcan
be increased, for instance by subdividing the light-sensitive area into an upper and a
lower part, which are shifted to the upper and lower edge, respectively, for readout.
Additionally, the readout register can be separated into two parts, one leading to an
output node at the left and the other leading to an output node at the right side. If all
this is not enough, the shift register can be separated into shorter pieces, eachwith its
own output node, and in extreme cases, such as CCDs for adaptive optics control,
every pixel column can have its own output node [16].

5.3.2.4 Charge Readout
To read out the charge from the CCD, a so-called floating diffusion (FD) site is used.
This is a direct electrical contact (i.e., the oxide is removed) which acts like a capacitor
and thus generates a charge-proportional voltage, which can be measured by an
external high-impedance amplifier. The termfloating diffusionwas coined, since this
voltage �floats� depending on the charge. Figure 5.23 shows the basic arrangement of
the overall output node.

The FD capacitance is placed directly at the end of the horizontal shift register.
Charges from this register can therefore be shifted directly into the FD. Immediately
after the FD, a single MOS transistor, the reset gate (RG), follows. This gate links the
FD to a second direct electrical contact, the reset drain (RD), which is held at a low
potential and will thus drain any charge which flows in through the RG. The
capacitance of the floating diffusion capacitor is made small to achieve a large
conversion coefficient, that is, voltage per unit charge. This small capacitance,
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however, causes certain noise in the reset process, that is, the draining of the charges
through the RGandRD. To remove this noise from the finalmeasurement result, the
already mentioned correlated double sampling is used, that is, the charge inside the
FD is measured a first time immediately after the reset and a second time after the
pixel charge has been shifted into the FD. Subsequently, the difference value is taken,
preferably by a hardware-based analog differencing unit. After draining the charge to
theRD, the nextmeasurement cycle can be started. As described in the next section, it
is also possible to shift the charges of multiple pixels into the FD, holding the reset
gate closed.

5.3.2.5 Binning and Windowing
By employing the charge shifting capabilities of a CCD in the right way and using
some additional structure for erasing charges, so-called dump gates, CCDs can easily
be timed in such a way that sub-frames of the full image can be detected and that the
charges of adjacent pixels can be combined into a sum charge, which is only read out
once and thus is disturbed only once by the readout noise of the readout circuit.
Reading out sub-frames is called windowing. Along the vertical direction, a subset of
the image rows can be selected for readout by discarding unwanted rows, once they
have arrived in the horizontal readout register instead of shifting them to the output
node andmeasuring the charges. The skipping is achieved by opening a reset gate (a
MOS transistor) below the shift register, which connects to a dump gate, that is, a
direct electrical connection (the oxide layer here is removed), fromwhere charges can
be drained out of the chip. Immediately after the content of the register has been
discarded, the next image row can be shifted into it. In the horizontal direction the
selection of certain image columns is achieved by skipping over unwanted pixels.
Similarly to the vertical skipping, they are simply quickly transferred to a reset drain
or dumpgate bymeans of a reset gate. The vertical reset gate can be omitted, however,
then unwanted image lines would have to be discarded by shifting them to the
horizontal reset drain, which would take significantly more time.

Binning, that is, the co-addition of charges inside the CCD, uses the same
mechanisms of skipping over certain lines and pixels during readout, but does not

RD
RG

FD

OA

Figure 5.23 Typical output node at the end of a
horizontal shift register; Charges are shifted by
the shift register into the floating diffusion (FD)
output capacitance, which acts as a charge-to-
voltage converter, so the charge can be

measured by an output amplifier (OA). To
remove the charges from the FD, a reset gate
(RG) can be opened, transferring the charges to
the reset drain (RD), from where they can be
extracted from the chip.
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use the vertical reset gate and applies a different timing on the horizontal reset gate.
Consider that again an image line which arrived in the readout register is not
transferred to the output node, but instead the next image line is shifted into the
horizontal register. In contrast to the previously discussed dumping of the charges
from the previous line bymeans of the vertical reset gate, this time the charges of the
previous line will still be present in the horizontal register. Then the charges of the
second line are added to those charges already present, effectively leading to an
addition of the two adjacent image rows. This process can be carried on until the full
well capacity of the horizontal register is achieved. Similarly, pixels lying in the
horizontal shift register can be co-added along the horizontal direction by skipping
over individual pixels without dumping their charge to the reset drain through the
reset gate. The charges will be accumulated in the floating diffusion gate and can be
measured together after the accumulation. With a CCD it is therefore possible to bin
(i.e., co-add) an arbitrary number of adjacent horizontal image lines in a free,
arbitrary pattern and discard other lines. This is supported by most scientific CCD
controllers.Within each image line or group of binned lines, adjacent pixels could be
binned along the horizontal direction and others could be discarded in an arbitrary
pattern, which could differ between different line groups. Although easily imple-
mentable, such operations are only supported by a few scientific controllers. The
whole set of controllers only allows a fixed, regular binning and windowing of only
one sub-window along the horizontal direction but several identical windows along
the vertical direction.

5.3.2.6 Charge-Transfer Efficiency (CTE) and Buried Channel CCD
When an image is read out from theCCD, it has to be shifted through a large number
of MOS capacitors; for a pixel located diametrical to the output node, a total of
Nx � Ny individual shift steps has to be performed. It is very undesirable to lose a
significant fraction of photocharges through thewhole shifting procedure or to smear
the charges over multiple pixels. This makes it essential to have a very high charge-
transfer efficiency (CTE) between subsequent MOS capacitors. Consider, for
instance, a 1000� 1000 pixel CCD. If the CTE in one shift step is as high as
99.99%, that is, one electron per 10 000 would be lost, the overall transfer efficiency
for a charge packet undergoing 2000 transfers would still only be a poor value of
81.9%. To achieve an overall efficiency of, say 99%, the CTE here would have to be at
least 99.9995%. For larger CCDs the situation is even more demanding; thus for the
largest current CCD with 9216� 9216 pixels, the same figure of 99% total efficiency
would require a CTE of 99.99995%. Unfortunately, at the semiconductor–oxide
interface, there is a large number of charge traps, which extract or temporarily
capture charges during readout. It is therefore not possible to achieve a sufficiently
highCTE formoderately sized to largeCCDswith certain quality requirements using
a surface-channel CCD.

The issue of surface traps is overcome by adding an additional layer to the CCD,
generating a buried channel. This layer is doped inversely to the doping of the
substrate and deforms the potential well in such a way that the charge collection will
occur at some distance from the surface, as shown in Figure 5.24.
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5.3.2.7 Multi-Pinned Phase (MPP)
Multi-pinned phase (MPP) operation of a buried channel CCD is an essential step in
suppressing the surface dark current, which is usually the largest noise source inside
the detector array. In the MPPmode, all gate electrodes are held or clocked in the so-
called �inverted state� during integration, that is, the applied gate voltage is driven so
much into the negative range (for a CCD based on a p-type substrate) that holes from
the channel stop region migrate to the Si–SiO2 interface and thus populate the n
channel. In the inverted state the accumulated holes shield the potential from the gate
voltage; thus lowering the gate voltages below the level, where inversion occurs, will
no longer alter the potential. This behavior is called pinning and the potential is said
to be in a pinned state. In the pinned state the dark current is reduced by
approximately three orders of magnitude (Figure 5.26).

If a normal CCDwould be set into the fully inverted state, there would be no lateral
potential wells and confining potential barriers along the translation direction of the
CCD, which could define a pixel. To allow charge accumulation in the fully inverted
state, an additional doping below part of the electrodes is introduced into the
manufacturing process. This doping leads to a different potential than in neighbor-
ing undoped regions, as shown in Figure 5.25. Here a p-type doping is added below
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the electrodes of phase 3, leading to a relative potential barrier of height VMPP below
these electrodes in the fully inverted state. Photocharges will therefore accumulate
below the electrodes of phases 1 and 2.

The fully inverted state is only left for vertically shifting the image, that is, for the
short periods of time between the readout of two adjacent horizontal image lines
through the horizontal CCD register. The horizontal register itself is not operated in
MPP mode and has no corresponding doping structures, since this would not make
any sense and instead lead to spurious charge generation, which is an unwanted
noise contribution.

5.3.2.8 Back Side Thinning and Back Illumination
Although the gate electrodes of the CCD are made of a transparent material such as
polysilicon, they reduce the quantum efficiency of the CCD by blocking part of the
light. Below a wavelength of about 400 nm they even block all the incident radiation.
A fundamental solution to this problem is provided by a back-thinned, back-
illuminated CCD. In such a CCD, the material, at least in the image area, is etched
down from the back side to thicknesses of 10–15 mm, approximately to the interface
between the epitaxial layer and pþ -doped substrate. The interface here is used as an
etch-stop for a selective etching agent. In early back-thinned CCDs, etching was
carried out in such a way that a free-standing siliconmembrane inside a thick silicon
frame resulted. Themechanical properties and the homogeneity of such a system are
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not very desirable, however. In newer back-thinnedCCDs, the front side of the chip is
bonded to a second silicon substrate before thinning and effectively, after the
thinning, a thick and stable CCD chip with buried electrode structures results. The
entry of light into the sensitive region is now only impaired by the Fresnel reflections
at the surface and a usually extremely thin layer with reduced efficiency. The latter
results from charge traps at the back side and a finite probability that photoelectrons
will thermally diffuse to these traps against the global electrical field direction. The
Fresnel reflections can be reduced further by an anti-reflective coating. Figure 5.27
shows a comparison of two typical quantum efficiency curves achieved by a front-
illuminated and a back-illuminated high-performance scientific CCD. The back-side
operation not only permits detection in theUVrange, but also increases the quantum
efficiency in the VIS and NIR range. For high-sensitivity applications, back-
illuminated CCDs have therefore become a standard.

In addition to many critical issues involved in the manufacturing of good back-
illuminated CCDs, however, there are some properties of these devices that limit
their applicability in some cases. One of these properties is a reduced short-
wavelength MTF performance. Short-wavelength photons are absorbed near to the
back side. The generated photocharges have to move almost through the whole
thickness of the thinned chip, until they can be captured by the potential well at the
front-side buried channel, which also constrains their lateral position. Before this
capture occurs, the photocharges have to cross a region with lower electrical field
strength. In improperly designed, processed, or operated CCDs there may even
remain a region which is not depleted and thus shows no electrical field. Since the
charge carriers show a temperature-induced diffusion motion additionally to their
directedmotion in the electrical field, they will not move to their capture sites along a

Figure 5.27 Comparison of quantum efficiencies of front- (FI) and back-illuminated (BU/BV)
CCDswith the example of an e2v CCD42-10 for two different VIS anti-reflective coatings of the back-
illuminated types and at a temperature of �90 �C (diagram from Andor DU-440 datasheet).
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straight line, but also show a stochastic lateral movement. In the regions with a weak
field, the relation between lateral motion and motion towards the front side will
become particularly large and this allows some charge carriers to drift to neighboring
pixels before they are captured. This causes an electronic blur, that is, the MTF of the
CCD is degraded particularly in the UVspectral range. In scientific back-illuminated
CCDs with standard operation conditions a blur in the region of 15 mm [full width at
half-maximum (FWHM)] can be observed. With the usual pixel sizes of scientific
CCDs thiswill not be a problem, provided that no sub-pixel information is involved in
ameasurement approach.Atwavelengths longer than 600 nm, theMTFperformance
will be approximately the same as for front-illuminated CCDs, but here another
problem, so-called etaloning, arises due tomultiple reflections between the front and
back sides of the chip.

Alternative methods for achieving UV sensitivity without back-side thinning are
the use of a fluorescent coating on top of the electrode structure or of so-called open
electrodes, which do not cover the entire pixel area and thus allow part of the UV
radiation to enter the photosensitive layer directly. These techniques will not achieve
the same high quantum efficiencies as back-thinned CCDs, but are less expensive
and furthermore may have better MTF characteristics, particularly at shorter wave-
lengths and for the open electrode type.

5.3.2.9 Etaloning at Long Wavelengths and Deep Depletion CCDs
In the NIR range beyond about 600 nm, silicon becomes increasingly transmissive
and an ever larger fraction of the incident radiation can pass through the whole
CCD thickness without being absorbed. This not only limits the NIR sensitivity of
the CCD, but also leads to an additional annoying effect, so-called etaloning. Since
the CCD chip is transmissive but has a large surface reflection coefficient because
of its high refractive index of about 3.5–4 in the NIR region, it starts to act as a
Fabry–P�erot etalon, where light is reflected forwards and backwards several times,
causing interference fringes. Etaloning leads to a preference of certain wave-
lengths over others with a very strong dependence on the thickness. Since
thickness – particularly in back-thinned CCDs – varies spatially, a monochromatic
image will be disturbed by a fringe structure, and precise quantitative measure-
ments will become very difficult. The effects are most severe for back-thinned
CCDs and can lead to intensity modulations of more than 50% of the total
intensity.

One way to reduce etaloning and achieve a higher quantum efficiency in the NIR
region is to use a CCD with deep depletion. The thickness of the sensitive (depleted)
layer here is increased to about 40 mm using a high-resistivity silicon. Back-
illumination and back-thinning can still be used, and the latter accounts for the
increased thickness of the depleted layer, that is, the thickness of a back-thinned deep
depletion CCD will be much larger than that of a standard back-thinned CCD. The
drawback of deep depletion CCDs is that they cannot be operated in fully inverted
(i.e., MPP) mode, so the dark current at a given temperature is about 1000 times
larger than that of a CCD using MPP operation at the same temperature and deeper
cooling is necessary to achieve the same dark current values. For applications with
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short integration times, however, an increased dark current may be acceptable as a
price for the increased IR quantum efficiency.

For radiation with a coherence length (see Chapter 4) below the doubled optical
thickness of the CCD, the etaloning will vanish. For example, at a wavelength of
1000 nm (the refractive index here is 3.57) and a thickness of 40 mm, this coherence
length is about 285 mm.Care still has to be taken if the investigated radiation is known
to have highly monochromatic peaks, for instance from a laser line which is mixed
into another spectral distribution, or if the CCD is used in a spectrometer with such a
high resolution that the coherence length of a single channel becomes larger than the
critical value. Particularly the limit of the spectral with (FWHM) is given by

Dl � ln 2
p

l2

dCCD � nSiðlÞ ð5:8Þ

where dCCD is the thickness of the CCD and nSi is the refractive index. For the above
example, a spectral resolution of better than 1.5 nm (corresponding to a wavenumber
resolution of 15 cm�1) could lead to etaloning despite the deep depletion CCD. For
methods such as Raman spectroscopy this is not a particularly high resolution, so
etaloning is likely to occur if no further precautions are taken. In addition to anti-
reflective coatings, which can substantially suppress etaloning, these precautions can
include roughening of the back side (with respect to the incident radiation). In fact, a
certain �roughening� already occurs due to the electrode structure and the channel
stops. Roughening will suppress etaloning if the spatial coherence diameter of the
incident radiation is significantly smaller than the spatial spread which is caused by
the roughening. Otherwise, it will lead to speckle noise. In well-designed spectro-
scopic devices, however, the spatial coherencediameter should be smaller than a pixel
pitch, at least along the direction of the dispersion, so the etaloning/speckle noisewill
be reduced significantly. In a spectroscopic system with an anti-reflective coated,
back-side roughened, deep depleted CCD, the spectra will look visually smooth and
free of etaloning. However, if precise quantitative measurements have to be per-
formed, one should be aware that none of the anti-etaloning precautions can really
eliminate etaloning completely.

5.3.3
Photodiode Arrays (PDAs), Active Pixel Sensors (APSs/CMOS),
and IR Focal Plane Arrays (FPAs)

As in the previous section on CCDs, it is the aim of this section to give some
fundamental properties of photodiode array (PDA), active pixel sensor (APS), and
focal plane array (FPA) detectors and here particularly on CMOS APS sensors, since
these are most relevant for many applications. This knowledge should enable one to
choose among different available sensors for a certain application. Since APS
technology is much more variable and heterogeneous than CCD technology, cur-
rently developments in this sector are extremely fast, and future developments can
only be foreseen to a small extent, it is particularly important to understand some
basic principles and their implications for device performance. In contrast, it would
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be useless simply to list different APS types and their performance parameters. For a
complete understanding of this section and for complementary information, it is
recommended also to read Section 5.3.2 on CCDs.

5.3.3.1 Plain Photodiode Arrays and Focal Plane Arrays
In addition toCCDs,monolithically integrated arrangements of photodiodeswithout
a charge shifting capability can be used to record one- or two-dimensional intensity
distributions. In the simplest case, these PDAsdonot contain any readout electronics
or pixel addressing capability and partly also have no relevant photocharge integra-
tion capability. Such pure PDAs are usually only used if either the technology of
the PDAdoes not easily allow the integration of readout electronics, if different pixels
have to be read out truly parallel at a high speed, or if a very small total number of
pixels makes the integration of readout electronics useless or inefficient.
Examples of technologies that do not easily allow for the integration of readout
electronics are in principle all non-silicon-based types of photodiodes, which are
particularly interesting in the IR region, and technologies with processes that are
incompatible with standard electronic processes. Further, they also include types of
photodiodes with incompatible voltage levels of signals or bias voltages, such as
avalanche photodiodes.

For PDAs without readout electronics, which are linear, or have a small number of
pixels, connections for eachpixel areusually drawnout to the lateral boundaries of the
array, where they can be connected individually to some follow-up electronics. If the
latter can be used to address the photodiodes individually to reset their accumulated
charges or connect them to one or a few outputs, it is called amultiplexer and is often
based on CMOS technology. Sometimes a CCD-like devicemay also be used, but this
is less common.

For PDAs with larger pixel numbers it will not be possible to connect every pixel
individually from the lateral border. This situation is typical of IR image detectors,
often referred to as FPAs. Here a hybrid solution is used, where a PDA chip of some
IR-sensitive semiconductor material is placed on top of a silicon-based so-called
readout integrated circuit (ROIC) chip, that is, a two-dimensional multiplexer. The
two chips are connected by indium solder bumps (Figure 5.28).

Figure 5.28 Basic scheme of a hybrid IR FPA.
The FPA consists of an array of IR-sensitive
photodiodes, photoconductors, or sometimes
other detector types without any readout
electronics. The readout is accomplished by a

separate silicon ROIC, which is bonded to the
detector array using indiumbumps. TheROIC is
a complete CMOS imager, but without
integrated photodiodes. These are replaced by
the contacts below the indium bumps.
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The term FPA is also used for image detectors which use light-sensitive elements
other than photodiodes, such as thermal detectors and photoconductors. Except for
the photodiodes or other light-sensitive elements, which are replaced by contact
structures, ROICs are very similar to the CMOS active pixel sensors discussed in the
next section, and work as multiplexers with or without integrating capacitors. For
some imagers the ROIC may also be based on a CCD instead of a CMOS design.
Furthermore, sometimes even silicon-based PDAs are connected to a separate ROIC
in a hybrid arrangement. One reason, as before, can be incompatible production
processes for readout and PDA; a second reason is, however, the wish to achieve a
highfill factor. Particularly, if there is a lot of functionality in each pixel, the achievable
fill factors of a monolithic sensor are very limited.

The hybrid technology of FPAs is very complex for several reasons, such as the
connections between light-sensitive chip and ROIC, thermal expansion mismatch
between the different materials, or the processing steps which are necessary to
make the light-sensitive elements electrically connectable from the back side. In
addition to the already high costs of good IR photodiode or photoconductor arrays,
this complexity is the second main cost factor of FPAs, which are still relatively
expensive.

Once a photodetector array has been connected to a multiplexer or ROIC, it
practically becomes an APS with all of its possibilities and limitations. The details of
the operation of such a device will therefore be discussed only in the section on APS
image detectors, without explicitly mentioning the applicability to PDAs and FPAs.

5.3.3.2 CMOS Image Detectors/Active Pixel Sensors
The APS [17] is characterized by the fact that every pixel contains its own readout
amplifier, addressing and reset electronics, and probably further elements. In
addition to different possible technologies for the intra-pixel electronics, APSs also
cover a wide range of light detector technologies and can bemonolithically integrated
as well as hybrid devices. Usually they will be based on a photodiode or pinned
photodiode as the detector element, but may also use a thermal or photoconducting
detector or borrow from CCD technology in the form of the photogate.

The APS is often simply referred to as a CMOS image sensor. However, on the one
hand it is not limited to a CMOS technology and on the other it would also be possible
to manufacture a passive pixel sensor on a CMOS technology base. Except for pixel
electronics designs which share transistors between pixels, the simplest pixel design
has three transistors and is therefore called a 3Tpixel.Here one transistor is needed to
reset the accumulated pixel charge, one is needed to address the pixel, and one
realizes the amplifier functionality. The principle of anAPSwith 3Tpixels is shown in
Figure 5.29, the realization with threeMOS transistors is shown in Figure 5.30, and a
typical signal diagram of the capacitor voltage is show in Figure 5.31.

The number of transistors per pixel is not limited to any maximum value, and
every pixel can in principle have very complex signal-processing capabilities.
Typically, the number of transistors varies from three to seven, allowing for more
or less complex timing, exposure, and shutter modes and for different handling of
over-exposure situations. Formore special demands, there are, however, pixels with
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a much larger number of transistors, such as a 37 transistor pixel design with per-
pixel analog-to-digital conversion for a high-speed image sensor reported by
Kleinfelder et al. [18].

The main problem with too many transistors per pixel is a low resulting fill
factor, but this can be overcome, at least partly, by using a hybrid approach or
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Figure 5.29 Coarse principle of a simple 3T
pixel architecture: Before an integration starts,
an integration capacitor in each pixel is reset to a
reference voltage VDD. When illuminated, the
photodiode in each pixel discharges the
capacitor, whose voltage is amplified by a per-
pixel output amplifier (OA). By setting one row

select signal active, all pixels of this row are
enabled to forward their OA signal to their
according column output line. At the end of
each line for instance an individual analog-to-
digital converter exists, or a further switch per
column allows one of the columns to be
forwarded to a common chip output or ADC.
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Figure 5.30 Realization of a 3T pixel with three
MOSFET transistors. Transistor MSf is a so-
called source follower and acts as the output
amplifier. By activating the row select line, its

output is transferred to the column output line
via the transistor MSel. Transistor MRes is used
for charge reset, the charge is stored inside the
photodiode capacitance.
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back-illumination. Also, lens arrays on top of the APS are used to increase the fill
factor. However, they also cause some problems for scientific applications, whichwill
not be discussed here.

5.3.3.3 Double Sampling and Correlated Double Sampling (CDS) in APS Imagers
One common feature of most APS imagers is that at some stage a per-pixel
capacitance will be used either to integrate a photocurrent or to convert a stored
charge into a voltage using a capacitance. Before the integration or the charge
transfer, the capacitance needs to be reset to a reference voltage. Similarly to the reset
noise at the floating diffusion site of a CCD output node, this does not work perfectly.
Instead, a reset noise occurs when the capacitance is reset to the reference voltage.
Moreover, the average reset level varies from pixel to pixel, which is called fixed
pattern noise (FPN).

These noise contributions can be eliminated by double sampling (DS) (not to be
confused with the statistical method) or correlated double sampling (CDS). In APS
detectors, the CDS scheme is based on a hardware feature which generates the
difference signal between the two sampled values of one pixel integration in the
analog domain. For this purpose, at the end of each column output line, there
exists one dedicated CDS circuit, which can store the two values in two separate
sample-and-hold units and derives the difference voltage. The principle of such a
unit is shown in Figure 5.32. Since the CDS unit needs the two sampled voltages of
one pixel directly after each other, it is clear that the pixel itself needs to have a
possibility to store the reset voltage throughout the integration period and transfer it
to the column output line on demand. This is not possible with a 3Tpixel design and
requires at least a 4Tpixel. For pixel architectureswhere the reset noise is generated in
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Figure 5.31 Typical exposure timing of a 3T
APS pixel. The integration capacitance is first
reset to a reference voltage level, which is then
immediately sampled before the start of the

integration to suppress reset noise. After an
exposure time, the now reduced capacitor
voltage is sampled a second time to determine
the signal (i.e., the accumulated intensity).

338j 5 Optical Detectors



a charge readout after the exposure, an extra charge storage capability is not
necessary.

The two DS schemes can be used to solve the problems of reset noise and FPN;
however, they produce their own, weaker noise and errors. In the case of DS, an
additional noise contribution is added due to the second necessary voltage mea-
surement, and in the case of CDS, the CDS circuitry causes a column fixed pattern
noise, which has to be removed by further means. The DS approaches furthermore
only work well if the output amplifiers respond linearly to the photocharge. It should
be mentioned that in contrast to the term �correlated double sampling,� the term
�double sampling� is not in widespread use in the context of measuring electrical
properties.

5.3.3.4 Exposure Integration Schemes
One criterion to categorize APS pixels is the way in which the integration of the
incident light is done. This issue is closely related to the type of light-sensitive
element.

ManyAPSdetectors are based onphotocurrent-producing light-sensitive elements
such as standard photodiodes or photoconductors. The operation of a pixel here starts
with preloading the accumulation capacitance with a certain charge (i.e., to a certain
voltage), which is then drained by the photocurrent of the light-sensitive element.
One drawback of this approach is a reduced sensitivity for low intensities, since it is
much harder to detect a small number of missing charges on a large charge
background than to detect the charges themselves as an absolute signal. This is
complicated by reset noise and FPN, which have to be corrected particularly well in
order to achieve a good low light sensitivity.
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Figure 5.32 Schematic principle of a
correlated double sampling circuit at the end of
each column output line of a CDS capable APS
imager; Two parallel sample-and-hold circuits,
eachmainly consisting of a switch and a storage

capacitor, are used to sample the
reference and the signal level of a pixel
sequentially. A differential amplifier produces
a new signal, which is corrected for the
reference level.
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More sensitive pixel designs are based on a photogate or pinned photodiode, which
in a similar manner to CCDs accumulate photocharges in a local potential well
(Figure 5.33). These elements are not available in all technologies, however. In the
pinnedphotodiode, the potential well is created by the structure of the doping, usually
a buried n channel, and in the photogate it results from a voltage which is applied to a
transparent electrode above the sensitive area. Although the photogate effectively is a
MOS transistor, we will not count it here in the number of transistors of the pixel.
Before the exposure, the potential wells areflushed to a zero charge. Photocharges are
then collected during integration. After the integration, the charge is transferred to a
small capacitance, where it is converted into a voltage that can be read out in the usual
way. The charge transfer is accomplished by a transfer gate, that is, an additionalMOS
transistor between the light sensitive element and themeasurement capacitance. The
latter is usually laid out as a floating diffusion capacitor. This arrangement closely
resembles the readout node of a CCD (see Section 5.3.2.4) and the charge transfer
between light-sensitive element and floating diffusion capacitance is accomplished
by a deeper potential well of the floating diffusion capacitor than of the light-sensitive
element.

Reset noise and FPN here mainly apply to the capacitance and not to the light-
sensitive element. The DS or CDS operation here therefore compares the voltage of
the measurement capacitance before and after the charge is transferred to it. Both
values can be determined after the integration, so CDS can be implemented already
in the simple types of photogate- or pinned photodiode-based pixels. In contrast to
pixels based on plain photodiodes or photoconductors, the charge of the photogate or
pinned photodiode cannot be read out nondestructively during the exposure. For the
pinnedphotodiode, however, it would be possible to transfer photocharges repeatedly
to the floating diffusion capacitor during the exposure time without resetting the
latter during this time. This would permit an indirect kind of Fowler or up-the-ramp
sampling (Figure 5.17) by a simple change of the timing.
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Figure 5.33 Design of a simple 4T pixel
with pinned photodiode (PD), transfer gate
(TG) and floating diffusion (FD) as a storage/
measurement capacitance. (a) General pixel
design; (b) the three elements in a cross-
sectional view; The arrangement resembles the

combination of transfer gate and floating
diffusion as known from the readout
node of a CCD. Instead of a pixel of the
CCD readout register, the pinned
diode is directly connected to the transfer
gate.
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5.3.3.5 Electronic Shutter Modes
As opposed to theCCD, pixels of anAPS sensor can be read out and resetmore or less
randomly and their charge will not be shifted through the light-sensitive area. Hence
in principle no shutter capability is needed to avoid spatial blur in the readout process.
However, as aminimumrequirement for the acquisition of usable imageswithout an
external shutter or a pulsed illumination, it should additionally be possible to achieve
equal exposure times for all pixels. The starting point of an exposure is always
determined by the resetting (photodiode/photoconductor) or flushing (pinned
photodiode/photogate) of the integration capacitance and can be done individually
for every pixel row or globally for all pixels, even for the simplest pixel types. The true
problem, particularly for simple pixel types, is to set the end point of the exposure
integration. In the 3Tpixel the exposure is effectively stoppedwhen the pixel charge is
read out and cannot be stopped in another way. Since only one row can be read at a
time and different rows must be read sequentially, the only possibility for main-
taining a constant exposure time for all pixels of the array is also to start the exposure
of different pixel rows sequentially. This cheapest of all shutter approaches is called a
�rolling shutter.� The array exposure starts with resetting thefirst row,waiting for one
row readout time, resetting the second row, and so on. One exposure time after
resetting the first row, the accumulated charges of the first row are read out, then the
second row follows, and so on. The readout of the lower row may already start when
the resetting of the higher rows is still in progress. In an extreme case, the exposure
time can even be shorter than the row readout time; however, this has to be supported
by the on-chip control logic.

The rolling shutter approach works well for capturing fixed or slowly changing
intensity distributions, but for fast processes or dynamic scenes it produces artifacts.
Here a snapshot operation – also called global shutter operation – of the image sensor
is desirable. To achieve a real snapshot capability, that is, start and stop the exposure
interval for all pixels simultaneously, a second charge storage capability in addition to
the integrating capacitance is required, such as is present in the 4Tpixel of APSwith a
pinned photodiode or photogate. A usual 3T pixel can be extended in a similar
manner to a 4T pixel with a standard photodiode or photoconductor by adding one
transistor and one storage capacitor. In both types of 4Tpixels, however, the snapshot
operation is in conflict with the CDS capability. The reason is simple: the exposure is
in both cases stopped by transferring the accumulated charge to thefloating diffusion
node or the newly introduced storage capacitor. To achieve snapshot operation, this
would have to be done simultaneously for all pixels. However, as pointed out above,
for CDS operation the charge transfer has to be done row by row with a sampling by
theCDS circuits before and after each transfer. The same4Tpixel can thus be used for
snapshot operation and for CDS operation, but not for both at the same time. Again,
the choice is determined by the readout timing of the on-chip control logic. To achieve
CDS and snapshot operation simultaneously, at least a 5T pixel design is necessary.
Further transistors may be added to achieve anti-blooming (i.e., prevent spill-out of
excess charges in an over-exposure situation), improve performance parameters of
the pixel, or add preprocessing capabilities to the pixels (intelligent sensors).
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5.3.3.6 Back-Side Thinning of CMOS Image Detectors
Starting from the first decade of the twenty first century – and even earlier in
astronomy research – back-illumination has also been introduced in CMOS APS
technology. This development was driven by sensitivity problems with consumer
cameras with large numbers of small pixels, but also by the fact that it has major
advantages for scientific applications. With the introduction of back-illumination,
APS devices start to offer the same potential for scientific applications as CCDs,
particularly high sensitivity and detection down to the deep-UV region. At the same
time, they retain their specific advantages over CCDs, particularly a much simpler
external electronic circuitry, significantly lower power consumption, and the poten-
tial for much smaller pixels. Consequently, the development of scientific back-
illuminated APS devices is particularly interesting for the space sector [19].
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6
Instruments in Biotechnology and Medicine
Andreas Voss, Karl-Heinz Feller, and Dieter Beckmann

Biophotonics is a fusion of photonics and biology and represents interactions
between light and biological material; it combines optical technologies, microelec-
tronics, and imaging for applications in medicine and biotechnology. The increas-
ingly aging world population increases tremendously the financial pressure on our
health care systems. Efforts are under way to develop technologies that increase the
efficiency of the patient care process. One such technology is biophotonics.

The application of biophotonics in diagnostics and therapy has already and will
continue to have an increasing major impact on health care and the health care
industry. This chapter is intended as an introduction to applications of biophotonics
in medicine and biotechnology, not as an in-depth, exhaustive, and complete treatise
on this field. The objective is to provide a basic knowledge of a range of topics to
stimulate the reader to learn and think further about the challenges of biophotonics
and to initiate and intensify studies in this field.

6.1
Photonic Instruments in Medicine

6.1.1
Introduction

6.1.1.1 Optical Window of Cells and Tissues
Concerning the irradiation of human tissue with light, different aspects of light–
matter interactions have to be discussed. In general, the effects of light on human
tissue depend on thewavelength of the irradiated light and, of course, on the intensity
of the light. Furthermore, the duration of application (skin effect) is of great
importance. In this respect light–(human) matter interactions are of very complex
nature. Concerning the wavelength dependence of light penetration into cells and
tissues, as shown in Figure 6.1 [1, 2], absorption and multiple scattering affect the
penetration of the light. At shortwavelengths [in the deep ultraviolet (UV) region], the
penetration is short due to high absorption coefficients (e inmM�1 cm�1) and strong
Rayleigh scattering. In the visible region, the absorption decreases (no water

Handbook of Biophotonics. Vol.1: Basics and Techniques, First Edition.
Edited by J€urgen Popp, Valery V. Tuchin, Arthur Chiou, and Stefan H. Heinemann.
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Figure 6.1 Optical window of cells and tissue with water, melanin, and oxyhemoglobin absorption
coefficients [3].

absorption) and the Rayleigh scattering vanishes with l4. In the near-infrared region,
thewater absorption increases again andmultiple scattering in heterogeneousmedia
becomes more and more dominant. In connection with this behavior, different
actions can be taken in different wavelength regions.

In Figure 6.1, the different penetration depths of light as a function of the
wavelength are shown and the absorption spectra of the important components
water, melanin, and oxyhemoglobin are depicted. It becomes clear that between 400
and 700nm a so-called �optical window� of the tissue appears where neither water
absorption nor scattering diminishes the penetration depth significantly. In this
manner, the �optical window� is defined as the range of wavelengths where the light
has its maximum depth of penetration into the tissue. Further in Figure 6.1 some
examples of lasers are indicated (with their wavelengths) preferentially used in laser
therapy for different indications.

6.1.1.2 Laser Light–Matter Interaction as a Function of Intensity
Light–matter interaction in biophotonics is based on the intensity of light (powerflow
density) treating the matter and the application time (which is often directly
correlated with the peak intensity due to the effect of producing higher peak
intensities by pulse shortening).

The dependence on the energy density or better reflected by the power flowdensity
as shown in Figure 6.2. Different processes in cells and tissues occur in the human
body [1, 2, 4], which will be discussed in more detail in the following chapter. As
already mentioned, the other parameter is the application time: at long application
times reflecting the accumulation of energy (or simply photons) in the body, at short
timesmore reflecting the dependence of the peak intensities obtained with powerful
lasers from the extremely shortened pulse length.

6.1.1.3 Photochemical Treatment of Tissues
At the lowest photon densities, processes occur which are well known in photo-
physics and photochemistry, such as the photoinduced isomerization process. An
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Figure 6.2 Laser light–matter interaction effects as a function of power density (W cm�2) and
treatment time (s). Dotted straight lines indicate the energy density region (J cm�2).
(with permission from Ringelhan [5]).

important example of such processes is the cis–trans isomerization of rhodopsin as
the basis of the vision process in the human eye. A medical application is
the treatment of hyperbilirubinemia, the cause of icterus (jaundice) in newborn
babies, the basis of which is increased levels of bilirubin. Another example is
photodynamic therapy where the patient is treated with HPD (hematoporphyrin
derivative) (see Figure 6.3 for structure), which is selectively bound to cancer cells.
After irradiation of the tissue, the excited HPD transfers the energy to the oxygen (in
the surrounding) via a dynamic quenching process to create singlet oxygen. This
further creates hydroxyl radicals, which destroy the cancer cells [6].

Other examples of processes that occur in this intensity region are photoinduced
synthesis in plants and UV-induced melanin production in skin. The basis of life on
Earth is the photoinduced charge separation in the reaction center as the primary
process of photosynthesis.

It should be added that biostimulation also belongs to this intensity region.
Biostimulation is defined as a process of laser treatment at extreme low intensities
(below the threshold of reversible tissue damage, Section 6.1.3). So far, no results
have been published which prove that biostimulation of human cells and tissues
makes any impact.

All these processes have in common that compared with usual photon densities in
laser applications, they proceed at very low intensities. In principal they need no laser
irradiation and could be performed with classical light sources. The advantage of
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lasers in this intensity region is often connected with proper guidance of the light to
the tissue.

6.1.1.4 Thermal Processes in Light–Matter Interaction
At higher intensities, thermal effects play a crucial role in the understanding of
light–matter interactions. Thermal effects depend strongly on thewavelength.On the
one hand, the absorption in water is the main cause of thermal changes in cells
and tissues, and on the other, the shorter the wavelength the higher is the amount of
energy deposited in the tissue or cell. In general, thermal treatment of tissue is
connected with different damage regions. When the tissue is vaporized under peak
power irradiation, this sharp cut is surrounded by an irreversibly damaged zone
covered by a carbonized interface (or called the necrosis zone). As can be seen in the
Figure 6.4, at lower excitation intensities, lower heating of the tissue leads to
reversible effects (for more details, see [1, 2, 4, 7]).

Figure 6.3 HPD – hematoporphyrin derivative.

Figure 6.4 Zones of thermal treatment of skin at high laser intensities.
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Depending on the appliedwavelength and the intensity, these zones have different
sizes. The longer the wavelength, the larger is the zone of irreversible damage.
Further, the thermal damage depends on the application time, as shown in
Figure 6.5.

As is clearly seen, increasing application times are connected with irreversible
damage at lower temperatures, or the reverse: Short application times are connected
with less damage of the tissue (skin effect). This effect is evenmore pronounced if the
nanosecond time scale is reached because thermal diffusion times in tissues are in
the nanosecond time scale (rate constants in the region of 1010 s�1). Shorter pulse
lengths of the irradiation pulse lead to local effects in the tissue without thermal
diffusion into the neighborhood. In this respect, ultrafast processes in light–matter
interaction have minimal side effects (thermal damage effects) if the interaction
process (and the resulting energy dissipation) proceeds faster than the diffusion
time constants [4, 7]. In Figure 6.6, the laser beam penetrations as a function of the
intensity and the respective treatment zones (thermal. optical, ablative) are depicted
for comparison.

Figure 6.5 Reversible and irreversible damage of tissues as a function of the application time.

Figure 6.6 Influence of laser treatment on depth of tissue ablation, optical and thermal behavior.
(with permission from Ringelhan 1992 [5]).
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6.1.1.5 Nonlinear Processes in Light–Matter Interaction (Not to Be Confused with
Nonlinear Optics)
In the late 1970s, Srinivasan and co-workers [8] were the first to show that under
strong laser excitation in polymers a process occurs that is not longer explained by
the action of one photon to create a single change in the material. It was shown that
the cooperative action of multiple photons creates an avalanche process in the
material which is energy dependent and has a well-defined threshold. This process
was called �ablation� and has distinct different properties in comparison with the
thermal treatment discussed before applyingmuch lower intensities. Srinivasan and
co-workers proposed the �photochemical model of ablation,� which is based on the
assumption that ablation proceeds above the bond energy by the cleavage of the
chemical bond in thematerial (a processwhich is completedwithin picoseconds) and
the fragments of the molecules are in the vapor phase, released from the irradiated
area at high speed and without thermal dissipation into the surroundings. This
model was proven by the ablation process in poly(methylmethacrylate) (PMMA) (see
Figure 6.7). It was possible to show that the ablation process starts (threshold) if the
loss effects are overcompensated by the production of molecule fragments in the
irradiated volume. In this respect, the ablation process is amulti-photon processwith
single-photon excitation. This proceeds hold for the photoablation of tissue at high
intensities with a UV laser, for example, an excimer laser. This process is used, for
example, in ophthalmology (for more details, see [8]).

Figure 6.7 Photoablation scheme in PMMA [8]. (a) Starting point of ablation by irradiation of the
ablated area; (b) release of the molecules from the layer, crystalline structure still unaffected; (c)
build-up of the ablation bloom; (d) total release of the ablated material, finish of ablation process.
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In addition to ablation by means of bond cleavage, it was shown that ablation can
be achieved with the same minimized side effects (no thermal diffusion into the
surrounding tissue) at wavelengths below the bond energy. In this case, the so-called
thermalmodel of ablationprovides an explanation of the effects that occur. The thermal
ablation procedure is connected with multi-photon absorption at the surface. Under
thesemulti-photon conditions, the heating of the irradiated region is connected with
restricted thermal diffusion. This process holds for near-infrared (NIR) ablation with
Nd:YAG and Er:YAG lasers. It was shown that this process is a cascade process
of multi-photon absorption rather than a simultaneous absorption of more than
one photon.

6.1.2
Minimally Invasive Diagnostics – Endoscopy

Endoscopy means looking inside the body for any medical reason using an optical-
based medical device called an endoscope. The word endoscopy is derived from the
two Greek words endo meaning �inside� and skopein meaning �to see.�

Endoscopes can be inserted into the body through a natural opening, such as the
throat, anus, or urethra. Alternatively, they can be inserted through a small surgical
incision made in the skin.

Further, endoscopy permits minimally invasive surgery, making many operations
simpler for the surgeon and safer, more effective, and often less painful for the
patient, while significantly shortening the necessary stay in hospital.

For therapeutic reasons, the endoscope oftenhas one ormore channels for suction,
which also serves as an instrument channel for the passage of biopsy forceps, retrieval
forceps, cytology/culture brushes, and other accessories. Most endoscopes also have
a separate channel for insufflations of air and water, thus enabling the endoscopist to
distend the gastrointestinal tract during viewing and wash debris off the lens.

Endoscopic technology has advanced rapidly over the past 40 years, becoming
an integral part especially in various fields of clinical and internal medicine. The
utilization of endoscopy for both diagnostic evaluation and screening has markedly
increased over the last two decades. Many innovations have extended indications for
endoscopy. However, the largest factor to increase clinical endoscopic volumes in
recent years has been the adoption of colorectal cancer screening through colonos-
copy. The global endoscopy market is forecast to grow at a compound annual growth
rate of 30% between 2008 and 2015 [9].

However, one major design problem with endoscopes remains – the necessary
small external diameter. Within this small space, a lens system or a charge-coupled
device (CCD) chip, a lighting fiber bundle, and useful instrument and flow channels
have to be installed.

6.1.2.1 History
The first person in modern times to invent an instrument intended to illuminate
the inner cavities of the human body was Philipp Bozzini. He published his first
extensivemedical report onhis �light conductor� (Lichtleiter) in 1806. In 1960,Harold
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H.Hopkins patented the rod lens system, which improved the previousNitze system
of a train of glass lenses by interspersing neutral gas between them instead of air.
The optical features were improved ninefold by lowering the refractive index and
increasing the functional diameter of the lenses. Fernando Alves Martins, from
Portugal, invented the first fiber optics endoscope in 1963. Karl Storz in 1965
produced the first endoscope combining rod lenses for image transmission with
fiber optics (fiber bundles) for illuminating (cold light) the biological object. The first
solid-state camera was introduced in 1982. This was the basis for video endoscopy,
starting with systems where the camera wasmounted on the eyepiece of a traditional
endoscope. The introduction of digital imaging with CCD image sensors in 1985was
a breakthrough. The chips could be miniaturized, and starting in the 1990s whole
imaging procedurewas placed at the tip of the endoscope. Interestingly, the CCDwas
first invented by researchers William S. Boyle and George E. Smith (awarded the
Nobel Prize for Physics in 2009) at Bell Laboratories as a new type of computer
memory. Soon it became apparent that it could be used as a light-sensitive element,
which could capture images similarly to a film in a camera. The fiber bundles and
optics used in fiber endoscopes to guide the light from the tip to the display could be
replaced by simple wires.

Spectral endoscopy has evolved using different (no white light) illumination
techniques and allows the detection or easy diagnosis of additional diseases.
Fluorescence endoscopy is one example of the discriminative power of spectral
endoscopy indicating tumorous growth on the bladder wall. In 2001, Given Imag-
ing [10] introduced the first wireless pill-sized endoscopic capsule with a camera that
is given to the patient for swallowing. With this technique, the small intestine can be
examined, which was not possible before.

Finally, modern endoscopes are combined with other technologies such as
endoscopic ultrasound or confocal endomicroscopy to enhance and optimize com-
plex clinical investigations or treatments.

6.1.2.2 Types and Components of Endoscopes
Typical components of endoscopes are the following:

. tube (either rigid or flexible)

. light source (normally outside the body)

. light delivery system (fiber optics) for illuminating the organ or object under
inspection

. in traditional endoscopes an optical lens or fiber optics system and/or in
video endoscopes an information delivery system [images from CCD or CMOS
(complementary metal–oxide–semiconductor) chip camera]

. a guiding system for additional manipulation (e.g., surgery, flushing) or diag-
nosing systems (e.g., biopsy probe sampling)

. image processing and documentation.

Light Sources Light sources for the illumination of the visual field of endoscopes
(cold light) are typically connected to the endoscope via a flexible fiber-optic cable.
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The most prominent light sources are the following:

. A halogen lamp cold light source is sufficient for most rigid endoscopy using the
eyepiece.

. A metal halide lamp is an often used light source for fiber-optic scopes.

. Xenon is more powerful light source and is essential when dealing with video
endoscopy and reduced light transmission of flexible endoscopes.

. Miniaturized light-emitting diode (LED) (in modern systems directly mounted at
the tip of the endoscope).

. Laser light (for special applications such as fluorescence microendoscopes).

Imaging Depending on the visualization principle different imaging techniques are
applied, such as

. white light imaging

. narrow band imaging

. fluorescence imaging.

The quality and sensitivity of imaging methods are strongly influence by features
such as

. illumination of the region of interest (brightness)

. color fastness, depth of field

. resolution

. contrast

. vignetting

. depth of sharpness

. photosensitivity (electronic image transmission)

. signal-to-noise ratio of the implemented optical and electronic components.

Image Processing Systems in Video Endoscopes Image processing in endoscopy
provides manipulation and enhancement of the video images. Image processing is
a crucial part of the efforts to increase the quality and significance ofmedical images.
Numerous filtering and image quality enhancement techniques (e.g., contrast
enhancement, error reduction, distortion correction) have been introduced for
various modalities and situations.

Visualization andDocumentation Direct visualization of endoscopic images by eye is
being more and more replaced by the introduction of video camera systems that
present the images on a screen. This offers the opportunity for several observers to
observe the endoscopic examination at the same time.

Modern video camera systems consist of an objective, a CCD or CMOS chip and
a control unit mounted within a box. This kind of visualization provides analog or
digital storage of endoscopic images and videos in modern documentation and
clinical information systems. Image documentation is of high relevance for clinical
follow-up and quality management of medical services. Further, the stored digital
data offer new possibilities for digital signal processing, leading to increased quality
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of the images and extraction of new features from these images, increasing the
precision of diagnosis that would not be possible with simple visualization.

Types of Endoscopes

Rigid Endoscope Rigid endoscopes (Figure 6.8) are small tubular telescopes to look
inside the body and, in addition to diagnostic purposes, to carry out surgical
procedures using special endoscopic instruments.

The optical element for rigid endoscopic systems is the telescope. It is an integral
part of the system that provides both the image and the light transmission. The
telescope is both themost expensive andmost fragile part of the endoscope system. In
rigid endoscopes, the optical lens train transfers the image to the eye of the user or to
a videomonitor. The lens train is comprised of precisely aligned lenses, spacers, and
mirrors. Visualization occurs when light is transferred from a light source through
the glass fibers distributed around the lens train. Rigid rod lens optics provides high-
quality endoscopic images [11] (Figure 6.9).

The disadvantage of low light transmission in endoscopes with smaller diameter is
compensated by the use of rod lens systems (Figure 6.9a). Endoscopes with an outer

Figure 6.8 Rigid endoscope: 1, ocular; 2,
focusing; 3, connector for fiber light guide cable;
4, telescope including fiber bundle for light
transmission; optical lens system for image
transmission and depending on application
further channels for any manipulation; 5,
endoscope tip; 6, object to be investigated; 7,
fiber bundle for light transmission; 8, optical

lens system (e.g., rod or achromatic) for
image transmission; 9, objective lens; 10,
illuminated area; 11, changeable direction
of view (e.g., detectable tip); 12, lateral
viewing angle (changeable, e.g., by type of
included objective lens); 13, image of the
object to be investigated within the field
and angle of view.

Figure 6.9 Lens systems in rigid endoscopes: (a) rod lens system; (b) achromatic lens system.
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diameter of 6mm and larger often include achromatic lens systems (Figure 6.9b),
leading to higher stressability by holding nearly the same optical features.

The newest designed rod lens systems in combination with optimized glass fiber
arrangements for lighting provide high-resolution images with sharpness up to the
edges. Recent optical systems provide detailed recognition of the smallest visible
anatomical structures.

A deflectable endoscope tip provides the maneuverability and access required for
endoscopic single-site surgery.

Flexible Endoscope Flexible endoscopes are useful for viewing the inside of, for
example, the stomach and intestines, where the endoscope may have to pass a long
distance into the body, and around twists and curves. Flexible endoscopes are long,
flexible tubes (Figure 6.10). In addition to visual and enhanced diagnostic purposes,
flexible endoscopes enable (as rigid ones) surgical procedures to be carried out using
special endoscopic instruments.

Fiber-optic lines are strands of optical glass (or special optical plastics) as thin as
a human hair that carry digital information over long distances.

The single optical fibers (Figure 6.11) consist of three parts:

. Core: – Thin glass center of the fiber – transmits the light or optical information.

. Cladding: – Outer optical material surrounding the core – reflects the light back
into the core.

. Buffer coating: – Plastic coating – protects the fiber from damage and moisture.

Figure 6.10 Flexible endoscope.

6.1 Photonic Instruments in Medicine j355



The light in afiber-optic cable travels through the core by constantly bouncing from
the cladding based on the principle of total internal reflection (Figure 6.12).

The critical angle jC can be calculated from Snell�s law, putting in an angle of 90�

for the angle of the refracted ray j1. This gives j2, where n1 and n2 are the refractive
indices of core and cladding material, respectively.

j1 ¼ arcsin
n2
n1

� sinj2

� �
ð6:1Þ

with j2 ¼ 90� and sinj2 ¼ 1 is jC ¼ j1 ¼ arcsinðn2=n1Þ.
Thousands of these optical fibers are arranged in a bundle (Figure 6.13). This

bundle is protected by an outer covering. Optical fibers come in two types depending
on the type of light to be transmitted: single-mode and multi-mode fibers. A mode
describes the distribution of light energy across the fiber (the patterns depend on the
wavelength of light transmitted and on the variation in refractive index that shapes
the core).

In fiber-optics endoscopes there are two separate fiber bundles, one for viewing
and the other for transmitting light. The fibers in the viewing bundle are spatially

Figure 6.11 Single optical fiber.

Figure 6.12 Schematic of (a) transmission in glass and (b) total reflection.
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oriented so that the top of the object at one end corresponds to the top of the object
at the other end (Figure 6.13). A lens focuses the image at the distal end and
a magnifying lens enlarges the image at the eyepiece. Light is transmitted from a
remote light source so that there is no heat at the end of the scope. The resolution of
a fiber-optics endoscope is limited to about 100.000 pixels depending on the number
and kind of bundled fibers (leading to an optical resolution of 1 pixel per fiber).

Video Endoscope The electronic video endoscope is based on a rigid or flexible
endoscope and uses a computer chip camera as an imaging device. The most
important part of the camera is a CCD or a CMOS sensor. These sensors convert
the optical image into an electronic signal that is transmitted via wires to an external
microprocessor, whose circuitry converts the signal to a video image, which is then
processed and displayed on a high-resolution monitor.

CCD or CMOS sensors are composed of millions of photodiodes or photogates
(Figure 6.14b), which convert photons into electric current that is later transformed
into voltage, amplified, and converted to a digital form.

The signal path for a single pixel is as follows:

photonsðph s�1Þ� photocurrentðAÞ� chargeðcolumnÞ� voltageðVÞ:
CCD chips have a photoactive (photodiodes/photogates, Figure 6.14b) and a

transmission region (yellow arrows in Figure 6.15). An image is projected through
a lens on to the photoactive region, and each capacitor accumulates an electric charge
proportional to the light intensity at that location. A control circuit then causes each
photoactive region to transfer its contents to its neighbor. This circuit operates as

Figure 6.13 Fiber optic bundle (thousands of optical fibers are arranged in a bundle).
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a shift register (the original task of a CCD), transferring the electric charge
sequentially, row by row, column by column, to a common output structure that
converts the charge to a voltage. The color accuracy of the CCD camera allows
enhanced visualization of reproduced images. Other advantages of the CCD camera
are the improved resolution and quality of the images achieved when three chips are
present (one each for red, blue, and green light). Most small endoscopes use a single
chip in which these color distinctions are created by filters (e.g., Bayer filter).

CMOS chips, likewise, are capable of electronic registration of images projected on
to their surface through the lens of a camera, and also provide image capture to a grid
of pixels formedby photoelectric elements. The resultant electric charges are �read� by
a sensor (Figure 6.15) andaprocess of analog-to-digital signal conversion is required to
produce images that can be stored. In a CMOS sensor – in contrast to the CCD – each
pixel acts as its own independent amplifier of the image signal, which limits noise as
the charge-to-voltage conversion takes placewithin each pixel. However, these sensors
are (still) less sensitive and noisier thanCCDs.Onboth types of chips, the information
is transferred to a controller box for image presentation or storage.

In comparison with CCD sensors, CMOS technology offers improved integration
(more functions on the chip), lower energy consumption, faster processing, less heat

Figure 6.14 Schematic of (a) a photodiode and (b) a photogate of one silicon pixel from a CCD/
CMOS image sensor (þ represents a hole and� an electron) (adapted from [11]).

Figure 6.15 Schematic of CCD and CMOS image sensor arrays. CCDs (left)move photogenerated
charge from pixel to pixel and convert it to voltage at an output node; CMOS (right) imagers convert
charge to voltage inside each pixel (adapted from [11]).
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production, and no smear effects. Additionally, CMOS technology requires fewer
electronic components, which allows such chips to be smaller and more compact.
However, to date, the advantages of CMOS chips often come at the expense of image
quality and device cost. CMOS cameras still generally require companion chips to
optimize image quality (e.g., to compensate for the lower light sensitivity and rolling
shutter effects), which increases costs and power consumption.

Technological developments have allowed the production of CMOS sensors with
high energy efficiency, high spatial resolution, high speed, low power consumption,
and low cost. In the future, CMOS camera endoscopesmight reduce device costs and
facilitate the spread of distal sensor endoscopy. Sophisticated new microlenses with
tiny gaps between them appreciably increase the efficiency of CMOS sensor light
gathering [12–14].

Video endoscope with proximal camera: Conventional rigid and fiber-optic endo-
scopes can be converted to a video endoscope with a proximally mounted video
camera on the eyepiece (Figure 6.16). Input to this sensor is the light transmitted
either through a lens systemor throughfiber bundles (here the quality of the image is
dependent on the quantity and quality of the fiber bundles).

Video endoscope with distal camera: Here the chip camera is mounted directly
behind a lens system on the tip (distal) of the endoscope (Figure 6.17) and replaces
either the lens systemor the viewingfiber optic bundle infiber-optic endoscopes. The
quality of the image is dependent only on the quality of the CCD or CMOS chip
(resolution). These image sensors are smaller than 2mm in diameter. An optical
magnification (zoom) can be added. With this technology, resolutions of �400 000
pixels are typical. The newest processors enhance the image to HD TV 1080i. The

Figure 6.16 Schematic of a video endoscope with proximally mounted video camera.
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resolution of the newest Pentax CCD chip is 1280� 1024 pixels (approximately
1.25 million pixels) and displays at native resolution [15].

High-resolution endoscopes are partly equipped with an optical zooming facility
comprising a movable motor-driven lens in the tip of the scope that, controlling the
focal distance, can move very close to the surface providing the magnified image.
These scopes –magnification endoscopes – are referred to asmagnifying endoscopes
and increase the level ofmagnification, discriminating detail so that suspicious small
lesions in the unmagnified overview image can be detected, reducing the surface area
that is visualized [16].

The images can be further enhanced by the topical application of stains or
pigments such as methylene blue, indigo carmine, and acetic acid, a technique
known as enhanced magnifying endoscopy [17].

Capsule Endoscopy Esophageal capsule endoscopy is a new and exciting technique
that uses a dual-camera wireless capsule endoscope [10], which offers an alternative
approach to visualize the esophagus without the need for sedation, and without
the discomfort and risks of conventional endoscopy. This technique may be helpful
in finding the source of bleeding, pain, or other symptoms that may be coming
from the small intestine, but it is also useful for looking at the colon and other parts
of the body [18].

Capsule endoscopes are approximately 2.6 cm in length, the size of a large pill.
The approved capsule [19] had a camera at one end that took two images per
second as the capsule traveled through the digestive tract. The capsules were
propelled from the mouth to the anus by the peristalsis of the digestive tract, and
the images were transmitted to a recorder worn by the patient. Approximately
50 000 images were collected during the 8 h that the capsule was traveling through
the body, and these were then downloaded to a computer. The associated computer
program was configured to erase duplicate images, so that if the capsule was in

Figure 6.17 Schematic of flexible endoscope with distal mounted camera: 1, working channel/
micro tools; 2, light; 3, tip-mounted camerawith CCD/CMOS chip and lenses; 4, video cable; 5, light
fiber bundle; 6, articulation control wires.
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one location for 15min, not all of the images from that location would be
downloaded. Figure 6.18 shows the scheme and the newest Olympus capsule
endoscope.

Behind real-time monitoring of the capsule�s transition, a system-integrated
workstation contains software with overview and express viewing functions to
shorten the time spent analyzing results (Figure 6.19). These functions are based
on analysis of the motion grade between consecutive images to help decrease the
number of redundant images for more efficient analysis (Olympus WS-1).

However, many of the already performed outcome studies have potential biases
and confounding and do not provide sufficient evidence to determine the effect of
capsule endoscopy on patient health outcomes. The use of capsule endoscopy of the
colon allows visualization of the colonic mucosa in most patients, but its sensitivity
for detecting colonic lesions is (so far) lower than with the use of optical
colonoscopy [20].

Figure 6.18 Capsule endoscope (Olympus EC Type 1). (a) Schematic diagram of the capsule
endoscope; (b) the capsule endoscope and its ingestion.
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6.1.2.3 Advantages and Disadvantages of Endoscopy
Advantages are:

. Enhances diagnostics (direct viewing interior of an organ often improves deter-
mination of the cause of disease or complication and is very helpful in establishing
a diagnosis).

. Minimum stress and mortality.

. Faster recovery after intervention.

. Offers parallel interventions (e.g., biopsy probe sampling, endoscopic
ultrasound).

Disadvantages are [21]:

. Requires rather expensive equipment and specialized setup.

. Biopsies are usually adequate but not as good as full thickness.

. Cannot examine every part of the organ (depending on diameters and bending
radius) and lesions and other problems may be beyond the reach of the
endoscope.

. Cannot determine if an ulcer is going to rupture or bleed.

. There is a small chance of herniation of abdominal contents after laparoscopy.

. There is always the possibility of the introduction of an unsterilized instrument
into the body.

. Inexpert handling of the endoscope may lead to a punctured organ with variable
effects.

Figure 6.19 Workstation (OlympusWS-1) with overview and express-viewing facilities to optimize
analyzing efforts.

362j 6 Instruments in Biotechnology and Medicine



. Reactions to the sedation can occur, although they are rare. For this reason,
breathing, blood pressure, heart rate, and oxygen level have to be monitored
during endoscopy.

6.1.2.4 Application Fields
The following conditions and illnesses aremost commonly investigated or diagnosed
with an endoscope:

. breathing disorders

. chronic diarrhea

. incontinence

. internal bleeding

. irritable bowel syndrome

. stomach ulcers and helicobacter

. urinary tract infections.

The choice of endoscope depends on which part of the digestive tract is to be
examined. Some types of endoscopes and the areas of the body that they are used to
view are listed in Table 6.1.

6.1.2.5 Combination of Standard White Light Endoscopic with Other Diagnostic
Methods
Light interacts with tissue in a variety of ways, including absorption, fluorescence,
elastic scattering, and Raman scattering. These interactions enable a number of
promising technologies to be considered for endoscopic diagnosis. Other diagnostic
procedures include cell and tissue sample collection by brush or biopsy forceps.

Some of the most promising newer methods combining with traditional endos-
copy are briefly described below.

Fluorescence Endoscopy In contrast to the anatomical information provided by
white light endoscopy (based mainly on the analysis of reflected light), fluorescence
imaging provides biochemical and metabolic information [23] (Figure 6.20).

The principle of fluorescence diagnosis is based on the interaction between light at
a specific wavelength and fluorophores in tissue. Light sources that can be used
include incoherent light sources (e.g., xenon) and monochromatic laser light. When
light penetrates tissue, it causes not only reflection and absorption, but also
fluorescence. Depending on the fluorophore used, only light at a specific wavelength
is maximally absorbed, and in turn variably emitted. As a result of the stimulation
process, blue stimulation light, for example, loses some of its energy and is therefore
given off as longer wavelength green or red fluorescence [24] (Figure 6.21). �Color
differences� between, for instance, normal and neoplastic tissue arise here as a result
of endogenous and exogenous fluorophores [25].

Fluorescence endoscopy is a wide-area imaging technique, with the ability to
examine rapidly a large surface area of various organs such as gastrointestinal
mucosa, bladder, or lung to detect small areas of dysplasia or cancer. It has potential
in diseases such asBarrett�s esophagus, ulcerative colitis, and gastric cancer, inwhich
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Figure 6.20 Interaction of light with tissue.

Figure 6.21 Schematic of fluorescence endoscope (adapted from [23]).
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large areas of mucosa may harbor areas of dysplasia or superficial cancer not visible
on conventional or high-definition white light endoscopy [26].

Fluorescence spectroscopic techniques are classified into two main types: auto-
fluorescence diagnosis (using endogenous fluorophores), which utilizes inherent
tissue autofluorescence, and photodynamic diagnosis (PDD) (exogenous fluores-
cence) using fluorescent drugs called photosensitizers, which react to various
wavelengths of light [24].

When tissue is illuminated with UV or short-wavelength visible light from a laser
source or a filtered lamp, fluorescence light of a longer wavelength is emitted by
endogenous molecules (fluorophores) within the tissue. This �autofluorescence�
arises from several components of connective tissues (collagen, elastin), cellular
metabolism-related coenzymes, aromatic amino acids, by-products of heme biosyn-
thesis, and lipopigments. Different excitation wavelengths activate different groups
of fluorophores, each of which emits in a different range of wavelengths.

As their excitation and emission bands are fairly broad and often show spectral
overlapping, it is still difficult to distinguish between these fluorophores. It is only
when a suitable stimulation wavelength is selected that the individual fluorophores
causing autofluorescence can be distinguished. A number of different pathological
processes (neoplasias, inflammation, and ischemia) affect the metabolic, oxidative
condition of the cells and thus their autofluorescence [24].

In contrast with autofluorescence, various exogenous photosensitizers (e.g.,
porphyrins) are used when fluorescence is induced by a drug in the PDD technique.
However, the use of exogenous substances that produce a stronger and clearer
fluorescence signal because of comparatively specific accumulation also has
some disadvantages. In addition to the necessity to administer a chemical substance
to the patient, it is often associated with brief but non-negligible photosensitization
of the skin, so that the patient needs to be protected from sunlight for about
a day [27].

The detection of abnormal lesions with autofluorescence depends on changes in
the concentration or depth distribution of the endogenous fluorophores, changes in
the tissue microarchitecture, or both, including altered mucosal thickness or blood
concentration, that can affect the fluorescence intensity or spectrum because of
wavelength-dependent light absorption. With exogenous fluorophores, lesion detec-
tion is based on selective drug uptake or retention by a target tissue relative to the
uptake by normal tissue.

Endomicroscopy The Pentax confocal laser endoscope [28] and the Leica FCM1000
endoscopic confocal microscope (especially for animal experiments) [29] represent
a fusion of endoscopy and confocal microscopy.

The components of a confocal laser endoscope are based on the integration of a
confocal laser microscope in the distal tip of a conventional video endoscope, which
permits confocal microscopy in addition to standard video endoscopy. The diameter
of both the distal tip and the insertion tube is less than 13mm. The distal tip contains
an air and water jet nozzle, two light guides, an auxiliary water jet channel (used for
topical application of the contrast agent) and a 2.8mmworking channel. Actuation of
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the imaging plane depth relative to the surface of the tissue is controlled using two
additional buttons on the endoscope control body.

To create confocal images, blue laser light is focused on the desired tissue via the
distal end. Applied fluorescent materials are excited by the laser light, and the special
confocal optical unit (Figures 6.22 and 6.23) detects exclusively the fluorescing light
in an exactly defined horizontal level. This produces high-resolution microscopic
images, making it possible to assess structures down to the size of the cell nucleus
(Figure 6.24).

In vivo confocal laser endomicroscopy is a newly developeddiagnostic tool allowing
virtual in vivo histology of the mucosal layer during ongoing endoscopy.

Summarizing the features of endomicroscopy, one can state the following char-
acteristics and possibilities:

. In vivo microscopy during routine endoscopy.

. Real-time tissue diagnosis.

. Very high precision and correlation with histology.

. Simple pattern classification for diagnosis.

. Detection of neoplasias and Helicobacter pylori possible.

. Penetration into deeper layers (0–250 mm).

. Cell nucleus can be imaged in conjunction with topical staining.

. Vascular morphology can be assessed.

. Tissue can be examined over a greater area.

. No substantial material consumption (stains).

Figure 6.22 Schematic of confocal laser optical unit.
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. Future (currently the only) technology platform for gastrointestinal molecular
fluorescence markers.

The potential benefits can be summarized as follows:

. Early, improved tumor detection in a curable stage as a promising strategy for
reduction of tumor mortality.

. Fewer conventional biopsies thanks to specific �smart biopsy.�

. Optimized work processes in endoscopy (e.g., immediate therapeutic decision).

. Incorporation of progress from the fields of immunology and genomics in
endoscopy (molecular markers).

. Efficient use of new, specific therapeutic measures (e.g., microscopic/molecular
monitoring of efficacy).

Endoscopic Ultrasound Diagnostic procedures include the use of ultrasound-
equipped endoscopes to evaluate blood flow or provide imaging of lesions. Endo-
scopic ultrasound can provide information (e.g., the depth and extent of lesions) that
is not available via conventional endoscopy. Endoscopic ultrasound is increasingly
used to assess gastrointestinal and lung diseases [30].

Further Approaches Chromoendoscopy still holds a place for detecting especially
flat lesions in high-risk patients such as those with ulcerative colitis. Digital
chromoendoscopy techniques such as narrow-band imaging (NBI), i-scan, and Fuji
intelligent chromoendoscopy offer new possibilities of easily and reversibly obtain-
ing enhanced tissue contrast. Autofluorescence imaging uses tissue function to yield
a pseudocolored image, and has the potential to serve, for example, as a red flag
technique for the detection of neoplastic lesions [31].

Figure 6.23 Distal part of a confocal laser endoscope [28]: 1, confocal microscope; 2, air/water
nozzles; 3, water jet; 4, objective lens; 5, instrument channel; 6, light guide.
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Reflectance spectroscopy is an emerging technology which provides rapid and safe
evaluation of tissue for dysplasia and ischemia. The probe-based devices can be
passed throughmost endoscopes.Current applications include detection of dysplasia
in Barrett�s esophagus, colitis, and colon polyps [32].

6.1.2.6 Some Trends in Endoscopy
Colorectal cancer (CRC) is the second leading cause of cancer death, after bronchial
carcinoma, in theWest. Current estimates suggest that the disease affects in excess of
22 000 and 148 000 people annually in the UK and the US, respectively, where 50%
die as a consequence of their disease [33]. Newdata suggest that early-stage disease (if
diagnosed correctly in time) can be treated with �curative intent� using novel
endoluminal resection techniques such as endoscopic mucosal resection (EMR)

Figure 6.24 Colorectal cancer: screening with PENTAX 3618 endomicroscope. (a) Scheme of
a horizontal slice; (b) conventional histology, horizontal slice; (c) endomicroscopy, horizontal slice
(images courtesy of Uniklinik Mainz/Kiesslich).

6.1 Photonic Instruments in Medicine j369



and endoscopic submucosal dissection (ESD). Furthermore, novel adjunctive endo-
scopic imaging technology in the form of high-magnification endoscopy, colonic
chromoscopy, confocal laser scanning endomicroscopy, NBI, �mini probe� endo-
scopic ultrasound, and autofluorescence now offer the endoscopist an unparalleled
choice of diagnostic tools that improve early recognition of, for example, neoplastic
disease and in general allow accurate in vivo morphological and now histopatholog-
ical interpretation, in addition to �on-table� staging to enhance patient selection for
further endoscopic surgical treatment. These technologies will be partly combined in
the near future and enhanced by applying sophisticated imaging and image proces-
sing techniques.

NBI dramatically improves the detection of premalignant and early neoplastic
lesions, particularly in combination with magnifying endoscopy. This allows the
endoscopist to accomplish accurate diagnosis and better targeting of biopsy and
improved andmore appropriate treatment, and thereby contribute to optimal quality
of life and patient survival [34].

Huang et al. [35] introduced integrated Raman spectroscopy and trimodal (white
light reflectance, autofluorescence, and narrow-band) imaging techniques for real-
time in vivo tissue Raman measurements with endoscopy. A special 1.8mm
endoscopic Raman probe with filtering modules was developed, permitting effective
elimination of interference of the fluorescence background and silica Raman in
fibers while maximizing tissue Raman collections. They demonstrated that high-
quality in vivo Raman spectra of the upper gastrointestinal tract can be acquired
within 1 s or less under the guidance of wide-field endoscopic imaging modalities,
greatly facilitating the adoption of Raman spectroscopy into clinical research and
practice during routine endoscopic inspections.

Advances in optical coherence tomography (OCT) may lead to a new class of
endoscopic, image-guided therapies that target disease with microscopic precision.
Fibered OCT in conjunction with natural orifice transluminal endoscopic surgery
(NOTES) could provide a facility for rapid, in situ pathological diagnosis of intra-
peritoneal tissues in a truly minimally invasive fashion [36].

Further enhancements in software technology and image processing will lead to
3D surface reconstruction from endoscopic images [37] in combination with 360�

forward life view (augmented reality) [38] and additionally displayed patient data for
optimum (and automatic) navigation.

Lasher et al. [39] applied spatialmodeling and analysis of living cardiac tissue based
on 3D image data obtained by scanning confocal microscopy. For that purpose, they
developed a novel method for the local delivery of fluorescent dye and labeling of
cardiac tissue, which they characterized with standard inverted and catheter-based
confocal microscopy systems. They introduced a methodology to process stacks of
microscopic images and applied it to obtain detailed spatial models (Figure 6.25) and
quantitative data on cardiac microstructure. These models and data promise to
constitute an important input for tissue characterization and computational model-
ing of cardiac function.

Further, molecular imaging is a rapidly growing new discipline, for instance in
gastrointestinal endoscopy. It uses the molecular signature of cells for minimally
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invasive, targeted imaging of gastrointestinal pathologies. Molecular imaging com-
prises wide-field techniques for the detection of lesions and microscopic techniques
for in vivo characterization. Exogenous fluorescent agents serve as molecular
beacons and include labeled peptides and antibodies, and probes with tumor-specific
activation. Most applications have aimed at improving the detection of gastrointes-
tinal neoplasia with either prototype fluorescence endoscopy or confocal endomicro-
scopy, and the first studies have translated encouraging results from rodent and
tissue models to endoscopy in humans. Even with the limitations of the currently
used approaches, molecular imaging has the potential to impact greatly on future
endoscopy in gastroenterology [40].

Virtual endoscopy is an imaging test. It uses a special computed tomography (CT)
(or other modality) scan to look at the inside surfaces of organs such as the lungs
(virtual bronchoscopy) or colon (virtual colonoscopy, also called CT colonography).
Patients have the procedure just as they would any other CTscan – that is, they lie still
on a table while a large ring (the CT scanner) passes over the part of the body being
imaged. Unlike normal CTscans, which result in images in two dimensions, virtual
endoscopy uses a computer to combine many images to create a 3D picture. Doctors
can even use the images to create a black-and-white �fly-through� view on the screen,
which looks much like it would if they were performing an actual endoscopy.

In recent years, endoscopic image quality has improved as the devices have
advanced technologically. Although techniques such as chromoendoscopy, high-
resolution and magnification endoscopy, narrow-band imaging, and autofluores-
cence imaging improve the visualization and detection ofmucosal and other lesions,
biopsy of the targeted lesion must still be performed for a formal histological
diagnosis of cellular and architectural atypia. It would be ideal if a definite diagnosis
could be made during endoscopy without a biopsy.

Figure 6.25 Three-dimensional model of ventricular tissue shown from endocardial surface. The
model includes 11 complete myocytes and 11 partial myocytes (scale: 50mm) (courtesy of
University of Utah, Salt Lake City/Sachse and � 2009 IEEE [35]).
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Virtual endoscopy has some advantages over standard endoscopy in that it is
noninvasive and does not require any type of anesthesia. It also allows the doctor to
change the angle or magnify the image, which can help with diagnosis. However,
there are also some disadvantages. Although virtual endoscopy does show good
detail, it is not quite as good at showing fine detail as standard endoscopy (for
example, it cannot show color differences). It also exposes the patient to some
radiation – about the same amount as a standardCT. Finally, because it is not invasive,
it does not allow the doctor to take biopsy samples while it is being done. This means
that if something abnormal is found, the patient may still need a standard endoscopy
so that a biopsy sample can be taken.

6.1.3
Noninvasive Diagnostics – Photoplethysmography

6.1.3.1 Introduction
Photoplethysmography (PPG) is an optical measurement technique that can be
applied to determine changes in blood volume in the microvascular bed of body
tissue. It utilizes the optical characteristic of blood to absorb light strongly. It is
applied on the surface of the skin, usually a finger tip or an earlobe, and working with
light in the visible orNIR spectrum [41]. Therefore, it is an absolutely noninvasive and
nonhazardous method.

There is a wide range of clinical applications, most commonly pulse oximetry to
monitor blood oxygen saturation, but also various diagnostic methods to assess the
cardiac and the vascular system. The technical effort and its handling are relatively
small and simple compared with other assessment techniques such as vascular
catheter or CT. Basically, the technical equipment consists of only two optical
elements: a light source to illuminate the region of interest and a photodetector to
measure the intensity variations of light beyond the volume. This correlates with the
changes in blood volume in the examined body part, representing the peripheral
pulse wave and therefore providing information about the cardiovascular system.

6.1.3.2 Characterization of the PPG Signal
The PPG signal consists of a pulsatile component, the AC component that results
from the small variations in the blood volume during a heart period and a DC
component that is related to the tissues surrounding the vessel and the basic average
blood volume.

Hertzman, who was one of the pioneers in the field of PPG, and Spealman first
described the characteristics of the pulse wave form in 1937 [42]. They defined two
phases, first the rising edge of the pulse associated with the systole, and second
the falling edge of the pulse associated with the diastole and the peripheral wave
reflections (Figure 6.26). Also a dicrotic notch in the second phase is typical for
subjects with normal compliance of arteries. The DC component can also vary,
mainly due to respiration and vasomotor activities.

In several studies on the ability of PPGto assess the vascular system,many features
of the pulse wave formhave been investigated, such as the rise time, the pulse-transit
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time (PTT) [time from the R wave in simultaneous electrocardiogram (ECG)
recording to the maximum amplitude of pulse wave], the amplitude and shape,
and also the variability of these parameters [43].

6.1.3.3 Signal Acquisition
Several studies [44–46] have found that themain factors affecting the amount of light
received by the optical detector are the following:

. blood volume

. movement of blood vessel walls

. orientation of the red blood cells.

Another important aspect is the choice of wavelength that is used. There are three
limiting considerations:

1) The optical characteristics of water, which is themain constituent of body tissue,
need to be considered. It absorbs light strongly at the UV and long infrared (IR)
wavelengths and therefore inhibits the light frompassing on to the blood vessels.
At the visible andNIRwavelengths the absorption ofwater isweaker, hence these
wavelengths are usually used for PPG [47].

2) The isosbestic wavelengths play an important role, especially for the measure-
ment of blood oxygen saturation. At these wavelengths compared with others
there is no significant difference in the absorption between oxyhemoglobin and
reduced hemoglobin. Hence the PPG signal is independent of the amount of
oxygen in the blood volume [48].

3) The tissue penetration depth is also dependent on the operating wavelength [49].
It has been proven that light with longer wavelength can penetrate deeper into
the tissue than light with shorter wavelength; for example, for a wavelength of
600 nm the penetration depth is 0.55mm, whereas for a wavelength of 1000 nm
it is 1.5mm [50].

Figure 6.26 Typical PPG signal and extracted parameters in relation to ECG.

6.1 Photonic Instruments in Medicine j373



Modern PPG sensors are usually built with semiconductor technology with LED
and photodetector devices working at the red and NIR wavelengths (600–1000 nm).
LEDs have several advantages compared with conventional illuminants:

. a narrow bandwidth

. compactness and robustness

. long operation time

. relative independence of temperature [51].

There are two different measuring realizations available (Figure 6.27). In the
transmission mode, the tissue sample is placed between the light source and
the photodetector. Therefore, its application is limited to only very few body parts
that are thin enough to pass light. In the reflection mode, the light source and the
photodetector are placed on the same side of the sample.

Several requirements have to be met to minimize measurement errors:

. Good contact with the skin.

. Movements between the sample and the sensor should be avoided.

. Probe attachment with a dark cuff and damping light in the measurement area,
hence the signal is not influenced by ambient light interactions with the sensor.

. Filtering and artifact reduction by suitable electronic components and signal
processing techniques.

6.1.3.4 Clinical Applications

PatientMonitoring – Blood Oxygen Saturation, Heart Rate The development of pulse
oximetry is one of the most important improvements in the field of clinical
monitoring in the last few decades. It involves the determination of the amount
of oxygen in the blood and also the observation of the heart rate. Simple
handling and rapid results acquisition allow application in many fields, such as
in hospitals and in emergency medical care, and also in sports medicine and
veterinary medicine.

For the calculation of the blood oxygen saturation, two different wavelengths are
required, one in the red light and the other in the NIR light band. At these
wavelengths, the absorption characteristics of oxyhemoglobin (HbO2) and reduced

Figure 6.27 The principle of transmission mode and reflection mode.
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hemoglobin (Hb) are different. From the amplitudes at both wavelengths the oxygen
saturation (SpO2) can be calculated:

SpO2 ¼
HbO2

HbO2 þHb
: ð6:2Þ

To determine the impact of ambient light, a measurement without a signal of the
light source as a reference is performed, and the resulting absorption amplitudes are
subtracted from the original result of measurement. Usually an empirically derived
calibration curve is needed [51, 52].

Since the ACcomponent is synchronouswith the heart beat, the PPG signal can be
used to provide the heart rate, which is also an important parameter inmonitoring of
patients. A typical example of a pulse oximeter is shown in Figure 6.28.

Continuous Blood Pressure Measurement The determination of the arterial blood
pressure is very important in the monitoring of patients, especially in intensive care
units. Usually an invasive catheter is needed to provide this information. However,
thismethod carries somedisadvantages for the patient, such as the risk of infection or
the dependence on hospitalization. Several studies have shown that a beat-to-beat
evaluation of the changes in blood pressure [blood pressure variability (BPV)] is
a potential tool for diagnosing cardiovascular diseases and for risk stratification.

The Finapres� (now Portapres�) device (Figure 6.29) was one of the first medical
instruments that provided noninvasive and continuous tracking of the blood

Figure 6.28 Pulse oximeter (Covidien-Nellcor�); transmission mode, display with blood oxygen
saturation (left) and heart rate (right).
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pressure wave form. It was developed in the 1980s and is based on the volume-clamp
method that was first introduced by Penaz in 1967 [53]. With this method, the finger
arterial pressure is measured using a finger cuff and an inflatable bladder in
combination with an IR PPG sensor. The IR light is absorbed by the blood and the
pulsation of arterial diameter during a heart beat causes a pulsation in the light
detector signal. The first step in this method is determination of the proper unloaded
diameter of the finger arteries, the point at which finger cuff pressure and intra-
arterial pressure are equal. Then the arteries are kept at this unloaded diameter by
varying the pressure of the finger cuff. Hence the cuff pressure provides an indirect
measure of intra-arterial pressure [53, 54].

In several studies, parameters from the BPV provided by the Finapres were
analyzed in order to examine the autonomic regulation system. For example, it was
shown that measures from BPV analysis revealed highly significant differences
discriminating patients with dilated cardiomyopathy from a reference group [55]. In
another interesting study, it was found that the analysis of the baroreflex sensitivity is
a potential tool in the prediction of pre-eclampsia, which is the most dangerous
complication in pregnancy [56]. For the calculation of the baroreflex sensitivity, the
determination of beat-to-beat changes in blood pressure is required. Furthermore,
subjects with acute schizophrenia showed a reduction in baroreflex sensitivity
(calculated from blood pressure and heart rate) accompanied by tachycardia and
greatly increased left ventricular work index [57].

Assessment of the Peripheral Vascular System Arteriosclerosis and the resulting
peripheral arterial occlusive disease (PAOD) play a significant role in arterial
diseases, especially in elderly patients. It is also correlated with an increased risk
of coronary artery disease and stroke. The PPG provides a potential diagnostic
method as the peripheral pulse is usually damped, delayed, and diminished accord-
ing to the stage of disease [58, 59]. In general, this is diagnosed through a site-to-site
comparison, mostly performed at the lower limbs. A study by Simonson et al. [60]
found significant changes in the rise time in impaired arteries. The potential of
differences in PTT between the left and the right sides was further stated in recent

Figure 6.29 Portapres� (Finapres Medical Systems BV) blood pressure monitor; inflatable finger
cuff and control unit.
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studied [61, 62]. It was also shown that frequency analysis of the PPG signal can reveal
differences betweenhealthy arteries and thosewith arteriosclerosis [63]. The shape of
the pulse wave also contains diagnostic information. This was proven by Allen and
Murray applying a neural network for classification [64]. They also introduced the
shape index as a measure of the abnormal distortion of the pulse contour that
provided a very high accuracy of >90% [65, 66].

A further new development is the application of photoplethysmography for the
determination of the ankle brachial index (ABI). This is usually performed by using
two pressure cuffs placed on the upper arm and lower limb (Figure 6.30) and a pocket
Doppler ultrasound device. The ABI test is a potential method for the noninvasive
assessment of PAOD [67]. Studies have shown a sensitivity of 90% with a corre-
sponding 98% specificity for detecting hemodynamically significant stenosis (diam-
eter of occlusion >50%) in major leg arteries [68]. The Doppler device registers the
peripheral pulse while the pressure cuffs are inflated over the artery until the pulse

Figure 6.30 The principle of arrangement for measuring ABI.
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ceases. The cuff is then slowly deflated. The corresponding pressure at the moment
the pulse signal returns provides the systolic blood pressure reading for the given
artery. A recently developed device (Figures 6.31 and 6.32) uses a PPG sensor
instead of the Doppler device to detect automatically the diminishing and return
of the pulse wave.

Figure 6.31 Placement of the pressure cuff and the PPG sensor on the left arm for determining the
ABI (Vascular Explorer, enverdis GmbH, Jena).

Figure 6.32 Display of the peripheral pulsewave in themeasured limb: top left, right arm; top right,
left arm; bottom left, right leg; bottom right, left leg.Marker represents the artery occlusion pressure
which is the moment when the pulse wave disappears.
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Further, chronic venous insufficiency can be detected with PPG by analyzing the
DC component. The amount of blood increases in the venous system in a standing
position due to the damaged valves in the vessels. This volume increase can be
tracked with PPG. This method is also known as light reflection rheography [69, 70].

Assessment of the Microvascular Blood Flow In peripheral tissues, oxygen is
distributed by the capillaries to the cells (Figure 6.33). Due to their small diameters,
conventional techniques such as angiography and ultrasound are not capable of
analyzing these vascular segments. �Tissue photospectrometry� is a technique to
provide information on the condition of the microvascular system.

Measurement of the tissue perfusion is important for the assessment of, for
example, viability andwound healing. A new technology which is realized in theO2C
(Oxygen to See; LEAMedizintechnik, Giessen, Germany) (Figure 6.34) is a multiple-
channel system which makes it possible to determine perfusion quantities and
oxygen values within different tissue depths. This technology is a combination of
laser Doppler spectroscopy for determination of blood flow and white light spec-
troscopy for determination of blood oxygen saturation and the amount of hemoglobin
(Figure 6.35). Laser light determines perfusion quantities in tissue. ADoppler shift is
caused by themovement of the red blood cells. ThisDoppler shift of the detected laser
light is analyzed and displayed as the blood flow velocity (laser device class 3 B,
protective class I, wavelength 830 nm, power <30mW). The detected laser signal
correlates with the number of moving red blood cells within the tissue. This quantity
and the blood flow velocity are used to calculate the blood flow. Different applications

Figure 6.33 The capillary system.
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at the skin and in internal organs and the intestinal tract are possible using flexible
glass fiber probes. Applying this technology allows the assessment of the healing of
wounds, for example in patients with diabetic foot ulcers [71]. Another approach
showed that the combined use of laser light spectroscopy and PPGallows continuous
and noninvasive monitoring of organ reperfusion and oxygen metabolism during
simultaneous pancreas–kidney transplantation [72].

Figure 6.34 Principles of measurement of the
microvascular blood flow and oxygen saturation
(LEAMedizintechnik, Giessen). The O2Cworks
simultaneously with white and laser light. The
light in tissue is scattered at the mitochondria

and reflected to the surface. There it is detected
and analyzed. The white light allows the
determination of the oxygen saturation. The
shift in frequency of the laser light carries
the information about the blood flow.

Figure 6.35 (a) Display of the O2C: continuous
data on oxygen saturation and blood flow over
time (top); instantaneous values of oxygen
saturation and blood flow in different tissue

depth (right); spectrum and observation of
signal quality (bottom left). (b) Sensor with
white light and laser light source and detection
unit.
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6.1.3.5 Summary
Photoplethysmography is a technology that has a wide range of applications in
the assessment of the cardiac and vascular system. It is a noninvasive, simple, and
inexpensive method. The improvements in semiconductor optical components
and computer-based signal processing have further increased its abilities. Conclu-
sively PPGhas great potential in the field of cardiovascular screening andmonitoring
of patients.

6.1.4
Noninvasive Diagnostics – Ophthalmology

6.1.4.1 Introduction
Ophthalmology is concerned with diseases and dysfunctions of the human eye,
including structures surrounding the eye such as the retina, pupil, iris, vitreous body,
and gland of the eye. The human eye is a complex photosensitive organ that enables
analysis of the form, light intensity, and reflected light to be performed. Therefore,
the eye contains different functional components: a lens system which focuses the
image, a nervous system, and a layer with photosensitive cells that collect, process,
and assign information to the brain [73]. The structure of the eye is shown in
Figure 6.36. The eye consists of three layers, the outer, themiddle, and the inner layer.
The outer layer includes the cornea and the sclera and themiddle layer consists of the
iris, ciliary body, and choroid. The inner layer consists of the retina (nervous tissue),
which is part of the optical nerve system and converts the light in electrical impulses.

The inner layer of the eye can be divided into different compartments: the anterior
chamber, posterior chamber, and vitreous chamber [73, 75, 76]. The principle of
image formation in the eye is demonstrated in Figure 6.37. A light beam is travels
through the cornea, where the light is refracted and passes through the lens.

Figure 6.36 Structure of the eye [74].
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The iris is located between the cornea and the lens and controls the size of the
incoming light beamby the pupil. The lens focuses the light at the retina. The retina is
a light-sensitive tissue where an inverted image of the visual field is formed [73].

Alterations in the eye are related to diseases such as hypertension and blinding
conditions generated by glaucoma and macular degeneration [77]. In the following,
some of the most important eye diseases are briefly described.

A scotoma is an area of partial or complete blindness within the visual field. The
defect ranges from barely detectable loss of visual acuity to absolute blindness. It is
due to retinal choroid or optic nerve disorder. There are three types of scotoma:
absolute, relative, and scintillating scotoma [78].

A cataract is a gradual thickening of the lens that causes the lens to become so
clouded that light is either distorted or cannot reach the back of the eye (the retina) for
transmission to the brain [79]. It is opacity to different degrees of the lens of the
eye [80]. Cataracts are the leading cause of treatable blindness in all areas of theworld,
especially in adults with an age of 55 years or more [81].

Glaucoma is a progressive disease of the optical nerve. Among other reasons it can
be based on increased intraocular pressure (IOP). There are two main types of
glaucoma: angle-closure glaucoma and open-angle glaucoma. For open-angle glau-
coma, the risk increases with, for example, age over 45 years, family history of
glaucoma, diabetes. or low blood pressure, and for closed angle glaucoma it increases
with, for example, age over 55 years (especially in females), family history of
glaucoma, or the use of certain drugs with cholinergic inhibition [82].

The macula is the part of the eye that is needed for seeing fine detail and central
vision. Degenerative changes in the macula results in state known as macular
degeneration. The disease is due to no apparent cause and usually occurs after the
age of 50 years. The first symptom of macular degeneration is the painless loss of
central visual acuity [83].

Keratoconus is characterized by a conical, usually bilateral, central deformation of
the cornea with parenchymal opacification and thinning of the cornea. The risk of
keratoconus increases with family history of the disease, and women are more likely
to be affected than men [84].

There are different methods to diagnose the discussed diseases, outlined below.
One of the simplest methods for examining the anterior eye segmented is the slit

lamp. The slit lamp (e.g., Slit Lamp SL 130, Carl ZeissMeditec, Jena, Germany [85]) is

Figure 6.37 Process of a light beam in the eye (adapted from [76]).
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an instrument that consists of a high-intensity light source that can be focused to
shine in a thin beam that is usually combined with a microscope. A variable narrow
light beam (e.g., 1–2mm) is focused on the curved surface of the cornea. This allows
an optical section through the clear segments of the eye tissue. The split lamp is used
for the examination of ocular tissue and surface, especially corneal injury. If the
observer is using various handheld or split lamps equipped with lenses, it is possible
to visualize the optic nerve, posterior vitreous, and retina [86].

The following sections discuss some of the common diagnostic methods (e.g.,
corneal topography, perimetry, scanning laser polarimetry, and wave front analysis)
and their applications and give an overview of typical components, advantages,
and disadvantages.

6.1.4.2 Corneal Topography
Corneal topography or videokeratography (see Figure 6.38) is a method for mapping
the surface curvature of the cornea.

The patient is looking into a light bowl that consists of a pattern with concentric
rings (placido disc). The light ring of the placido disc (Figure 6.39) shines on to the
corneal surface. In the center of the placido disc an aperture measures the reflected
rings from the cornea using a CCD camera.

The results are displayed in a color-coded topographic map of the cornea and
computer software calculates different parameters characterizing the corneal sur-
face [88–90]. An example of a pupil videokeratoscopic image is shown in Figure 6.40
and a color-coded topographic map is depicted in Figure 6.41 [87, 90].

Figure 6.38 Atlas Model 9000 (Carl Zeiss Meditec, Jena).
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Applications Corneal topography is used for fitting contact lenses and identifying
distortions such as keratoconus or scarring of the cornea. It is also needed for the
evaluation of patients before and after surgical procedures. Another application of
corneal topography is the analysis of the degree of corneal steepness [88, 91].

Typical Components of a Corneal Topographer A corneal topographer consists of
a placido disc. The placido disc is a flat, lit disc and is composed of a pattern of
concentric dark and light rings such as black and white rings. Aplacido disc can have

Figure 6.39 Structure of the placido disc with a cone of focus and the corneal surface where the
placido rings are projected (adapted from [87]).

Figure 6.40 Videokeratoscopic image showing the projected rings from the placido disc on the
corneal surface.
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different sizes (a small or a large placido disc target) depending on the number of
rings and the producer. In front of the placido disc the patient is held still by a chin
rest. Another component of a corneal topographer is an imaging system with
objective lens and a camera recording the reflected pattern of the cornea. The data
analysis is performed by a computer system.

There are two approaches concerning the placido disc: on the one hand (I) the use
of a large placido disc target and a longworking distance to project images ofmires on
to the corneal surface and on the other (II) a small placido disc target with a short
working distance [91, 92].

Corneal topography is a noninvasive, painless, and rapid method. The measure-
ment has the ability tomeasure directly in the corneal height, detect irregular corneal
surfaces, and perform analysis accurately across the whole cornea [91]. Approach I
has the advantage of less critical focus whereas approach II has greater potential
coverage of the corneal surface [92].

Corneal topography consisting of a large placido disc target and a long working
distance (approach I) has the disadvantage of corneal shadows created by the brow
and the nose. The disadvantage of the small placido disc target with a short working
distance (approach II) is higher sensitivity to errors in focusing [92].

6.1.4.3 Perimetry
Perimetry uses different light sensitivities to verify the visualfield.Here the patient is
seated in front of the bowl and is held still with a chin andhead rest. Figure 6.42 shows
the principle of perimetry.

Figure 6.41 A color-coded topographical map displaying the curvature, elevation, and corneal
wavefront. Blue represents the flattest area and red the mean steepness.
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A light target is projected on a defined background (Goldmann perimeter). If the
patient recognizes the light target he/she presses a button. This procedure is used
for many light targets from different peripheral points. These recognized points are
then plotted in the graph of the visual field [94].

Perimetry includes kinetic perimetry and static perimetry; both methods can be
performed manually or automatically. In recent years, fundamental findings of
automatic perimetry were reported [95, 96]. The Humphrey matrix perimeter was
developed by Carl ZeissMeditec AG (Figure 6.43) and is an example of an automated
perimeter.

Applications Perimetry is used to explore the boundaries of the visual field,
identifying visual abnormalities. Perimetry detects vision loss in the peripheral
visual field caused by glaucoma and detects scotomas [97].

Typical Components of a Perimeter Themajor component of a standard perimeter is
a hemispherical bowl with a white surface and a radius of 30 cm (Goldmann bowl).
The patient is held still in front of the bowl by afixationmechanism and in the back of
the bowl is a telescope allowing the observer to adjust the patient�s position. A
light target is projected on to the inside of the white surface and its intensity and
size are varied.

The basic equipment of an automated perimeter is a hemispherical bowl or
a spherical Goldmann bowl, a patient fixation system such as a chin rest and
head rest, a signal button, a monitor (flat-screen monitor) for real-time display, and

Figure 6.42 Scheme of perimetry with a Goldmann perimeter. The Goldmann chart represents the
peripheral boundary of the visual field (adapted from [93]).
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a computer system. The automated perimeter can be used with different software
solutions to analyze different states of glaucoma and scotomas, e.g., standard
automated perimetry (SAP), frequency doubling perimetry (FDP), and short-wave-
length automated perimetry (SWAP). SAP (or the so-calledwhite-to-white perimetry)
is the gold standard for testing functional changes in glaucoma. This technique
measures light sensitivity thresholds at each retinal location. However, themethod is
not selective for the detection of particular glaucoma-related retinal ganglion cell
(RGC) damage [98]. FDT perimetry is based on a frequency-doubled sinusoidal
grating stimulus and was developed to detect damage to magnocellular ganglion
cells, which are preferentially affected in glaucoma patients [98–100]. SWAP is used
for the early detection of glaucoma. SWAP utilizes a bright yellow background and
a large short-wavelength (�blue�) stimulus to isolate and measure the sensitivity of
short-wavelength chromatic mechanisms. From this basis the sensitivity of the
middle (�green�) and long (�red�) wavelength mechanism is actuated [101].

Kinetic Perimetry A mobile light target (stimulus) is moved by a Goldmann
perimeter from a non-seeing area to a seeing area of the visual field. When the spot
light is noticed, the patient presses a button. Kinetic perimetry presents the visual
field in a topographic map as depicted in Figure 6.44 [95, 102].

Kinetic perimetry is a noninvasive method to characterize an entire peripheral
visual field [95].

Figure 6.43 Humphrey Matrix� Perimeter (Carl Zeiss Meditec, Jena).
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The results are dependent on the perimetrist because the exposure time is variable,
there are different speeds of movement, and the point location of the stimulus is
moved by hand. The measurement of the full field is time consuming, tedious, and
requires good patient cooperation [95, 104]. Intensive training is necessary for the
application of kinetic perimetry [105].

Static Perimetry Static perimetry is generally an automated method. The intensity
and size of a light target will be increased or decreased until the patient notices. That
means that the spot light does not move, in contrast to kinetic perimetry [102].
Figure 6.45 presents results for a defective visual field [106].

Static perimetry is a noninvasive method to characterize the central visual field.
This computerized method uses a software package for fast data analysis, storage,
and comparison with normative data [95]. The tests in static perimetry are performed
by a computer, hence the measurements are reproducible, automatically calibrated,
and performed under standardized conditions [107].
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Figure 6.45 Perimetric results of defected visual fields. On the left side is an immediate visual loss
and on the right is an advanced visual loss, e.g., due to glaucoma (adapted from [106]).
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Figure 6.44 Perimetric results of a normal visual field. The optic disc makes a black point on the
topographic map which is called the blind spot (adapted from [103]).
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Static perimetry has increased cognitive demands and lack of flexibility for
patients. Automated perimetry has high maintenance and acquisition costs [95, 97].

6.1.4.4 Optical Biometry
Optical biometry is a noninvasive optical biometric imaging technology which is
based on the method of partial coherent interferometry (PCI). It measures directly
biometric data such as the axial length along the eye�s visual axis from the lens to the
macula, as shown in Figure 6.46.

Themeasurement principle of optical biometry using aMichelson interferometer
is demonstrated in Figure 6.47. A laser diode generates IR light (wavelength 780 nm)
with a short coherence length. The laser beam passes through a beamsplitter, which
produces two coaxial beams with mutual time delay by means of the interferometer
mirrors (a fixed reference mirror and a moving measurement mirror).

These coaxial beamspass directly into the eye and are reflected on the surface of the
cornea and the retina. A PCI signal is detected by a photodetector. The displacement
of the moving mirror allows an accurate measurement of the axial length [108, 109].
The IOL-Master measures the anterior chamber depth (ACD), axial length, corneal
radius, and white-to-white distance [110] (Figure 6.48).

Applications Optical biometry set a new standard for highly accurate, precise
measurements of all ocular characteristics. Three measurements are executed for
the calculation of intraocular implant lenses: the axial length of the eye, central cornea
curvature, and ACD.

Figure 6.46 Optical biometry system: the IOL-Master (Carl Zeiss Meditec, Jena).
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Typical Components of the IOL-Master Optical Biometry System An optical biometry
system such as the IOL-Master consists of a measurement aperture including an IR
laser diode (wavelength 780 nm), beamsplitter, photodetector and video camera. A
joystick is used for raising and lowering the IOL-Master scanning device. A patient
module (chin rest and head rest) for the patient�s positioning and a computer system

Figure 6.47 Operating principle of the IOL-
Master device with a dual-beam partial
coherence interferometer. The interferometer
generates two coaxial beams with a mutual
time delay (interferometer arm length
differences d). Both coaxial beams pass
through the eye and are reflected at the

anterior surface of the cornea (C1, C2) and at
the retinal (R1, R2) interface. An interference
signal is detected at the photodetector with
the help of the displacement of the moving
mirror which is related to the coherence of
the light source and the reflected signal
(adapted from [108]).

Figure 6.48 Measurements with the IOL-Master: (a) anterior chamber depth; (b) axial length; (c)
corneal radius; (d) white-to-white distance.
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with an integrated software package for data analysis, storage, and documentation of
the results are also included [111].

Optical biometry is a noninvasive procedure that is easy to use for the operator
and with less discomfort for the patient. The measurement is made without any
anesthesia [112].

Optical biometry is not applicable in various cases, such as severe tear film
problems, corneal scarring, mature cataract, respiratory distress, tremor, membrane
formation, keratopathy, lid abnormalities, vitreous hemorrhage, and retinal detach-
ment [112]. A new generation of optical biometry device is the Lenstar LS900�all-in-
one optical biometer (Haag-Streit AG, Koeniz, Switzerland). The Lenstar LS900
measures nine different eye parameters: corneal thickness, ACD, lens thickness,
axial length, keratometry, white-to-white distance, pupillometry, eccentricity of the
visual axis, and retinal thickness at the point of fixation (macula). The measurement
is based on the principle of optical low-coherence reflectometry (Michelson
interferometry) [113].

6.1.4.5 Retinal Imaging and Glaucoma Diagnostics
Optical imaging is a standard method for detecting changes in the optic nerve head
and retinal nerve fiber layer (RNFL). Some optic diagnostic imaging methods
specialized for glaucoma management are scanning laser ophthalmoscopy (SLO),
scanning laser polarimetry (SLP), optical coherence tomography (OCT), and the
retinal thickness analyzer (RTA) [105], and are discussed in the following.

Scanning Laser Ophthalmoscopy (SLO) SLO is based on the technique of confocal
scanning laser microscopy. The principle of SLO is shown in Figure 6.49. A laser
beam passes through a pinhole aperture and is situated in a conjugate plane with
a small focus point that scans the retina surface horizontally and vertically.

The scanning depth is adjusted by shifting the confocal aperture. The detector
measures the reflected light and records this on a fundus camera [115, 116].

TheHeidelberg retina tomograph (HRT) (Figure 6.50) generates two-dimensional
images Figure 6.51 by an array of pixels and is also designed for acquisition and
analysis of three-dimensional images of the posterior segment. It allows the
quantitative assessment of the topography of ocular structures and the precise
follow-up of topographic changes [114].

Figure 6.49 Scheme of a scanning laser ophthalmoscope (adapted from [114]).
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Figure 6.50 HRT 3 scanning laser ophthalmoscope (Heidelberg EngineeringGmbH,Heidelberg).

Figure 6.51 HRT image: reflectance map image of an optic nerve head [117].

392j 6 Instruments in Biotechnology and Medicine



Application SLO imaging is used for diagnostics of the retina or cornea and
glaucoma, macular degeneration, and other retinal disorders. Some topographic
parameters are estimated such as disc area, RNFL thickness, cup depth, and
shape [105, 116].

Typical Components of SLO The light source of theHRT is a diode laser (wavelength
670 nm). The patient is held still with a patient module such as head rest and chin
rest. A standard personal computer is used with a software package including data
analysis and storage of the results [117].

HRT is a noninvasivemethod and the topography image is acquired without pupil
dilation. HRT images are of high contrast and are available in real time [105].

Some HRTmeasurements require a reference plane for the exact calculation of
somediagnostic parameters. Further, it needs someexpertise to draw a initial contour
line to define the optic discmargin. Another limitation ofHRT is the influence of the
intraocular pressure [105].

Scanning Laser Polarimetry (SLP) SLP uses polarized light to determine the thick-
ness of the RNFL. Themethod is based on the property of birefringence of nervefiber
layers. The scanning laser polarimeter [118] (Figure 6.52) is based on confocal
scanning laser ophthalmoscope [119].

Figure 6.53 shows the basic principle of SLO. A polarized laser beam is projected
into the eye and is reflected by the retina. The amount of light reflected is detected and
analyzed. The RNFL produces birefringence, changing the state of polarization. This

Figure 6.52 Scanning laser polarimeter: the
GDx� (Carl Zeiss Meditec, Jena) measures the
birefringence of the RNFL and includes analysis
for glaucoma. Some instruments have a variable

corneal compensation (VCC), reducing
the anterior segment birefringence of the
eye and eliminating RNFL inaccuracies in
the image.
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procedure, called retardation, is detected by an analyzer. The value of retardation
directly correlates with the thickness of the nerve fiber layer and is displayed in the
retardation map [120]. Some scanning laser polarimeters have variable corneal
compensation (VCC) for adjusting the corneal birefringence.

Figure 6.54 presents the standard GDx printout with the fundus image, the
thickness map or retardation map, the deviation map and TSNIT (temporal–super-
ior–nasal–inferior–temporal) graph andRNFLparameter. The fundus imagedisplays

Figure 6.53 Principle of scanning laser polarimetry (adapted from [120, 121]).

Figure 6.54 Standard GDx printout of a healthy eye (left) and a glaucoma eye (right): (a) fundus
image; (b) thickness map or retardation map; (c) deviation map; (d) TSNIT graph.
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a color intensity map of the reflectance. The retardation map shows a color-coded
RNFL thickness, whichmeans that thicker areas are displayed inwarm colors (yellow,
orange, and red) and thinner areas in colder colors (blue and green).

The deviation map compares each RNFL scan with a normative database. A color
scale characterizes the locations and magnitudes of the RNFL defects. The TSNIT
graph represents the RNFL thickness values along the calculation circle; normal
values are in the shaded area and abnormal values are below the shaded area [105].

Application SLP detects structural changes and defects of the RNFL and enhances
the diagnostics of early glaucoma.

Typical Components of an SLP The light source of an SLP is a helium–neon diode
(wavelength 632.8 nm) or argon laser (514 nm). A polarization modulator changes
the polarization states of the laser beam. The laser beams aremoved horizontally and
vertically on the retina by a scanning unit. The polarization detector detects the
reflected polarized light from the cornea. A computer analyzes and stores the results.
Some instruments have a joystick for pupil alignment [119].

A measurement can be performed without pupil dilation and is independent of
a reference plane andmagnification effects. SLP is a noninvasivemethod and easy to
handle [105, 122].

Erroneous images and measurements could be obtained in the case of eyes
with peripapillary embossment. It is not possible to generate images from eyes
with nystagmus. Other problems in SLP imaging are atypical birefringence patterns
and abnormal polarization at the anterior segment [105, 122].

Optical Coherence Tomography (OCT) OCT generates high-resolution images of
the ocular structure. The principle of this optical technology is similar to that of
ultrasound, but low-coherence light is used instead of sound. OCT is based on the
Michelson interferometer technique (Figure 6.55).

In Figure 6.56, a schematic OCTsetup is shown. Low-coherent light (consisting of
a finite bandwidth of frequency) is focused through a Michelson interferometer. A
beamsplitter in the interferometer breaks the light into a reference beam and sample
beam. The sample beam passes directly through the retina and the light is reflected
from structures at different depths. The reference beam is reflected on the reference
mirror. The two reflected beams are recombined at the same beamsplitter and
transmitted to a photosensitive detector.

OCTgenerates a final image which is a color-coded map with the help of a special
image processing software package. A printout of an OCT scan is shown in
Figure 6.57, including the RNFL thickness [105, 123].

There are different basic principles of OCT: time domain optical coherence
tomography (TDOCT), frequency domain optical coherence tomography (FDOCT),
which is also called Fourier domain OCTor spectral domain OCT, and polarization-
sensitive optical coherence tomography (PS-OCT).

In contrast to FDOCT, where the mirror is kept stationary, in TDOCT the mirror
moves to match the delay in various layers of the sample. The resulting interference
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signal is processed to produce the axial scan waveform. The reference mirror must
move one cycle for each axial scan, which limits the speed of the image acquisition. In
FDOCT, the mirror is stationary and the spectral pattern of the interference between
the sample and the reference reflections is measured and the interferogram is
Fourier transformed to provide an axial scan. FDOCToffers higher resolution than
TDOCT (5 mm versus 10mm axial resolution) [125–127].

PS-OCTuses depth-dependent changes in the polarization states of backscattered
light. Its application is to measure the birefringence of the RNFL. The reference arm
consists of a quarter-wave plate (polarizationmodulator) and amovingmirror. In the

Figure 6.55 Optical coherent tomography with Stratus OCT (Carl Zeiss Meditec, Jena).
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sample arm is also located a quarter-wave plate and a lens. The backscattered light
of the reference arm is combined with the light of the sample arm and the resulting
interfered beam is split by a polarization beamsplitter. The resulting beams are
detected by two separate detectors [125, 128].

Application OCT is used to diagnose posterior segment and anterior segment
disorders of the eye. The application ofOCT in the posterior segment has contributed
to the understanding of macular holes and vitreomacular traction. It is also a
quantitativemethod of detecting changes in retinal thickness due to diabetes, cystoid
macular edema, and epiretinal membrane.

The use of OCT in the posterior segment is helpful in imaging and measuring
complex details of corneal pathologies and structural changes of the chamber angle
and iris. OCT supports research on and treatment of glaucoma [123].

Typical Components of OCT The light source in OCT is a super-luminescent diode
(wavelength 830 nm for the posterior segment and 1310 nm for the anterior seg-
ment) [122]. A photodetector records images. The patient is held still with a patient
module such as head rest and chin rest and a joystick is needed for pupil alignment.
A computer includes software packages for storage, analysis, viewing and importing
of the OCT data [124].

Figure 6.56 Operating principle of an OCT using an interferometer (adapted from [123]).

Figure 6.57 OCT scan with (a) thickness of RNFL; (b) optic nerve head; (c) macula [124].
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OCT is a noninvasive diagnostic method which produces high-resolution images.
It does not need a reference plane formeasuring the RNFL thickness. It is possible to
measure without pupillary dilation [105].

The measurements with OCT are dependent on the position of the individual
scans and their overlap [129]. Many patients need pupillary dilation for good-quality
images [105].

A problem with the OCT tomogram is to establish an accurate segmentation and
layer thickness measurement of the retinal layer. Mishra et al. [130] developed an
image processing method for the segmentation of all intra-retinal layers. The
algorithm was performed on retinal images from healthy and diseased rodent
models. The study presented a new method allowing much more accurate segmen-
tation even in sub-optimal conditions of low image contrast and the presence of
irregularly shaped structural features in the OCT images. The recently developed
spectral domainOCTallows the image speed to be increased 100-fold compared with
the first-generation TDOCT and allows three-dimensional imaging and real-time
imaging of fast-moving structures. OCT has the potential to improve the precision of
surgical interventions and may provide new interventions [131].

Retinal Thickness Analyzer (RTA) The RTA (Figure 6.58) is a device for mapping and
quantitative measurement of the thickness of a selected retinal area in various
regions of the fundus disc topography. The method is based on the principal of slit
lamp biomicroscopy. A green helium–neon laser (543 nm) projects narrow light slits

Figure 6.58 RTA 3 retinal thickness analyzer (Talia Technology Ltd., Israel).
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on the retina and scans, in steps, across the retina. A CCD camera records the
reflected light from the retinal pigment epithelium (RPE) and RNFL [105, 132, 133].

The recorded fundus images (Figure 6.59a) were analyzed by using an image
registration algorithm. Thereby subsequent scans are overlaid (Figure 6.59b) while
a color-coded retinal thicknessmapping is performed. This allows an accurate follow-
up of the vasculature of the fundus.

Furthermore, the RTAdata provide information about topographymaps, deviation
probability maps from a normative database, quantitative numerical values, optical
cross-sections, and unique interactive 3D cut sections [133].

Application The RTA is used for detection and follow-up investigations of
glaucoma, diabetic retinopathy, age-related macular degeneration, and other retinal
pathologies [133].

Typical Components of anRTA TheRTAconsists of a laser source such as a solid-state
laser (wavelength 532 nm), a CCD camera which records the backscattered light, and
a computer system including a software package for automatic registration, analysis
and storage of high-resolution fundus images from the camera.

RTA is a noninvasive method and scans a wide area of the retinal tissue in a short
acquisition time [105, 134].

Pupillary dilation is needed to obtain acceptable RTA images such as a macular
scan. It is also possible to obtain optic disc images without pupillary dilation. For
a continuous retinal thickness map an interpolation is necessary, but focal defects
in retinal thickness or disc topography could be overlooked [105]. Furthermore, the
image is adversely affected by media opacities [135].

6.1.4.6 Fluorescein Angiography
Fluorescein angiography (Figure 6.60) uses the dye tracing technique for examining
the blood circulation within the retinal vessels.

Figure 6.59 Standard RTA fundus image: (a) stand-alone fundus image; (b) overlapping of high-
resolution fundus images.

6.1 Photonic Instruments in Medicine j399



Afluorescent dye is injected into a vein in the patient�s arm. After the dye injection,
a series of photographs are taken and an angiogram is obtained for documentation.
An exemplary fluorescein angiogram is presented in Figure 6.61. The fluorescein
angiogram can be divided into six phases (choroida, arterial, capillary, venous,
recirculation, late phase) with normal transit times [136, 137].

Figure 6.60 Fluorescein angiography system combined with spectral-domain OCT: Spectralis
HRA þ OCT (Heidelberg Engineering GmbH, Heidelberg).

Figure 6.61 Fluorescein angiogram of retinal blood vessels.
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Sodium fluorescein has the property to fluoresce, which is the absorption of light
with a specific wavelength inducing emission of light with a higher wavelength. A
wavelength between 485 and 500 nm (blue) is the suitable for stimulating sodium
fluorescein that consequently emits light with a wavelength between 520 and 525 nm
(yellow–green). In the following, the basic principle of a fluorescein angiography
system is described.

A monochromatic laser beam passes through an excitation filter that is only
transparent to blue light. Accordingly, this blue light enters the eye and excites the
fluorescein present in blood vessels. This procedure is called the excitation phase.
Subsequently yellow–green and blue light emerge from the eye and pass through
another barrier filter. This filter is only transparent to yellow–green light, which is
detected by the camera (emission phase) [138, 139]. In Figure 6.62 the basic form of
fluorescein angiography is shown.

Another type of fluorescein angiography is indocyanine green (ICG) angiography.
ICG dye is a fluorescent substance which produces a weaker fluorescence. In this
context, the wavelength of the excitation light ranges from 780 to 805 nm while light
with a slightly higherwavelength (820–850 nm) is emitted. ICG is a usefulmethod for
investigating the choroidal circulation [140, 141].

Application Fluorescein angiography is used for the diagnosis of various posterior
segment diseases such as macular diseases, retinal vascular diseases, optic nerve
disorders, inflammatory retinal/choroidal diseases, and tumors [139].

Typical Components of a Fluorescein Angiography System The Spectralis HRA
fluorescein angiography system consists of an optical system with a laser source
(diode laser, wavelength 790 or 820 nm) and filter system. The angiography images
can be recordedwith a camera. Apatientmodule (e.g., chin rest and head rest) is used
to keep the patient still. It also has a computer system with an integrated software
platform for image acquisition, processing, and archiving [142]. The fluorescent
agent supports the ability to visualize dynamic processes in the retina [129].

Figure 6.62 Principle of fluorescein angiography (adapted from [140]).
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Fluorescein angiography is a less invasive imaging method with pupillary dila-
tion [129]. Side effects of fluorescent dye injection are nausea, emesis, pruritus, and
vasovagal symptoms. Further, the fluorescent dye stains the skin (yellow) and the
urine [136].

6.1.4.7 Wavefront Analysis
The wavefront measures and treats small vision errors (higher order aberrations)
that scatter light in a pattern that is unique to every person. Aberrations of the eye
are results of optical contradictions within media and local irregularities of the
optical surfaces. A wavefront analyzer (aberrometer) is based on a Shack–Hart-
mann sensor or a Tscherning sensor [143]. The working principle of both
aberrometers is to measure the reflected wavefront of light that is coming out
of the eye [144].

A Shack–Hartmann aberrometer consists of an aperture where the beams of
a diode laser are focused to a point on the retina. The reflected wavefront that returns
out of the eye passes through a lenslet array and subdivides the wavefront into
multiple beams. All the reflected light generates multiple images of the retinal spot
and is detected by a CCD camera. Figure 6.63 shows the principle of a Shack–Hart-
mann aberrometer [144–146].

TheTscherning aberrometer is a devicewhere the laser beam (wavelength 670 nm)
passes through a dot mask which forms a bundle of thin parallel beams [147]
(Figure 6.64). This light beams are projected into the eye and a retinal spot pattern is
generated of the eye�s aberrations. The retinal spot pattern image is recorded with
a CCD camera. The differences between the original image and the reflected image
are analyzed mathematically. The basic principle of a Tscherning aberrometer is
shown in Figure 6.65 [144, 148].

Application The wavefront analysis diagnoses lower and higher order vision errors
represented by the way the eye refracts or focuses light. Lower order aberrations are
more typical vision errors such as nearsightedness, farsightedness, and astigmatism
whereas higher order aberrations are more complex vision errors.

Figure 6.63 Schematic diagram of the Shack–Hartmann aberrometer (adapted from [144, 145]).
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Typical Components of an Aberrometer An aberrometer typically consists of a light
source, beamsplitter, lens system, and camera recording the returning wavefront
from the eye. A patient module is used to keep the patient still and a computer
analyzes and displays the measurement data.

Shack–Hartmann aberrometry [144,149]: The principle of Shack–Hartmann
aberrometry is the generation of images with high resolution, accuracy, and
reproducibility. Themethod needs a short measuring time and fast performance

Figure 6.64 Tscherning aberrometer:ALLEGRO Analyzer (WaveLight AG, Erlangen).

Figure 6.65 Schematic diagram of the Tscherning aberrometer (adapted from [144]).
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of data analysis is possible. Furthermore, it is less sensitive to scattering and
provides information about the central cornea. Shack–Hartmann aberrometry
uses the outgoing path and an expensive sensor technique. Another disadvantage
is the deeper penetration in the macula.
Tscherning aberrometry [142,147]: Tscherning aberrometry has a low penetra-
tion into the fovea and is a fast measuring technique. It is limited in the imaging
resolution and also in the patient setup, and the analysis is more time consum-
ing. Furthermore, it is sensitive to scattering due to the diffraction of the laser
beam caused by the pinholes which affects the results. There is also a disturbing
visible ash for patients during the measurement.

6.1.5
In Vitro Diagnostics – Microscopy

Microscopes are devices that are used tomagnify small objects that are too small to be
viewed by the unaided human eye. Objects with a size from millimeters down to
nanometers can be visualized. The limits of resolution are shown in Figure 6.66.

In the following we consider only microscopes with a biophotonic background
(other existing technologies, such as electron microscopes, are not considered).

There are different types of microscopes classified by shape, size, functional
principle, illumination source, and image processing. Somemajor application fields
ofmicroscopy are hematology, pathology, cytology, gynecology, cancer research, brain
research, analysis of samples, and in vitro fertilization.

Microscopy is an essential tool for functional studies on specimens of biological
structures, molecules, and pathways in living organisms. Major innovations in
microimaging technology during recent decades (e.g., confocal microscopy,
fluorescent proteins) improved the resolution and sensitivity of microscopes. This
enabled scientists to understand cellular functions and to determine the molecular

Figure 6.66 Limits of resolution in microscopy. In cell biology, the micrometer and nanometer
scales are of most interest (adapted from [152]).
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mechanisms of diseases such as cancer and Alzheimer�s disease [150]. We can
differentiate different basic principles of optical imaging (Figure 6.67) suitable for
microscopy:

. Transmitted light microscopy (with is based on the transmission by light of thin
specimens, for example, cell cultures or biopsy samples).

. Reflected lightmicroscopy (which is based on examination of the light reflected by
thicker specimens).

. Fluorescence microscope (which is based on the phenomenon that certain
materials emit energy detectable as visible light when irradiated with light of
a specific wavelength) [151].

Further, we can differentiate between the following:

. �Wide-field� microscopy: The entire specimen is bathed in light and the image
can be viewed directly by the eye or with a detector (e.g., CCD camera).

. Laser scanningmicroscopy: Only a disc-shaped area of thefluorescently labeled or
autofluorescent sample is illuminated by a focused laser beam via a pinhole and
the sample is scanned point-to-point. A detector pinhole focused on the same
plane eliminates light scattered outside the focus plane. The image is recon-
structed electronically by computer [151].

Due to this wide variety of existingmicroscopy techniques, detailed descriptions of
each application would go beyond the scope of this chapter. Therefore, only a few
techniques (lightmicroscopy,fluorescencemicroscopy, confocalmicroscopy, Raman
microscopy) have been selected for amore detailed description. In Section 6.2.2.5 on
advanced microscopic techniques, some further important microscopic techniques
for biotechnology are described.

Figure 6.67 Optical methods of imaging (adapted from [153]).
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6.1.5.1 Light Microscope
The light microscope is a type of optical microscope which uses visible light and a
system of lenses tomagnify images of small samples. The basic components and the
light path are illustrated in Figure 6.68 [154].

The main disadvantage of a standard light microscope is the limited spatial
resolution of 200 nm. Other types of light microscopes include the inverted micro-
scope (a microscope with its light source and condenser on the top, above the
stage pointing down, while the objectives and turret are below the stage pointing up;
it is useful for observing living cells or organisms at the bottom of a large
container) and the stereomicroscope (which uses two separate optical paths with
two objectives and two eyepieces to provide slightly different viewing angles to the left
and right eyes).

6.1.5.2 Fluorescence Microscope
A fluorescence microscope is a light microscope used to study the properties of
organic or inorganic substances using the phenomena of fluorescence and phos-
phorescence instead of, or in addition to, reflection and absorption [156]. Fluores-
cence microscopy the most frequently used microscopy procedure in biology and
medicine [151].

In addition to the basic components (Figure 6.69) of a light microscope, typical
components of a fluorescence microscope are the following [158]:

. a light source (xenon arc lamp, mercury vapor lamp, or laser)

. an excitation filter

. a dichroic mirror (or dichromatic beamsplitter).

Figure 6.68 Basic components of a light microscope (adapted from [155]).
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With total internal reflection fluorescence (TIRF) microscopy (see also Sec-
tions 6.1.2.2 and 6.1.2.5), extraordinarily sharp and detailed images of the cell
surface are possible by eliminating fluorescence from within the cell. This allows
researchers to study cellular signaling processes, exo- and endocytosis, the principles
of cell adhesion, and cell-to-cell interactions.

The analysis of images acquired with conventional wide-field fluorescence exci-
tation near the cell membrane is difficult due to the background fluorescence from
other planes which are not in focus. Only under TIRF conditions can a resolution of
<200 nm on the z-axis be achieved by selective illumination. This resolution is not
achieved by either epifluorescence or confocal microscopy. The problem is solved by
a technique in which fluorochromes are excited within a thin layer only. TIRF
microscopy is particularly suited to the task, as the principle allows only those
molecules to be excited which are in a layer of typically 100–200 nm above the cover-
slip [159, 160].

For the transition from the glass cover-slip (refractive index n1¼ 1.518) into water
(n2¼ 1.33), a critical angle of 61� results (Figure 6.70). With total reflection,
a stationary evanescent (¼ decaying) wave is formed at the interface between the
two media. The intensity of this wave decays exponentially with increasing distance
from the interface:

Iz ¼ I0 � exp � z
d

� �
ð6:3Þ

Figure 6.69 Light path in a fluorescence
microscope. The specimen is illuminated
with light of a specific wavelength (selected with
excitation filters) which is absorbed by the
fluorophores. The fluorescent light can be

separated from surrounding light with special
(emission) filters. The observer views only the
part of tissue that is fluorescing (adapted
from [157]). Copyright Spectrum Akademisches
Verlag/Springer – Verlag Gmbtt
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where Iz is the intensity at a distance z from the interface and I0 the intensity at the
interface.

The penetration depth of the evanescent field is defined as the distance d from the
interface at which the energy of the light has dropped to 37%of the original level. This
distance depends on the angle of incidence and the wavelength of the light used.
The distance d is calculated by

d ¼ l0

4pn2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sina1

sinag

� �2

�1

s : ð6:4Þ

6.1.5.3 New Fluorescence Microscope Techniques
The resolution limitation of lightmicroscopy is overcome by several newmicroscopy
technologies which allow structures smaller than 200 nm to be studied. Various
approaches of microscopy techniques and different characteristics are listed in
Table 6.2.

Figure 6.70 Beam path of incidence at less than the critical angle (left pathway) and beam path of
total reflection (right pathway): 1, objective; 2, immersion oil, n¼ 1.518; 3, cover-slip, n¼ 1.518; 4,
evanescent field (adapted from [160]).

Table 6.2 Summary of the various described approaches and comparison of the different
characteristics [161].

Method Acquisition
method

Lateral
resolution
(nm)

Axial
resolution
(nm)

Time required
per image
acquisition

Time required
per image
processing

Confocal
laser scanning

Scanning 200 500 <1 s

Structured
illumination

Wide-field 50–120 150–350 <1min 1–10min

PALM Wide-field 20–40 5–10min <1 h
TIRF Wide-field 200 <100 0.2–0.4 s
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Photoactivated localization microscopy (PALM) offers biomedical researchers
effective lateral resolution down to 20 nm. The technology employs photoswitchable
dyes to enhance the resolution significantly.

With the method of structured illumination microscopy (SIM), researchers can
image anyfluorophore in living cellswith twice asmuch lateral and axial resolution as
with current light microscopes [150].

PALM and SIM enable scientists to analyze functionally even smaller cellular
structures without the applicative limitations of electron microscopy (disadvantage:
no colored picture) and other high-resolution techniques. For example, neuronal
synaptic vesicles are about 50 nm in size and were previously not visible under the
lightmicroscope. The same is true for visualizing interactions between single pairs of
proteins in living cells [150].

In addition to laser scanning microscopy, a wide range of other optical sectioning
technologies is available addressing theneeds of specific biological applications [161].

3D Structured Illumination Microscopy (3D-SIM) SIM can image any fluorophore,
fixed or live, with up to twice the resolution possible using deconvolution or confocal
microscopy. This is made possible by combining precise spatial modulation of the
excitation light with an algorithm that computes super-resolution information from
interference patterns in the raw data.

Super-resolution structured illumination microscopy (SR-SIM) provides up to
double the resolution in all dimensions, without compromising on dyes and without
special sample treatment. It relies on state-of-the-art algorithms to reconstruct
a super-resolution image in 3D (see Figure 6.71).

Considering the twooverlapping grids in Figure 6.72, tilted at 5� against each other,
one can observe a real and visible pattern of approximately perpendicular dark and
light bands superimposed on the parallel lines. This is a phenomenon called Moir�e
fringes, originating from the interaction of the optical patterns of lines. The fringes
contain super-resolution information that otherwise escapes detection.

This is exactly the principle that is used in SR-SIM. A known pattern is projected
into the image plane and interferes with sample structures, creating Moir�e fringes.
Super-resolution information can now be captured by the microscope from these
structures. All that remains to be done is to restore this information into a super-
resolution image by high-end algorithms.

Photoactivated Localization Microscopy (PALM) PALM (Figure 6.73) allows scien-
tists to produce light microscopic images with effective lateral resolutions down to
20 nm. This is achieved by successively localizing single molecules with high
precision. A wide range of fluorophores can be visualized in this way, from special
GFP (green fluorescent protein) mutants to organic dyes such as Cy5. For uncom-
promised results, it is of paramount importance to achieve the highest system
sensitivity and precise optical sectioning [150].

PALM permits scientists to visualize cells with far more detail than with conven-
tional light microscopes, which are inherently limited by the wavelength of light. To
achieve this resolution, PALMuses different fluorescent labels that can be turned on
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Figure 6.72 Moir�e patterns formed by superimposed grids. (a) An image and the same image
turned 5�; (b) the overlapped grids generated Moir�e fringes, which contain super-resolution
information [162].

Figure 6.71 (a)Widefield image and (b) SIM image of neuronal growth cones. Staining for tubulin
(red) and F-actin (green) (specimen: M. Fritz and M. Bastmeyer, University of Karlsruhe,
Germany [150]).
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and off with a pulse of light. Cells whose proteins are tagged with these labels are
imaged repeatedly with PALM, with only a tiny subset of the fluorescent molecules
turned on in each image. PALM recordsmany thousands of these images to illustrate
each fluorescently tagged protein. Hence PALM creates a complete picture of the
structure under study. As a result, the observer obtains a much clearer picture than
the overlapping haze that results when all of the tagged proteins are lit up at the same
time, as in traditional fluorescence microscopy [163, 164] (see Figure 6.74).

6.1.5.4 Confocal Microscopy
The principle of confocal microscopy (see Figure 6.75) was originally patented by
Marvin Minsky in 1957. The development of lasers for confocal laser scanning
microscopy (CLSM) became a standard technique towards the end of the 1980s.
Thomas Cremer and Christoph Cremer designed in 1978 a laser scanning process
which scans point-by-point the three-dimensional surface of an object by means of
a focused laser beam and creates the overall image via a photomultiplier (similar to
those used in scanning electron microscopes). The key feature of confocal micros-
copy is its ability to acquire in-focus images from selected depths (a process known as
optical sectioning); images are acquired point-by-point and reconstructed with a
computer. As only one point in the sample is illuminated at a time, 2D or 3D imaging
requires scanning over a regular raster (i.e., a rectangular pattern of parallel scanning
lines). The thickness of the focal plane is defined mostly by the inverse of the square
of the numerical aperture of the objective lens, and also by the optical properties of
the specimen and the ambient refractive index. The thin optical sectioning possible

Figure 6.73 ELYRA P.1 photoactivated localization microscope (Carl Zeiss MicroImaging GmbH,
Jena) offers fluorescence imagingwith single-molecule discrimination, down to effective resolutions
of 20 nm [164].
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Figure 6.74 (a) Total internal reflection microscope image and (b) PALM image of antibody
staining for tubulin in a cultured cell (specimen: S. Niwa, University of Tokyo, Japan [150]).

Figure 6.75 Light path and components in a
simple confocal laser microscope. Interfering
intensity from outside this plane is canceled out
by a pinhole. Therefore, it is possible to obtain

spatial resolution and additionally very
detailed intensity information not only in the
xy-direction but also in the z-direction
(adapted from [167]).
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makes these types of microscopes particularly suitable for 3D imaging of
samples [165, 166].

In comparison with the conventional �wide-field� microscope, the following
advantages result [151]:

. improved lateral resolution

. increased contrast

. electronic zoom

. increased sensitivity

. information in the z-direction (for 3D imaging).

Traditional fluorescence microscopes can focus on a certain region of the
specimen, but the fluorescence background from the out-of-focus part distorts the
in-focus signal. Historically, the only way to obtain a clearer and sharper image
of a thicker sample was physically to cut thin sections of the sample, a technique
which was time consuming, likely to introduce artifacts, and not suitable for
imaging living samples.

During the last few decades, a large number of techniques have been developed
that allow the contributions from these out-of-focus regions to be removed. This led
to a much clearer image of the specimen in the focal plane without any sample
manipulation.

The best known optical sectioning method is confocal or laser scanning micros-
copy (LSM) (see also Section 6.1.2.5); for an example, see Figure 6.76. Confocal
microscopy systems enable researchers to study living, 3D samples with significantly
improved sensitivity and higher resolution images compared with conventional
fluorescence microscopy [150, 166].

Confocal microscopy allows the tracking of specifically labeled (e.g., GFP or
fluorescent antibodies) proteins in living cells and organisms. The simultaneous

Figure 6.76 (a) LSM 700 confocal laser microscope (Carl Zeiss MicoImaging GmbH, Jena): (b)
human lymphocytes transmitting the HIV virus from cell to cell [168].
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spectral imaging capabilities and low signal-to-noise ratios of modern LSM systems
allow the interactions of several different proteins to be observed at the same time.
With such analyses, fundamental cellular pathways can be discovered and morphol-
ogy can be linked to function. By combining several confocal images with 3D images,
unprecedented insights into themolecularmorphology and function of cells, tissues,
and organisms have become possible [150].

6.1.5.5 Raman Microscopy
In addition to the fluorescence microscope, Raman-based techniques have became
increasing evident in recent years. Raman spectroscopy allows one to derive detailed
and specific information on a molecular level that other laser spectroscopic methods
can provide to only a limited extent, and is a technique used to study vibrational,
rotational, and other low-frequency modes in a sample [169, 170]. Confocal Raman
microscopy combines the 3D optical resolution of confocal microscopy and the
sensitivity to molecular vibrations which characterizes Raman spectroscopy
(Figure 6.77).

Raman spectroscopy is based on the inelastic scattering of monochromatic light
when the frequency of photons changes upon interactionwith a sample. The photons
of the laser light are absorbed by the sample and subsequently re-emitted. The
frequency of the re-emitted photons is shifted up or down in comparison with
the original monochromatic frequency, which is known as the Raman effect and
provides molecular fingerprints.

The advantages of Raman spectroscopy are that it can be applied to any optically
accessible sample, pretreatment of the sample is not or almost not necessary and in
contrast to fluorescence spectroscopy it works completely without external markers.

Figure 6.77 Raman microscopy: light path and components (adapted from [171]).
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An example of Raman spectroscopy of a dried intestinal sample is shown in
Figure 6.78.

However, although thespecificityofRamanspectroscopy isveryhigh, its sensitivity,
that is, the conversion efficiency of theRaman effect, is rather poor. Since only a small
number of the incident photons are inelastically scattered, the detection ofmolecules
present in very low concentrations is limited. To circumvent such problems, special
Raman signal-enhancing techniques can be applied [169], such as resonance Raman
spectroscopy, surface-enhanced Raman scattering (SERS), coherent anti-Stokes
Raman scattering (CARS), and tip-enhanced Raman spectroscopy (TERS).

The use of SERS continues to be increasingly important for analytical applications
of Raman spectroscopy. Patel et al. [172] used a combination of SERS with principal
component analysis (PCA) to provide a barcoding methodology for pathogen
identification in bacterial cells and to show how this approach potentially provides
a rapid diagnostic tool for bacterial pathogens.

A key biologicalmolecule isDNA.Benevides et al. [173] usedNIR laser excitation to
probe drug–DNA interactions. They compared the Raman spectra of complexes of
ethidium bromide, 9-aminoacridine, and proflavin with DNA and showed that the
Raman signatures reveal the specific structural changes induced at the drug–DNA
intercalation sites. The results were discussed in relation to frameshift mutagenic
activities of the intercalating drugs.Another theme in this context is the use ofRaman
spectroscopy to address medically related problems. Pawlak et al. [174] reviewed
results from a program designed to investigate the potential of Ramanmicroscopy as

Figure 6.78 Raman spectroscopy of a dried
intestinal sample. (a) Representative Raman
spectra of connective (1), muscle (2), and
epithelium tissues (3). (b) 79� 79 Raman
map with a step size of 62mm. (c) The
arrow in the light-microscope image
shows the position of a ganglion. (d) 59� 59

Raman map with a step size of 2.5 mm;
the colors within the Raman maps correlate
with group classifications performed by
cluster analysis. (e) Zoomed ganglion from
(c) [170]. Copyright Spektrum Akademischer
Verlag/Springer Verlag GmbH.
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a probe technique to address important problems in ophthalmology, looking at the
disease age-related macular degeneration (AMD), the leading cause of irreversible
blindness in the West.

Downes et al. demonstrated the integration of Raman spectroscopy and CARS into
one instrument, to combine the benefits of both techniques for stem cell differen-
tiation [175]. In the future, multiplex CARS promises to be the technique of choice
for all platforms, due to its combined attributes of speed, full spectral analysis, and
applicability to individual live cells.

6.1.6
In Vitro Diagnostics – Digital Slides and Virtual Microscopy

In the last fewyears, telepathologyhasbenefited fromtheprogress in the technologyof
imagedigitizationandtransmissionthroughtheWorldWideWeb.Theapplicationsof
telepathology and virtual imaging are more current in research and morphology
teaching. In thedaily practice of surgical pathology, this technology still has limits and
is more often used for case consultation. Many of the limitations of virtual imaging
for the surgical pathologist reside in the capacity for storage of images, which so far
has hindered the more widespread use of this technology. Overcoming this major
drawbackmay revolutionize the surgical pathologist�s activity and slide storage [176].

At present, telepathology serves as a promoter for a complete new landscape in
diagnostic pathology, the so-called virtual pathology institution. Industrial and
scientific efforts will probably allow the implementation of this technique within
the next 2 years, with exciting diagnostic and scientific perspectives [177].

A digital slide in pathology is a digital scanned image of a specimen. The
advantages of digital slides are their global management (access, storage, image
processing, distribution) with the help of a picture archiving and communication

Figure 6.79 Digital slides: a stained specimen on a glass slide will fade over time (a) , whereas a
digital slide does not change at all (b) [179].
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system (PACS), no fading over time (Figure 6.79), and very fast access for tele-
consultation services [178].

The main applications of digital slides are the following:

. Teleconsultation: Pathologists are able to view and discuss histology with other
colleagues via the Internet.

. Computer-aided diagnosis: Interactive quantification allows pathologists to quan-
tify immunohistochemical (IHC)-stained histology sections.

. Education: Gives medical students the opportunity to navigate even through rare
cases like viewing them under a �real� microscope.

6.1.7
In Vitro Diagnostics – Optical Methods in Clinical Analysis System

6.1.7.1 Optical Spectroscopy of Blood and Urine Components
In addition to electrodemeasurements in clinical analysis, opticalmethods have been
applied formany years. Usually a chemical reaction is used to convert the component
of interest in the analytical solution (blood, urine, or other body liquids) into a colored
species. For example, in the case of creatinine the well-known Jaffe�s method is used,
where the creatinine is converted into a complex which shows good discrimination
against other blood components. In such commercially available creatinine detection
kits, the absorption of the reaction product at an appropriate wavelength (here
530 nm) is a direct measure of the analyte concentration [180].

More sophisticatedmethods usemore selective reactions to discriminate between
the analyte of interest and other components in the highly complex investigation
solution (see Table 6.3). First there are enzymatic reactions that can be used. Very
often these enzymatic reactions do not lead to a colored species for optical detection.
In this case, a side product is usually used to account for the analyte concentration.
Commonly used side products for optical detection are oxygen (production or
consumption), carbon dioxide, and pH changes. In some cases, when the main
products have no significant absorption or absorb only in the deep-UV region (e.g., if
NADPHorNADPþ analogs are side products), a secondary reaction is used to detect
the analyte concentration via an absorption or fluorescence measurement of the
secondary products (see Figure 6.80).

6.1.7.2 Optical Spectroscopy of Tissues and Vessels
Optical spectroscopy of tissues and vessels is a long- and well-established method to
detect and analyze components inside and outside cells. Problems arise if the
absorption of these native chromophores is in the UV or deep-UV range, because
in theses cases direct imaging using one-photon excitation is severely limited by
photodamage to living specimens, in addition to indiscriminate background absorp-
tion or fluorescence. In these cases, multi-photon excitation can be used to overcome
these problems. In fluorescence microscopy (see Section 6.1.5.2), either the
fluorescence (autofluorescence) of the native components is visualized or the
tissue is labeled selectively with fluorescence markers (such as labeled antibodies
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or by transfection with fluorescent proteins) to discriminate between different
components and to localize them. One of the advantages of direct imaging via
fluorescence labeling is the visualization of intrinsic chromophores such as nico-
tinamide adenine dinucleotide (NADH), tryptophan, and serotonin. Especially
investigations with endogenous fluorophores of the skin such as tryptophan,

Table 6.3 Clinical chemical blood parameters (selection) and the possibility of their optical
detection.

Blood parameters Detection method Optical detection methods

Total and direct
bilirubin

Complex building reaction with diazo-
tized sulfanilic acid

Red colored azobilirubin
detection wavelengths
578 nm (total), 546 nm
(direct)

Total protein Antigen reaction Colored with 4-chloro-1-
naphthyl

Alkaline phosphatase
(AP)

Hydrolysis of a phosphate ester
substrate [e.g., 20-(2-benzothiazolyl)-60-
hydroxybenzothiazole phosphate
(BBTP)] to a benzothiazole [e.g., 20-
(2-benzothiazoyl)-60-hydroxy-
benzothiazole (BBT)]

Detection of the BBT
fluorescence

Lactate dehydroge-
nase (LDH)

Surface plasmon resonance (SPR)
sensing

Measurement of intensity
changes of light in an optical
fiber

Glutamate dehydro-
genase (GLDH)

Interaction with rhodamine–dextran
substrate (e.g., SNARF 1-dextran)

Fluorescence detection

Creatine kinase (CK) Fluoroimmunoassay Fluorescence detection
Metabolites
Lactate SPR sensing Measurement of intensity

changes of light in an optical
fiber

Glucose Interferometric detection Measurement of refractive
index changes

Urea Enzymatic reaction with urease in a
polypyrrole matrix

Absorption measurement

Creatinine Jaff�e method Absorption measurement

Minerals

Calcium (Ca) Insertion in calixarene receptors with
fluorescence markers

Fluorescence measurements
Magnesium (Mg)
Phosphorus (P)
Sodium (Na)
Potassium (K)
Serum iron (Fe) Serum transferrin receptor (TfR)

measurements
Absorption measurement

Triglycerides Enzymatic detection Measurement of secondary
products

2
6664

3
7775
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collagen, elastin, keratin,flavins,melanin, andporphyrins have beendiscussed in the
literature [181].

Two-photon-excited cellular autofluorescence from intrinsic chromophores
such as NAD(P)H has been used to study the cellular metabolic state. As an

Figure 6.80 NADH transformation and the corresponding spectra.

Figure 6.81 NADH autofluorescence. Intrinsic NADH autofluorescence is visualized by using
700 nm pulsed excitation. In this image, the NADH localization in HeLa cells is shown.
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example, Figure 6.81 shows two-photon-excited NADH autofluorescence in living
cells [182].

In the case of labeling, maintenance of the native biochemical character of the
tissuehas to be taken into account. Therefore,fluorescent dyes are usually introduced
into the biological system at neutral pH, in mild isotonic salt buffers. It must be
ensured that the probe is soluble in the labeling buffer and that it can penetrate the
hydrophobic membrane of the cells [183].

A noninvasive approach is shown in Figure 6.82, which represents an example of
the investigation of autofluorescent tissue. The spectrumwas recorded in vivo by the
reflectance mode of irradiation of the palm of a human hand [184]. Fluorescence
originates mainly from NADH, but often its spectrum is overlaid by additional long-
wavelength absorbers, as can be seen in the diffuse reflectance absorption spectrum
of the palm presented in Figure 6.82.

It is very useful to apply NIR fluorimetry (up to 1600 nm) in tissues, because this
technique enables a greater penetration depth of the (NIR) radiation in organic
matter to be used to obtain a well-defined region of excitation, for example, in single
cells or mammalian tissue.

Other advantages afforded by NIR over UV–visible fluorescence techniques
include the following:

Figure 6.82 Fluorescence and absorption spectra (diffuse reflectance spectrum) of a human hand
palm in arbitrary units [184].
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. reduced Rayleigh scattered excitation (this being proportional to the inverse
fourth power of wavelength)

. low absorption coefficient in many organic media, for example, tissue (results in
less background)

. increased photochemical stability.

Additionally, longer absorption and emission wavelengths allow the use of inexpen-
sive light sources such as LEDs and diode lasers, which are availablemainly in the red
and NIR region. Due to the reduced absorption of human tissue at wavelengths
longer than 600 nm, this spectral region is very relevant to clinical applications [185].

Thus a laser beam of around 400nm might be expected to penetrate only a few
micrometers into the skin of a subject due to strong scattering and absorbance by
hemoglobin (see below), whereas a light beam of about 830 nm would penetrate
some centimeters due to the 16-fold lower scattering and also much reduced
absorbance. We can imagine interrogating implanted fluorophores through the skin
for a variety of diagnostic purposes, such as blood glucose monitoring [186]. In
mammalian tissue at visible wavelengths, the principal absorbing species is, of
course, hemoglobin, due to its strong absorbance and high concentration. All
derivatives of hemoglobin exhibit significant absorbance at wavelengths longer
than 700 nm; absorbance spectra are depicted in Figure 6.83. The measurement
principle is used in the well-known noninvasive pulse oximetry. Every species
(hemoglobin derivative) has its own optimal detection region. The calculation of
the concentrations of the components can be made with respect to isosbestic points
(e.g., at 805 nm) [187].

Other NIR applications of tissue and vessel imaging include optical time-domain
reflectometry and photonmigration in tissue [188, 189]. Furthermore, laser-induced
autofluorescence studies of human tissue are widely used in modeling of human
cutaneous tissue using spectroscopicmeasurements. This is possible simply because
human tissue contains many components that fluoresce. This creates a readily

Figure 6.83 Absorbance of hemoglobin derivatives in the red and near-IR region.
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detectable fluorescence background, but on the other hand is an important
feature that limits the sensitivity of labeled fluorescence applications in tissue
characterization. In this respect, laser-induced autofluorescence spectroscopy pro-
vides excellent possibilities for medical diagnostics of different tissue pathologies,
including cancer, because cancer cells have a different metabolism than healthy cells
and exhibit a much stronger fluorescence background than healthy reference
tissue [23].

Another very important method for the investigation of cells and other tissue
components is flow cytometry. Flow cytometry is a method of fluorescence-activated
cell sorting (FACS) and is widely used in the diagnosis of cell diseases such as
leukemia [190, 191]. In flow cytometry, the sample is irradiated with a continuous-
wave laser light beamand thefluorescence light is detected as an indicator of cell type-
specific antigens, cell–cell interactions, cell diseases, and mutagenic changes (see
Figure 6.84). Most applications of flow cytometry are based on the presence or
absence of cell-surface antigens, or the presence of one or two copies of the DNA, as
determined by measurement of the fluorescence intensity of cells labeled with
fluorescent antibodies or nucleic acid stains such as 40,6-diamidino-2-phenylindole
(DAPI). Multidimensional slit-scan flow cytometers have also been developed
and used successfully for the automated detection of different types of cancer
cells [190, 191].

In general, the time resolution of the fluorescence light is a very powerful tool for
investigating environmental effects upon the cells and other components in tissues
and vessels. This is due to the high sensitivity of the fluorescence lifetime to the
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Figure 6.84 Principle of cell-by-cell measurements in flow cytometry (cw¼ continuous wave)
(adapted from [192, 193]).

422j 6 Instruments in Biotechnology and Medicine



solvent or the viscosity andpolarity of the surroundings of the cell. Therefore, lifetime
imaging and fluorescence lifetime measurements play an important role in the
optical characterization of human tissues.

Fluorescence lifetime imaging (FLIM) allows image contrast creation based on the
lifetime of the probe at each point in the image. There is significant interest in
creating 2D or even 3D fluorescence lifetime images, and for this purpose several
techniques have recently been described. If the probe lifetime is sensitive to
a naturally occurring analyte, one now has the ability to create (chemical and
biochemical) images of cells and tissues (for more details, see [192, 193] and the
references therein).

6.1.7.3 Optical Spectroscopy of Agglutination and Precipitation – Nephelometry,
Turbidimetry
In addition to absorption of electromagnetic radiation, we observe scattered radiation
if photons impact on matter (e.g., Raman scattering).

In the case of elastic light scattering, the relative molecular mass Mr of the
scattering particle can be calculated from the analysis of the scattered radiation.
Furthermore, information can be obtained about the molecular dimensions and the
interaction between macromolecules, and parameters such as the diffusion coeffi-
cient of the scattering particle can be estimated.

In general, various scattering processes have to be taken into consideration:

. Elastic light scattering: Incident and scattered light have the same frequency.
–If the dimensions of the scattered particles are small in comparison with the
wavelength, d � l=2, Rayleigh scattering is observed.

–If the dimensions of the scattered particles are large in comparison with the
wavelength, d � l, Mie scattering occurs.

. Quasi-elastic scattering: Change in the frequency of the scattered light due to
translationalmovement of the scattered particle (Doppler effect, frequency chirp).

. Inelastic scattering: Excitation of molecular vibration due to interaction with the
incident light (Raman scattering).

Nephelometry is an optical analysis method to determine the concentration of
colloidal dispersed small particles, in most cases in solution.

In the following, the scattering behavior of particles in solution is considered. This
is necessary to understand the kind of representation of the results usual in
nephelometry and the parameters deduced from the plots. The scattering of
monochromatic polarized light at an isolated, isotropic molecule with the field
strength leads to the induction of an electrical dipole moment (see Figure 6.85):

E ¼ E0cos 2pn t� x
c

� �h i
: ð6:5Þ

The resulting oscillating dipole emits radiation, the field strength of which is
proportional to

d2m
dt2

¼ f ðjÞ: ð6:6Þ
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For isolated molecules in solution, the resulting equation for the relative scattered
light intensity is

Is
I0

¼ 2p2 1þ cos2 jð Þn20
r2 � L � l4 � dn

dc

� �2

� cMr ð6:7Þ

where Is is the scattered light intensity, I0 is the incident light intensity, j is the angle
of detection, n0 is the refraction index of the solvent, n the refraction index of
the solution, r is the radius of the particle, L is the Loschmidt number, c is the
concentration of the molecules and Mr is the relative molecular mass.

With the help of some abbreviations like the Rayleigh rate R0 and a constant K

R0 ¼ Is
I0

� r2

1þ cos2j
ð6:8Þ

and

K ¼ 2p2n20
Ll4

� dn
dc

� �2

ð6:9Þ

Equation 6.7 can be transformed. For ideal solutions, Equation 6.7 results
in [194, 195]

K � c
R0

¼ 1
Mr

ð6:10Þ

Taking into consideration a real solution with the experimentally determined
concentration dependence of the scattered light intensity, the following equation
results:

K � c
R0

¼ 1
Mr

þ 2Bcþ . . . ð6:11Þ

Figure 6.85 Scheme of scattering of incident irradiation at an object at (0, 0, 0) indicating the
scattering angle j under which the scattered light occurs.
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From this dependence, the molecular mass and the second virial coefficient B (the
interaction strength between the particles) can be deduced (see Figure 6.86).

In the case of Mie scattering, the particle can no longer be handled as a point; the
phase of the interacting light has different values at different places in the particle.
In general, the contributions to the overall scattered light intensity must be sum-
marized. This procedure is very time consuming and involves the calculation of
so-called Mie integrals. Even more sophisticated is the application of a correction
function which involves all aberrations of the Mie scattered light intensity behavior
depending on the measuring angle compared with the Rayleigh scattered light
intensity [194, 195]:

PðjÞ ¼ 1� 16p2R2
G

3l2
sin2 j

2

� �
: ð6:12Þ

This correction term goes to zero if the wavelength becomes large, the radius
of gyration RG becomes small, and the detection angle becomes zero. On the
other hand, this correction term fully describes the shape of the scattered light
intensity in the case of Mie scattering from the detection angle. Equations 6.11
and 6.12 give

K � c
R0

¼ 1
PðjÞ

1
Mr

þ 2Bc

� �
: ð6:13Þ

The abbreviated equation for the scattered light intensity in this case
becomes [194, 195]

Figure 6.86 Typical measuring curve for K � c=R0 as a function of the concentration c of scattering
particles. The ordinate section gives the molecule mass; the ascent of the curve at low
concentrations gives the second virial coefficient B (with permission of H.-J. Galla [194]).
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K � c
R0

¼ 1

1� 16p2R2
G

3l2
sin2 j

2

� �� � 1
Mr

þ 2Bc

� �
: ð6:14Þ

In the case of Mie scattering, it is no longer sufficient to measure the scattered
light intensity at one angle only. At least the detection of the scattered light intensity of
a half circle is necessary (see Figure 6.87).

Measurement of the scattered light intensity as a function of the concentration and
the detection angle leads to the well-known Zimm diagram (see Figure 6.88).

Figure 6.87 Zimm diagram (adapted from [194, 195]).

Figure 6.88 Scheme of half-circle detection for detecting scattered light intensity (with permission
of H.-J. Galla [194]).
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Mie scattering delivers, in addition to themolecular mass and the virial coefficient
via the radius of gyration, information about the dimension and the shape of the
scattering particle.

In the case of turbidimetry, only the scattered light intensity as an overall signal is
detected, as can be seen in the measuring scheme in Figure 6.89. The primary beam
is blended out after the samples, and with a lens the whole of the scattered light is
directed on to the detector. The scattered light intensity is in this case directly
proportional to the concentration of the sample.

Typical precipitation reactions in clinical analysis can be checked by means of
scattered light analysis. In the simplest case, the �apparent absorption� is measured
and plotted against time to obtain a kinetic description of the precipitation
reaction. Plotting the apparent absorption against the concentration leads to the
well-known nonlinear form of the calibration curve of immunological reactions (see
Figure 6.90).

6.1.8
In Vitro Diagnostics – Blood Gas Pressure Measurements

6.1.8.1 Optical Detection of pO2 in Blood
In addition to the amperometric detection of gas pressure (oxygen gas pressure in
blood), gas components in human blood can also be detected by means of optical
methods. In this case the optical fiber connectedwith the light source (usually a diode
laser in the green or blue region) is covered on the tip with an immobilized dye
embedded in a polymer which is gas permeable and cleanable with respect to
contamination of the analyte solution (blood, urine). The dye is irradiated with the
excitation light and fluorescence emission is obtained in the red-shifted wavelength
region [196] (see Figure 6.91).

As oxygen is an effective quencher, the permeated oxygen in the analyte solution
quenches the fluorescent light. Plotting of the fluorescence intensities in a Stern–
Volmer plot leads to a straight-line dependence between the fluorescence intensities
(I0=I) and the oxygen concentration:

Figure 6.89 Principle of turbidimetry. Only scattered light intensity as an overall signal is detected.
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I0
I
¼ 1þ kqtF Q½ � ð6:15Þ

where kq is the quenching rate constant, tF is the fluorescence lifetime, and ½Q� is
the quencher (oxygen) concentration. The term kqtF is the �half quenching con-
centration,� which is the quencher concentration at which the quenching effect
is 50%.

With the help of the linear dependence between fluorescence intensity and
quencher concentration, the oxygen concentration in blood can be determined.

The great advantage of the optical system is the possibility of minimally invasive
permanent monitoring of the oxygen (and carbon dioxide) partial gas pressure in
intensive medical monitoring.

Figure 6.90 Scheme of kinetic–turbidimetric measurements of immunological reactions and
transformations in a calibration curve.
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6.1.8.2 Optical Detection of pCO2 in Blood
The basic principle of the pCO2measurement method adapts the Lambert–Beer law
and the embodied system using the nondispersive infrared (NDIR) method. Since
CO2 gas reacts to a 4.3mm wavelength, this wavelength is selected using an optical
filter, and the energy decrease due to molecule oscillations is used. The CO2

concentration is then measured by a mass flow controller (MFC) using basic steps,
instead of collecting pCO2 gas by applying heat to the outer skin. The measuring
system consists of an IR lamp, optical filter, optical reaction chamber, pyroelectric
sensor, and signal processor. To make the sensor system portable, the length of the
optical reaction chamber is minimized to 1mm using an Si wafer based on MEMS
(microelectromechanical systems) technology. When CO2 gas is injected into the
optical reaction chamber, a result of 4.3mV was confirmed when using a photore-
action path of 1mm with a CO2 gas reaction. The response time of the system was
within 2 s, which is fairly fast [197].

6.1.8.3 Optical Detection of Further Monitoring Parameters in Intensive
Care (Temperature, pH)
Novel methods of temperature measurement use optical fibers and luminescent
materials to convert absorption into a temperature-dependent luminescent signal.
For example, the delay time of an excited state in an inorganic material has been
shown to vary with temperature, and this is readily measured via the phase-shift
technique [198]. Other approaches use the creation of an acoustic wave due the
conversion of excitation energy into heat and sensitive detection by amicrophone for

Figure 6.91 Experimental set-up of the fiber-optic partial gas pressure measuring system.
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temperature measurement. This method is rather similar to photoacoustic spec-
troscopy (for more details, see Section 6.1.9).

Optical pH measurements combine the use of semiconductor materials such as
Si3N4 to create potential changes in themediumwith the incorporation of a potential-
sensitive fluorescent dye in the layer (see, e.g., [199] and Figure 6.92).

6.1.9
In Vitro Diagnostics – Photoacoustic Spectroscopy

Photoacoustic spectroscopy goes back to Alexander Graham Bell in 1880, who
observed that modulated sunlight directed into a gas chamber or on to a thin
membrane emits sound. He further discovered that the sound became louder if
the sample in the gas chamber was darker (higher light absorption) or the surface
became larger. One year later, Tyndall and R€ontgen discovered that the sound is also
emitted without a solid component in the gas chamber if modulated heat radiation
(IR radiation) is directed into the chamber. H2, O2, and air gave no sound
whereas illuminating gas (CH4, CO) and ammonia were connected with a loud
tone [200–203].

The reason for this effect is that periodic light absorption leads to thermal
oscillations in the gas chamber. These thermal oscillations are connected with
density oscillations which in its part create sound (sonic) waves that can be detected
by a microphone.

In principle, the photoacoustic spectrometer (Figure 6.93) measures the heat
production in the sample or, in other words, the contribution of nonradiative
deactivation channels in the molecules to the overall relaxation process after
absorption. The advantages of the photoacoustic spectroscopy are manifold. First,
photoacoustics needs no transmittive sample. The heat and therefore the signal are
produced from the front side of the sample. Furthermore, with photoacoustics very

Figure 6.92 Scheme of an optical pH meter composed of Si3N4 semiconductor material and a
potential-sensitive dye in the layer.
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high and also very low absorption can easily be detected. The signal is directly
proportional to the absorbed power (in solids: absorbed power within the thermal
diffusion length). Hence there are decisive advantages in comparison with conven-
tional absorption spectroscopy:

. direct measurement (no difference)

. no transmitted light beam necessary.

The application of photoacoustic spectroscopy in medicine is directed to the
investigation of non-transparent samples, for example

. biological samples such as leaves, apple parings, and flowers

. medical samples such as blood, skin, and vessels.

Information given by the photoacoustic spectrum, in addition to the concentration
and the spectral characteristics of the samples, includes

. demolition-free depth profiles, material defects

. fluorescence quantum yield, heat capacity, thermal conductivity.

6.1.10
Therapy

6.1.10.1 Introduction
Today, a multitude of therapeutic applications based on the biophotonics concept are
available in the medical and cosmetic surgical fields, for example:

. Photodynamic therapy (PDT) [202–207] is used in dermatology for the treatment
of viral warts, acne, psoriasis, actinic keratoses, Bowen�s disease, basal cell
carcinoma, and so on; in oncology for the treatment of cancer of the skin, bladder,
breast, stomach, oral cavity, and so on; in ophthalmology for the treatment of
wet macular degeneration, subfoveal choroidal neovascularization, pathological

Figure 6.93 Scheme of photoacoustic spectrometer.
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myopia, and presumed ocular histoplasmosis syndrome; in cosmetic surgery as
therapy for photoaging, cosmetic skin improvement, oily skin, enlarged seba-
ceous glands, wrinkles, rejuvenation, and so on; see Section 6.1.1.3.

. Refractive surgery [208–212] alters the curvature of the cornea to improve the
focusing characteristics of the eye and can be divided into flap surgery
[laser-assisted in situ keratomileusis (LASIK), intralase-LASIK, femto-LASIK,
intra-LASIK, laser-LASIK, all-laser-LASIK] and surface surgery [photorefractive
keratectomy (PRK), laser epithelial keratomileusis (LASEK)] and epithelial in situ
keratomileusis (epi-LASIK).

. Laser-induced photothermolysis [213–215] is used for removing abnormal cuta-
neous vessels (telangiactasias, port wine stains, capillary hemangiomas, etc.), for
laser skin resurfacing (e.g., treatment of fine wrinkles, photodamaged skin,
acne and surgical scars, melasma, uneven skin coloring, stretch marks, keloids,
xanthelasma), for laser removal of tattoos and permanent makeup, and for laser
removal of undesired hair.

. Photobiomodulation (low-level laser therapy, cold or soft laser therapy, laser bios-
timulation) [216–218] is applied for the therapy of, for example, wound manage-
ment, soft tissue injuries, inflammation, arthritis, chronic pain, dermatological
conditions, myofascial trigger point therapy, acupuncture, allergy, and tinnitus.

. Photoactivated disinfection (PAD) [219] is an antibacterial dental treatment of, for
example, endodontics, periodontics, caries, peri-implantitis, and so on.

. Laser conization [220, 221] is used for cervical intraepithelial neoplasia.

. Laser tonsillotomy [222, 223] is applied for tonsillar hyperplasia.

. Laser interstitial thermal therapy (LITT) [224, 225] is used for the treatment of,
for example, brain and spinal cord tumors and breast cancer.

. Percutaneous laser disc decompression (PLDD) [226, 227] can be used to treat
back and neck pain caused by a herniated disc.

. Photoselective vaporization of the prostate (PVP) [228, 229] (also known as
GreenLight HPS, GreenLight PV, laser prostatectomy, laser TURP) is used to
treat benign enlargement of the prostate gland.

. Laser lithotripsy [230, 231] is a surgical procedure to remove a kidney stone,
urethral stone, or bladder stone.

Due to this wide variety of existing biophotonics applications in therapy, detailed
descriptions of each applicationwould go beyond the scope of this chapter. Therefore,
as just one example, refractive surgery, as a widely used laser light therapeutic
application in ophthalmology, is described in a more detailed manner in the
following section.

6.1.10.2 Laser Therapy in Ophthalmology – LASIK (Refraction Correction by Cornea
Treatment)
Laser therapy for refraction corrections goes back to Trokel et al. [232],who reported
the first laser application in ophthalmology in 1983. In 1987 the first commercial
cornea surgery laser (>250 000 patients) was introduced.

Direct cornea ablation (photorefractive keratectomy) is preferentially carried out
with an excimer laser at a wavelength above the photodecomposition energy of 3.5 eV
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(XeCl, ArF, etc.) and the mechanism is ablation by photodecomposition with a
precision of <0.5mm and a typical ablation depth of 100 mm.

Radial Keratectomy (RK) The idea of surgical vision correction is not new. In the early
1970s, Svyatoslav Fyodorov, a Russian ophthalmologist, developed a procedure
called radial keratotomy (RK). He noticed that after removing splinters of glass from
a patient�s eye, the patient�s distance vision improved. In 1978, the procedure was
introduced in the US. Surgeons perfected the procedure by creating incisions in
the cornea to flatten the front of the eye and to refocus light on to the retina.
Unfortunately, it was not a good procedure for patients with higher prescriptions, so
surgeons started to search for a new procedure to reshape the cornea.

RK involves the placement of microscopic incisions outside the central optical
zone. This weakens the outer perimeter of the cornea and causes it to flatten, thereby
moving the point of focus from in front of the retina to the periphery of the
retina [233].

Photorefractive Keratectomy (PRK) The next procedure to be developed, photore-
fractive keratectomy (PRK), approved by the US Food and Drug Administration
(FDA) in 1996, uses an excimer laser to resurface the cornea. Because of pain
receptors in the surface of the cornea, PRK turned out to be a painful procedure and
surgeons looked towards a new approach. Furthermore, the surface of the cornea
changed by creating cicatrices in the long term, which reduced the effect of cornea
resurfacing dramatically (see Figure 6.94).

Laser-Assisted In Situ Keratomileusis (LASIK) Finally, LASIK surgery was developed.
LASIK combines the creation of a corneal flap with laser resurfacing. Because there
are no pain receptors in the under-layers of the cornea, the creation of the flap proved
to eliminate pain involved in the procedure and led to a quicker recovery (see [209]
and references therein, and Figure 6.95).

LASIK is a procedure that permanently changes the shape of the cornea, the clear
coveringof thefrontof theeye,usinganexcimer laser.Aknife,calledamicrokeratome,
which is better with femtosecond laser pulses (Carl ZeissMeditec, Jena, Germany), is
used to cut a flap in the cornea. A hinge is left at one end of this flap. The flap is folded
back, revealing the stroma, themiddle section of the cornea. Pulses from a computer-
controlled laser vaporize a portion of the stroma and the flap is replaced.

6.2
Photonic Instruments in Biotechnology

6.2.1
Introduction

Much attention has been devoted recently to defining biotechnology. The
European Federation of Biotechnology defined biotechnology as the integration
of natural sciences and engineering sciences in order to achieve the application
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Figure 6.95 LASIK ablative surgery in cases of myotropia and hypermetropia.

Figure 6.94 Eye after RK (a) and eye 1 day after laser PRK (b).
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of organisms, cells, parts thereof, and molecular analogs for products and
services [234].

The interrelation between chemistry, chemical engineering, and the burgeoning
areas of molecular biology is especially important as chemical industrial processes
incorporate recombinant DNA techniques. In a wider community of chemists, an
understanding of the so-called �new� biology enhanced research opportunities and
communication in related fields. Frequently, the language of a given discipline
creates a barrier to interactions with other disciplines. Rapid developments, such
as micro- and nanotechnology have been witnessed in the last few years in the
multidisciplinary field of biotechnology, exacerbate this problem [235].

Despite this discussion, biotechnology is one of the oldest technologies of
mankind. Depending on the point of view and with consideration of different
incisive scientific and technological developments, several steps can be defined [236].

The production of early foodstuffs such as bread, cheese, and sour milk products
and also alcoholic beverages such as beer and wine was for thousands of years often
characterized by the unwitting use of the metabolism of microorganisms.

The second developmental stage is characterized by biotechnological treatments
without prevention of foreignmicroorganisms. Louis Pasteur (1822–1895) and other
microbiologists investigated the metabolic reactions in microorganisms and Robert
Koch (1843–1910) developed the technology for the production ofmicroorganisms in
monoculture, but often in corresponding processes infections by microorganisms
different from those being cultivated could not be excluded. This period wasmarked
by the production of primary metabolic substances such as lactic and citric acid,
ethanol, and butanol and the development of the first waste water treatment plants at
the end of the nineteenth century.

The next step is to consider the biotechnological manufacture of products with
exclusion of foreign microorganisms. The discovery of the antimicrobial action of
penicillin by Alexander Fleming (1881–1955) stimulated large-scale production.
Sophisticated process technology made the growth of microorganisms under opti-
mal conditions possible. Sterilizability of plant components which are in contact with
the fermentation medium was a necessary condition. Following the discovery of
further antibiotics, a wide range of secondary metabolic products such as vitamins
and pharmaceutical substances came into biotechnological production. This period
is still continuing.

One important turning point was, of course, the discovery of the genetic code by
JamesWatson (born 1928) and Francis Crick (1916–2004) in 1953. This fourth period
is denoted, in general, by the transfer of knowledge from basic research to biotech-
nology. Many results in microbiology, biochemistry, enzyme research, molecular
biotechnology, genetic engineering, and process engineering are combined into
modern biotechnology. All of these disciplines use photonic instruments for the
investigation of biological objects and organic and inorganic substances.

On the other hand, material research is also increasingly influencing biotechnol-
ogy and biotechnological production processes. The selectedmaterial itself as well as
the interactions between technical/inorganic phase and biologic system/organic
material are of considerable importance for optimized biotechnological processes
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and technical systems, respectively. Much research work is done with respect to the
functionalization of material surfaces and interfaces. The control of structure
and surface-relevant interactions at this interface is an essential requirement
for innovative developments and products in biotechnology. Examples are the
cultivation of adherent cells with ceramic or polymer materials and also modern
biosensors and biochips.

Biotechnology today provides products in various application fields with growing
markets, employment, and turnover [237]. Meanwhile, a classification by colors
has been introduced (e.g., red, medicine/pharmaceuticals; green, agriculture,
plant biotechnology; gray, waste management; white, biotech products, industrial
processes [238]).

Biotechnological production processes are highly sophisticated and specially
adapted and optimized to the relevant biological system (microorganisms, cells,
biomolecules) and the desired product [236, 239]. In general, and in brief, the first
step is the screening, investigation, and optimization (among others by genetic
engineering, and the independent field of Research Technology & Development) of
the biological component including the exploration of the optimal process condi-
tions. This is a wide field of application of photonic instruments.

The basic production step, fermentation, involved the transformation of raw
material (substrate) into the desired product by microorganisms, cells, or biomole-
cules or the cultivation of the biomass as the product itself. The technical device used,
the fermenter, is a highly sophisticated system. To realize the optimal biochemical
change, optimized cultivation conditions (e.g., temperature, pH, dissolved oxygen,
stirrer speed for mixing, ion concentration, concentration of substrate and
product components, and many more) are controlled by the fermenter. Therefore,
fermentation is also an important field of application for analytical and photonic
instruments.

Fermenters are available with a broad range of special equipment adaptable for
every organism, strain, and metabolic product and therefore for different kinds of
processes (see Section 6.2.4). Its volume can vary from a fewmilliliters to thousands
of cubic meters. In parallel with the first step mentioned above, the selection and
composition of the nutrient broth, the substrate, is realized. The substrate contains
all the necessary components for the maintenance of the microbial or cellular
metabolism or for an optimal biochemical reaction.

After sterilization andfilling of substrate (or vice versa), the fermenter is inoculated
with the organism that will be cultivated.

As result of the fermentation process, the fermentation broth contains the desired
final product in a mostly very complex substrate. For this reason, treatment steps are
normally necessary to isolate the end product (e.g., by filtration in different
forms, centrifugation, digestion, evaporation extraction, crystallization). The mon-
itoring of the product quality and purity is a further field of application for photonic
instruments.

However, sensors and analytical systems for the huge range of all biotechnological
process steps and every signal level are necessary in general and are widely available
for in-line, on-line and off-line measurements. In addition to others, especially
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electrochemical devices, numerous optical photonic systems are used. Process
coupling is increasingly at the center of attention but the problems of sampling are
often neglected.

6.2.2
Selected Analytical Methods

6.2.2.1 Introduction
In biotechnology, a broad range of different measuring systems is used. They can be
discriminated by different criteria. One important classification describes the series
of steps of the analytical process with respect to the prespecified problem of the
measurement [240] (Figure 6.96). An important aspect of this consideration is related
to the sampling problem, which is often disregarded.

The analytical principle as the first step of the measurement is quantitatively
describable by the underlying natural law. For example, light is absorbed by
molecules of a solution; the Lambert–Beer law describes the extinction as a function
of concentration.

The analytical method furthermore comprises parts of the sample preparation
and the evaluation of themeasured value. It realizes a strategic concept for extracting
the optimal information content from the object. With respect to the absorption of
light, the method includes, for example, rules about how to dilute the sample
and how to fill and handle the cuvette, and also instructions about the calculation
of the result.

The analytical procedure contains complex protocols including, on the one hand,
instructions about the sampling from themeasured object or the process and, on the
other, sample preparation, the arrangement ofmeasuring equipment, the calibration
functions, the possible errors, and so on. In the case of a fermentation process, it
could be important, for instance, to prescribe the sample port and the sterile interface
to obtain a sample for flow through the cell of a photometer and also the use of
calibration curves for the determination of the biomass content from the extinction
of the photometer.

Figure 6.96 Analytical principle, analytical method, analytical procedure.
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It is important to state that sensors cannot be classified in this system. In contrast,
sensors are in direct contact with the object or the process. In combination with data
recording and acquisition by electronics, they are independent systems which are
able to record physical or chemical properties of the environment qualitatively and/or
quantitatively.

On the other hand, the underlying principles are used both in analytical systems
and in sensors. In the context of this chapter, we distinguish here between the
methods and the sensors. However, it is important to state that in real practice
the relationship is smooth.

6.2.2.2 Reflectometric Interference Spectroscopy (RIfS)
Reflectometric interference spectroscopy (RIfS) is based on themultiple reflection of
white light at interfaces between thin transparent layers with different refractive
indices. The basic principle is Fabry–P�erot interferometry. It is suited to the
determination of the thickness of thin transparent layers [241].

At each interface, the light beam is partly transmitted and partly reflected
(Figure 6.97 [242]). The reflected beams cover different optical paths. Any change

Figure 6.97 RIfS: light is partly reflected and partly transmitted at the glass–antibody layer and also
at the antibody–antigen layer.
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in optical thickness (represented by nd, where n is the refractive index and d the
thickness) will lead to changes in the interference spectrum of the recombined
fractions of the reflected light due to constructive and destructive interference of the
individual single beams.

Reflection also takes place at biologically activated surfaces (receptors) and at
receptor–analyte complexes (e.g., antibody–antigen system). The temporal shift of
the position of a selected extremumprovides information about interactions between
surface-immobilized biomolecules and molecules of the analyte. In combination
with afluidic system, RIfS permits time-resolved, label-freemeasurement of the real-
time kinetics of analyte binding to a surface-immobilized sensor molecule.

As a laboratory method RIfS has also been evaluated for use in different experi-
ments, for example, for bacterial infections [243], testing of biocompatibility [244],
and coupling with other highly sophisticated methods {e.g., matrix-assisted laser
desorption/ionization time-of-flight (MALDI-TOF) mass spectrometry for the deter-
mination of binding interaction of antibiotics [245]}, in addition to being used as
a bridging technology for different high-content screening approaches in the
development chain of leading structures for the pharmaceutical industry or during
the identification and validation processes of new biomarkers [246].

The RIfS method is widely used in biosensors (see below), but analytical systems
are also commercially available. Analytik Jena (Jena, Germany) offers the BIAffinity�

system [247] for the measurement of concentrations (10�3–10�10M), kinetics
(association rate ka 10

3–106M�1 s�1, dissociation rate kd 10
�5–10�1 s�1), and affin-

ities (104–109M�1). Label-free real-time detection of interactions is possible with
simultaneous presentation of the interference spectrum.

Depending on the application, different materials are usable as transducers. Glass
slides are coated with niobium pentoxide, titanium dioxide, indium tin oxide
and TOPAS� (a cyclic olefin copolymer). The use of a wide range of �classical�
bioreceptors has been described (e.g., antibodies, antigens [248], cells [249], oligo-
nucleotides). Modern analytics also applies bioanalogs (e.g., aptamers) and synthetic
molecules [e.g. prepared by molecular imprinting (MIP)] [250, 251].

6.2.2.3 Surface Plasmon Resonance (SPR)
Label-free interaction analysis is of increasing importance for scientists in the
academic, pharmaceutical, biotechnology, and diagnostic markets. SPR, in addition
to RIfS, is such a label-free interaction analytical technique. SPR was first demon-
strated in 1983 [252, 253].

Plasmons are quantized density oscillations of charge carriers in metals and
semiconductors. On irradiating the interface between a glass substrate coated
with a thin gold layer and a liquid medium, total reflection can be observed
(Figure 6.98) [254]. Normally the gold layer has no influence if it is thin enough.
However, at a definite angle and under special conditions of polarization (use of
totally internally reflected parallel polarized light) of the incident monochromatic
wave, the evanescent field goes into resonancewith the electrons of the gold layer and
light energy of the reflected light is absorbed. The diffusion and immobilization of
a layer of analyte molecules or analyte receptor complexes at the gold surface
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influence the resonance condition and the maximum signal is detectable at
a different angle. The deviation is a measure of the concentration of the substances.
Together with a selected receptor, this principle allows specific and quantitative
detection. A good overview of SPR is given in [255].

In the same way as RIfS, SPR was developed only as biosensor technology.
However, in current biotechnology it is mostly used as sophisticated analytical
system using a flow system for sample transport (Figure 6.98) [256]. Biacore
(Uppsala, Sweden) commercialized its SPR systems in 1990 [257]. The systems
permit label-free interaction analysis in real time and are applicable for concentration
measurement in the nanomolar range, compound-target-binding assays in the range
50–2000 ngml�1IL-6 (interleukine-6), and anti-drug-antibody (ADA) detection. The
data give insights into protein functionality, elucidate disease mechanisms, and play
a key role in the critical decisions needed for efficient development and production
of therapeutics. Numerous research articles deal with special applications [258].

SPR is particularly interesting if more than one receptor is immobilized at the
surface. Using a variety of different molecules, for example, by application of
biochips with numerous receptor dots, a CCD matrix scans the signals and the
interaction analysis of potential binding partners is possible. Some further interest-
ing developments are the extension to complex analytical systems, for example,
combination with MALDI-TOF mass spectrometry [259, 260] (see Section 6.2.2.2),
miniaturization, the detection of whole cells, the option of remote sensing (by
coupling with light fibers), the use of gold nanoparticles in solution instead of a gold
layer (which allows, for instance, tumor diagnostics), andmultichannel analysis. For
future trends, see also [255]; selected applications are described in [261].

6.2.2.4 Fluorescence Methods

Application of Green (GFP) and Other Fluorescent Proteins Since its incidental
discovery in 1962 [262], green fluorescent protein (GFP) has become one of the
most important tools [263] of molecular biology (Nobel Prize in Chemistry, 2008).

Figure 6.98 The Biacore detector with sensor chip and integratedmicrofluidics cartridges.� 2010
General Electric Company. Reproduced by permission of the owner.
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The oxoluciferase aequorin from the jellyfish Aequorea victoria fluoresces after
excitation by blue or ultraviolet light with the same emission spectrum as the tissue
of the jellyfish itself and is associated with a green fluorescent protein. This shows
that the GFP is excited by the aequorine. Additionally, no cofactors are necessary for
fluorescence. It has two absorptionmaxima (395 and 475 nm) but only one emission
maximum (509 nm). GFP is very stable over a broad pH range and denatures only at
temperatures higher than 65 �C. In jellyfish, the excitation energy is provided by
radiationless energy transfer from the aequorin protein.

It was found that GFP can be gene-specifically fused with different proteins
without loss of fluorescence. Since 1994, GFP has been used as marker for these
proteins [264, 265] and this technology has become a standardmethod in cell biology
and genetic engineering, because genetic expressions can be viewed.

GFP can be expressed by numerous organisms andmany variants (seven different
groups, additionally enhanced variants; see Chapter 7) with different emission
spectra have been synthesized by mutagenesis. Today, further proteins obtained
(e.g., from corals or Escherichia coli [266]) with very different emission spectra (e.g.,
blue 440 nm, red 610 nm) are available. With these proteins it is possible to monitor
the spatial and temporal distribution of different proteins of living cells to which the
fluorescent proteins are bound.

F€orster/Fluorescence/Bioluminescence Resonance Energy Transfer (FRET, BRET)
Fluorescence resonance energy transfer (FRET) and bioluminescence resonance
energy transfer (BRET) are useful tools for investigating molecular interactions,
biochemical reaction kinetics and their location in living organisms.

FRET (described in 1948 by Thomas F€orster and often referred to as F€orster
resonance energy transfer [267]) is a distance-dependent interaction between excited
electronic states of two dye molecules with energy transfer and without transfer of
photons. In a typical FRET experiment, the regions of interest are labeled with
different fluorophores [e.g., blue fluorescent protein (BFP), cyan fluorescent protein
(CFP), and yellow fluorescent protein (YFP)] [268], the donor and the acceptor. It is
performed with a fluorescence spectrometer by observing the fluorescence intensity
of the donor, and if possible also that of the acceptor, or by specially adapted
microscopes, offered by different companies, for example [269]. More complicated
but more convincing is the measurement of the fluorescence decay time.

The absorption of the donor takes place at a shorter wavelength than that of the
acceptor and the FRET efficiency EFRET can be detected by the appearance of
sensitized fluorescence of the acceptor by quenching of donor fluorescence. The
efficiency of this process depends on the inverse of the sixth power of the intermo-
lecular distance [270]:

EFRET ¼ 1

1þ R
R0

� �6 ð6:16Þ

where R is the distance between fluorophores and R0 is the F€orster radius, which is
the distance at which 50% of the donor fluorescence is quenched.
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The spatial resolution of a conventional fluorescence microscope is limited by the
Rayleigh criterion to about 200 nm. FRETpermits the determination of the closeness
of the molecules within a few nanometers (F€orster radius), depending on the
fluorescence quantum yield of the donor (e.g., 4 nm for BFP–GFP, 5 nm for
CFP–YFP). The process can take place when the donor fluorophore in the electron-
ically excited state transfers its excitation energy to the nearby acceptor. If
the fluorescence emission spectrum overlaps the absorption spectrum of the
acceptor molecule, the donor transfers the energy by long-range dipole–dipole
intermolecular coupling.

A limitation of FRET is the requirement for external illumination to initiate the
fluorescence transfer, which can lead to background noise in the results from direct
excitation of the acceptor or to photobleaching. To avoid this drawback, BRET was
developed. This technique uses a bioluminescent luciferase rather than CFP to
produce an initial photon emission compatible with YFP.

FRET has become a standard tool inmolecular biology {e.g., real-time quantitative
polymerase chain reaction (PCR) [271–273]}, biochemistry (e.g., hetero- and
oligodimerization, reconnaissance of signal transduction pathways [274]) and cell
biology [275, 276] for the detection of protein–protein, protein–nucleic acid, and
nucleic acid–nucleic acid interactions [277]. It is also used for spectroscopy and in
combination with confocal microscopy. FRETand BRET in research are also used for
the study of molecular motors, that is, the molecular machines for the movement of
living organisms. Furthermore, by labeling different ends of amolecule, the kinetics
of fragmentation can be observed in real time.

Flow Cytometry/FACS The key technology of cytometry was developed in 1968 by
Wolfgang G€ohde and Wolfgang Dittrich [278, 279] and has been commercialized
by several companies. Flow cytometry combines fluorescence and stray light
measurement into a powerful technique which can be used for the analysis of
multiple parameters, especially for counting and examiningmicroscopic particles. In
biotechnology it is used for a wide range of applications from individual
cells within populations, chromosomes, and ploidy analysis to GFP expression
analysis [280, 281]. For descriptive introductions see [282–284].

Cells are suspended in a fluidic stream (Figure 6.99 [282]) until thousands per
second are passing a laser beam and the fluorescent and forward- and side-scattered
light emerging from each cell is captured and statistically evaluated in real-time.
Relevant parameters are, for example, size, components, complexity, and phenotype.

The sample is transported to the interrogation point by a flow system. Lasers are
used as light source. The optics gathers and directs the emerging light to the
detectors. The operation and data evaluation are substantially computer controlled.

Laser light and the sample intersect at the interrogation point. The sample stream
containing the cells is injected into the fluid stream by hydrodynamic focusing. Due
to the higher pressure of the outer sheath stream, the inner sample stream is formed
into a thin thread. In consequence, the cells pass through the laser beamone at a time.
In practice, cytometers can detect cells with diameters between 1 and 15mm.
Specialized systems can detect particles outside this range.
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Stray light from the interrogation point can be measured at different angles.
Routine devices besides fluorescence are designed to measure low-angle scattered
light and/or light scattered at a right-angle. The forward-scattered light is nearly
proportional to the cell size. Hence the scattered light received by the detector is
proportional to the cell size and results in a histogram of the diameter distribution.
The side-scattered light characterizes the granularity and structural complexity inside
the cell. Separate detectors sample this light as a function of the wavelength also as
histograms. The combination of bothmeasurements is a 2Dhistogramwith patterns
characterizing the different particles of the sample.

A third signal, the fluorescence of different marker molecules (dyes) applied to
label cells is measured as a function of wavelength by the same detectors again as
a one- or two-color histogram.Using twodyes, a two-color histogram canbe evaluated
as a two-color dot plot. Dichroitic filters separate the different emission wavelengths
of the different markers. The spectral overlap of the filters depends on their
characteristics and on the fluorescence spectra.

Because it is possible to sort cells according to the measured characteristics,
cytometers are often also termed fluorescence-activated cell sorters (FACS), despite
the fact that this is a registered trade mark of the Becton-Dickinson [285] company.
Separation is possible by tagging of cells of interest with an antibody linked to a
fluorescent dye. This antibody must be bound to a protein expressed in the cells of
interest.Ultimately cells are sorted by electrical charge,which is computer controlled,
applied to the drops before being formed at the end of the flow stream. These charged
drops are then deflected to sample tubes.

In addition to biotechnology, there are also numerous applications inmedicine, for
example, blood analysis [286, 287], bone marrow diagnostics [288, 289], immune
phenotyping [290, 291], and AIDS research [292].

Figure 6.99 Basic design and optical path of the flow cytometer (Invitrogen).

6.2 Photonic Instruments in Biotechnology j443



Fluorescence In SituHybridization (FISH) Fluorescence in situ hybridization (FISH)
is a special form of in situ hybridization, a molecular method to detect nucleic acids
(DNA or RNA) in tissues, cells, or metaphase chromosomes by fluorescence. It rests
on the pairing of complementary bases of single nucleic acid strands. One of these is
previously labeled (e.g., with haptens, in the case of FISH directly with fluorescing
molecules) and the other is the strand to be detected.

6.2.2.5 Advanced Microscopic Techniques (Selection)
Some of the available advanced microscopic techniques are also based on fluores-
cence. According to classical physics (Abbe�s theory of image formation, Rayleigh
criterion of resolution; see below), until not very long ago it was accepted that two
objects limited by diffraction can be resolved only if they are not closer than about half
of the wavelength of light, that is, about 240 nm.

The lateral two-point resolution is calculated by

Dr ¼ 0:61l
n sin a

ð6:17Þ

where n is the refractive index and a half the aperture angle. The product na (n sina)
is called the numerical aperture.

The axial two-point resolution is given by

Dz ¼ 2
nl

ðn sin aÞ2 : ð6:18Þ

Many biological objects of interest are smaller. By the end of the last century, new
concepts and technical developments overcame the diffraction criterion and
allowed the transition from microscopy to nanoscopy. Some ideas that emerged
from scanning and fluorescence microscopy (e.g., labeling) recently resulted in
a large number of microscopic methods. To present them all would go beyond
the scope of this chapter (see [293, 294]) and here are only a few principles are
mentioned.

Confocal Laser Scanning Microscopy (CLSM) Confocal laser scanning microscopy
(CLSM) is distinguished by enhanced lateral resolution (about 200 nm) and depth
selectivity. In contrast to classical fluorescencemicroscopy, only a disc-shaped area of
the fluorescently labeled or autofluorescent sample is illuminated by a focused laser
beam via a pinhole and the sample is scanned point-to-point (Figure 6.100 [295]). A
detector pinhole focused to the same plane eliminates light scattered outside the
focus plane. The image is electronically reconstructed by computer. By the reduction
of the out-of-focus blur, the imagedefinition of opaque samples is enhanced, allowing
better surface profiling and to a certain extent (non-opaque samples, light absorption)
virtual 3D images with a depth penetration from some tens to a few hundred
micrometers are possible. Comprehensive image processing software supports this
option [296, 297]. Although already patented in 1957, it needed further technical
developments in other fields to make this system suitable for research and routine
uses, especially lasers and computer technology.
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CLSM is used for innumerable applications. Especially in biotechnology and
medicine [293], new options are opened up for the investigation of cells and
tissues [298–301].

Two-/Multi-photon Laser Scanning Microscopy (TPLSM, MPLSM) In multi-photon
laser scanning microscopy (MPLSM), the fluorescence of the (labeled) sample is
excited by a pulsed solid-state laser. In CLSM, the energy of the excitation light
corresponds to the difference in the energetic levels of the ground and excited states
of the fluorescingmolecules (one-photon excitation). whereas inMPLSM, the energy
of the exciting electron due to quantum effects can be smaller than the energetic
distance of the two levels provided that the excitation of the two ormore photons takes
place nearly simultaneously (the excitation probability is proportional to the recip-
rocal pulse duration) and with high intensity. Both requirements are fulfilled by
femtosecond lasers (pulses of 10�15 s, e.g., titanium sapphire laser).

Amajor advantage of these nonlinear processes is the limitation of the excitation to
the focus volume. As a consequence, the fluorescence is also generatedmainly in this
focus region. A second result is the excitation of the fluorescence with (in the case of
two photons) half of the energy, which is especially advantageous for the investigation
of sensitive samples such as biological objects. By both effects the unobserved

Figure 6.100 Principle of CLSM. Copyright (2010) Leica Microsystems CMS GmbH.
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regions of the sample are less charged with energy and the bleaching of the
fluorescent dyes is reduced. Further, the longer wavelength used in two-photon
laser scanning microscopy (TPLSM) penetrates the sample up to five times deeper.
Because the signal is generated only in the focus, no pinhole is necessary. Therefore,
photons from the focus scattered by other sample compartments can contribute to
the image.

As in CLSM, in TPLSM the sample is scanned and the signal of every scattered
focus point contributes to the computer-generated 3D image. Different scanning
modes are available [302] (Figure 6.101). Derived from theoretical considerations, the
lateral resolution of the TPLSM is about 1.5–2 times better than that of the CLSMand
typically reaches about 300 nm; the axial resolution is of the order of micrometers. It
should be mentioned that in addition to the use of labels [303] and of autofluores-
cence, the application of the above-mentioned fluorescent proteins is common.

Figure 6.101 ComparisonofCLSMandTPLSM: in both cases a laser beam(UVor IR) is focused via
a dichroitic mirror and the objective on the sample. Fluorescence is projected on detector. The filter
blocks the excitation light.
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Applications in biology andmedicine are numerous, for example, the investigation of
cell interactions [304], imaging of neurons [305], tissue remodeling [306], and tumor
research [307].

Resulting from the advantage that the exciting energy is generated only in the
focus, TPLSM is used for other working methods. The option to adjust the energy in
the focus point, on the one hand, enables one to destroy structures specifically. This
can be used, for instance, for the investigation of structure–function relations of
macromolecules or cells. On the other hand, it becomes possible to dose energy, for
example, for the triggering of polymerization reactions on the nanoscale, for instance
to generate predetermined structures.

4Pi Microscopy (4Pi) 4Pi microscopy (4Pi) is a far-field fluorescence 3Dmicroscopic
method and a version of confocal microscopy. In consequence of the previously
mentioned Abbe criterion and because many biological objects (cell organelles,
viruses, genes) are smaller than the minimal resolution in fluorescence microscopy,
objects are with increasing regularity observed indirectly by fluorescence labeling
(e.g., GFP). The lens projection of a point light source to a focus point caused by the
wave character of light does not result in a point image but in an intensity distribution
around this point, which has a greater extension in the z-direction than in the
x,y-directions. If the projection of the complete solid angle 4p were possible, the
resolution could be increased. It could be shown that it is possible to minimize the
spread of the focus to the minimal distance given by Abbe by the so-called point
spread function engineering [308].

Using a beamsplitter cube [309] (Figure 6.102), the excitation light of the laser
source is split into two beams with the same intensity and projected by two opposing
lenses of high numerical aperture. The counterpropagating spherical wavefronts are

Figure 6.102 Principle of beam path of 4Pi microscope. BS, beamsplitter.
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coherently summed at the focal point. The sample is scanned in the axial direction.
The fluorescent light is recorded by both objectives, recombined by the beamsplitter
and back-reflected to the confocal scanner, where it is spectrally detected.

As a result, the axial resolution is improved 3–7-fold down to 100 nm. 4Pi ismostly
applied in cell imaging for biology and medicine [310–312].

Stimulated Emission Depletion (STED) Microscopy Stimulated emission depletion
(STED) microscopy is another variant of non-diffraction-limited far-field fluores-
cence microscopy [294, 313] that has recently found application in biology and
medicine [314, 315]. Fluorescence markers are applied for labeling of small compo-
nents of the sample. When irradiated by a focused laser beam, molecules emit [316]
(Figure 6.103) light within a few nanoseconds. In STED microscopy the effective
excitation is limited to a small spatial extent. This is facilitated by a second laser beam
which is focused like a donut with central zero intensity. Its wavelength and energy
are in the red region and therefore too low to excite themolecules, but it is adapted to
de-excite molecules by stimulated emission.

The donut shape of the laser beam de-excitation of themolecules in the outer zone
of the excitation beam is achieved to confine molecules in the ground state whereas
themolecules in themiddle of the donut remain excited and fluorescent. In this way,
resolutions of better than 20 nm (	 l/50, 15 times better than confocal microscopy)
are possible. Excitation and de-excitation are realizable by synchronized laser pulses
of shorter than 100 ps and longer than 300 ps, respectively.

It should be mentioned that several different methods and variants of STED
microscopy have been reported, for instance, reversible saturable/switchable optical-
ly linear fluorescence transition (RESOLFT) and ground-state depletion (GSD)
microscopy [294].

Figure 6.103 STED: exciting and de-exciting
light pulses are coupled in simultaneously. The
exciting laser generates a diffraction spot of
>250 nm whereas the wave front of the STED

beam ismodified by a phase shift and generates
a �donut.� in this way, at the edge of the donut
fluorescence is prevented. In the middle of the
spot fluorescence can be observed.
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ScanningNear-Field OpticalMicroscopy (SNOM,NSOM) Compared with themicro-
scopes mentioned above, scanning near-field optical microscopy (SNOM or NSOM)
is a near-field technique. SNOM yields high-resolution topographic and optical
images and is an important technique for visualizing biological systems.

The theory was originally proposed in 1928. The Abbe diffraction limit is
circumvented by SNOM because the light is generated, scattered, and detected in
the near-field. Illumination of the sample is realized through an aperture with
a diameter significantly smaller than wavelength of the light. Resolutions of 50 nm
can be realized.

Apoint light source is placedwithin nanometers of the surface of interest, different
modes are known (transmitting, reflecting, collecting, and illumination/collection
mode imaging, depending on the illumination and the detected light [317]; see
Figure 6.104). A few different light sources are available (tapered optical fibers,
cantilevers used in atomic force microscopy with a centered hole for laser illumi-
nation, pipets filled with light-emitting or luminescent compounds). The tip is
positioned within a few nanometers above the surface and controlled by special
feedback mechanisms. The sample is scanned.

Changes in refractive index, reflectivity, transparency, and polarization, and
also fluorescent and excited molecules (e.g., Raman) are usable for image
generation [317].

Combinationswith atomic forcemicroscopy, laser tweezers, and immunolabeling,
among others, extend the opportunities for application in life sciences from single
fluorescently labeled molecules such as DNA or proteins up to whole cells and
chromosomes (for examples, see [317–322]). SNOM is particularly suited to labeling
cell surface membrane proteins, since the illumination depth is limited to tens of
nanometers. This allows good discrimination between proteins at the cellmembrane
and those in the cytoplasm [323]. Fluorescent labeling of chromosomes is also

Figure 6.104 SNOM: modes of illumination of the sample and detection of light (for explanation,
see text).
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common, using FISHor other techniques to label particular areas, which can then be
identified in the topography images.

6.2.2.6 Enzyme-Linked Immunosorbent Assay (ELISA)
Enzyme-linked immunosorbent assay (ELISA) is a common serological test for the
presence of particular antibodies or antigens. It was developed simultaneously with
but independently of enzyme immunoassay (EIA) [324]. It is based on the principle of
immunoassay, that is, the interaction of antibodies and antigens of the immune
system, and can measure their concentrations sensitively. The principle is similar to
radioimmunoassay (RIA), which needs a radioactively labeled detection reagent for
quantitative measurement.

In principle, the examined substance (e.g., the antigen) is bound to a solid surface
of a microtiter plate, which is immobilized with a specific antibody. Subsequently a
second enzyme-labeled antibody is added. The enzyme is used for colorimetric or
fluorimetric detection.

Today ELISA represents a standard method in biotechnological and medical
laboratories and is applied in numerous detection applications, for example, for
low molecular weight compounds (hormones, toxins, pesticides) and also for
proteins and viruses [325–328].

Several different technologies have been developed over time. The basic technol-
ogy is the sandwich ELISA in which, complementary to the basic principle,
a secondary antibody bounds at a different site of the antigen [329] (see (4) in
Figure 6.105). The method is more universal because this secondary antibody is
usable for several different detections.

Competitive ELISA as a further method uses a labeled structural analog,
a synthetic antigen, instead of the antibody that competes with the analyte for the
binding site.

The indirect ELISA test determines whether a specific antibody is present in the
sample. This technique first immobilizes the appropriate antigen to the walls of
the microtiter plate [330].

Figure 6.105 Sandwich-ELISA.
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6.2.2.7 Optical Biosensors, Biochips, Miniaturized Analytical Systems

Optical Biosensors Chemoreceptors of cells have binding sites for specific sub-
stances. Following a binding reaction of this substance with the receptor, the protein
structure is changed and an ion channel is opened for transporting ions.

Biosensors are technical analogs of the chemoreceptors of cells. They are
defined [331] as self-contained integrated devices which are capable of providing
specific quantitative or semiquantitative information using a biological recognition
element (biochemical receptor) that is in direct spatial contact with a technical
transduction element. The biological recognition element has to identify a substance
specifically (key–keyhole principle) and to generate a signal resulting from the contact
with this analyte (see Figure 6.106). The technical component has to transduce this
signal into a technically processable signal.

This definition is partially outdated because of two developments. Today, the
recognition elements are not only biological receptors but increasingly also biotech-
nological, biomimetic, and synthetic substances. The second reason is that the
receptor and transducer are no longer just in direct spatial contact, they are highly
integrated, for example, in the form of biochips.

In general, biosensors are classified into two main groups: bioaffinity and
metabolism biosensors [332, 333]. This reflects what happens between the receptor
and the analyte. Not discussed further here, sometimes one encounters additionally
the group of coupled and hybrid sensors and also biomimetic biosensors.

At the surface of a bioaffinity sensor, the analyte A is bound with a receptor R as
a stable complex characterized by the alteration of the electron density:

AþR , AR ð6:19Þ

Figure 6.106 Schematic principle of a biosensor.
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A typical example is an immunosensor. The related physico-chemical alteration,
for instance, layer thickness, refractive index, light absorption, or electrical charge,
can bemeasured bydifferent optoelectronic sensors, based on aquartzmicrobalance,
by surface acoustic waves, and others. The initial state has to be recovered by splitting
of the complex.

In the case of metabolism biosensors the molecular recognition of analytes by the
receptor is coupled with the chemical conversion of the analyte into a product:

AþR , AR , PþR: ð6:20Þ
Here an enzyme biosensor typically represents the principle. Mostly electrochem-

ical transducers are used, sometimes also thermometric biosensors, and less
frequently optical sensors. It is important to state that the analyte is consumed and
the receptor is available in the initial state again.

Other classifications [332] (Table 6.4) distinguish between the different kinds of
receptors (e.g., enzymatic, immuno, cell-based, synthetic biosensors, molecular
imprinted) or transducers (e.g., electrochemical, optical, piezoelectric, thermal
biosensors) [334, 335].

Table 6.4 Recognition elements and transducers of various configurations generate data which are
differently analyzed (selection).

Recognition
element

Transducer Measured data/
evaluation

Configuration

Biologic
Enzymes
Antibodies
Nucleic acids
Cells

Biotechnological
Designed
enzymes
Transgenic
cells
Variants of
antibodies

Biomimetic
Highly affine
aptamers
Peptide
nucleic acids

Synthetic
Synzymes
Molecular
imprints

Electrochemical
Amperometric
Potentiometric
Conductometric
Capacitive
Impedance
Microelectrodes
ISFET�s

Optical
Photometric
Interferometric
Fluorimetric
Optical light guides

Mechanical/
Thermodynamical
Thermistors
Piezoelements
(Quartz micro
balance)
Surface acoustic
wave

Threshold values
Digital single
Concentrations
Biological effects
Pattern recognition

Sensor/probe
Microanalytical system
Microfluidic systems
Micro-total analysis
Systems (μ-TAS)
Micro-electro-
mechanical
systems (MEMS)
Highly parallel
systems (biochips)
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In biosensors, three processes proceed successively:

. specific recognition of the analyte

. transformation of the physico-chemical alteration caused by the interchange with
the receptor into an electrical signal

. signal processing.

Applications of biosensors are very diverse [334, 336], extending from biotech-
nology to food technology and from environmental monitoring to forensic and
human medicine.

Probably the first and most important stimuli for the development of biosensors
arose frommedicine. In 1962,Clark andLyons [337, 338] developed thefirst biosensor
for the determination of glucose in blood. Based on the electrochemical oxygen probe,
invented by Clark, the enzyme glucose oxidase was immobilized between two
membranes on top. The glucose concentration could be measured from the change
in the oxygen concentrationdue to the oxidationof glucose by the catalytic action of the
enzyme. As a result of investigations in different scientific disciplines (e.g., biochem-
istry) and technological developments (e.g., biotechnology, sensor technology), a vast
number of biosensors have now been developed. This progress has culminated in the
presentation of modern biochips and microanalytical systems (see the subsections
Biochips andMiniaturized Analytical Systems below) with incorporated (bio)sensors.

Inmedicine, point-of-care testing (POCT) [339]means theuse of small, robust, and
simple to handle instruments with less consumption of substance and without
sample preparation. Instruments in this class allow fast analysis, need no sample
transport, and are not integrated in the time flow of the laboratory. Short turnaround
times (TATs) permit optimization of therapy [340] (Table 6.5).

One of the goals with the glucose sensor mentioned above was the improvement
of the monitoring of diabetes patients. Especially the monitoring of critical states
and self-control of patients were targeted. During the last decades, numerous of new
and especially miniaturized sensors were developed. These miniaturized sensors
based on electrochemical transducers are often combined with other sensors and
integrated in analytical hand-held systems, and some of these developments are
suitable for patient self-control [341].

Table 6.5 Typical turnaround times (TATs).

POCT parameter TAT (min)

Metabolic (glucose, bilirubin, lactate) 30
Coagulation 30
Fertility
Hematology 30
Cardiology [troponine, CK-MB (creatine kinase muscle–brain)] Immediately
Kidney function <60
Blood gas Immediately
Electrolytes 30
Infection serology <60
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With respect to the subject matter of this book, in the following only biosensors
based on optical effects (e.g., diffraction, interference, total refraction) or transducers
will be discussed. Sometimes more than one effect is used in this kind of biosensor
(e.g., diffraction and SPR).

. Evanescent field biosensors, total internal reflection fluorescence (TIRF): Inside
an optical waveguide, light is totally or partially reflected at the interface between
the core (with lower refractive index) and the surrounding cladding (with higher
refractive index). However, the amplitude outside the core does not decrease
discontinuously to zero, it decays exponentially. This evanescent part of the wave
can be used for the detection of binding events between analytes (e.g., pure or
labeled antigens) and a receptor (e.g., antibody), which is immobilized at the
surface of the core without the cladding. One option is to compare the light
absorbed by the receptorwith andwithout bound analyte. The other opportunity is
the excitation of fluorescence of the (labeled) analyte and themeasurement of the
fluorescent light irradiated back into the waveguide.

. Interferometric biosensor, reflectometric interference spectroscopy (RIfS):
Another group of biosensors is based on the principle of interference. In a basic
type, light from a waveguide is split into two arms, a sensing arm with the
appropriate immobilized receptor and the reference arm (Mach–Zehnder inter-
ferometer). In the sensing arm, interaction between light and receptor–analyte
complex takesplacebyevanescentwaves.Afterpassing thearms, recombinationof
the waves allows the observation of constructive and destructive interferences
depending on the concentration of the analyte. The principle of RIfS ismore often
used. The label-free multiple reflection of light at interfaces between thin trans-
parent layers with different refractive indices is the underlying principle of this
biosensor type. The principle is described above. RIfS systems provide measure-
ment of real-time kinetics of a bioanalyte binding to a surface-immobilized sensor
molecule (seeSection6.2.2.2)andalso theinvestigationofconformationalchanges
in the receptor, leading to the activation or inhibition of the receptor-dependent
pathways [342] andmuchmore (see the references in Section 6.2.2.2). Application
to fermentation control has also been described [343].

. Grating couplers: Often the variation of the refractive index is used to monitor
the reaction between analyte and receptor. The grating coupler (in addition to the
prism coupler, which is not discussed here) offers a method to determine the
refractive index via the evanescent field of the waveguided light. A surface grating
is used to couple or decouple light into the waveguide. The effective refractive
index influences the grating constant and therefore also the interference char-
acteristics of the electromagnetic wave. Depending on the wavelength, construc-
tive interference only takes place atwell-defined angles, that is, only at these angles
can light be coupled in or decoupled out of the waveguide. The evanescent wave is
influenced by the addition of the analyte and the subsequent shift of the coupling
angle is detectable. Different types of grating couplers are used (input, output,
reflected mode, wavelength-interrogated couplers).
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. Surface plasmon resonance (SPR): This type of biosensor is mostly used as
a complete analytical system. The principle is described in Section 6.2.2.3. SPR
biosensors are used in drug discovery [344] for some hundreds of assays per day.

Biochips Biochips are small sample carriers constructed from different materials
(glass, plastics, silicon). At their surface in parallel hundreds or thousands of
sensitive spots with immobilized biological material are arranged as sensitive
elements (targets), comparable to the receptor of a biosensor. Each spot realizes
a biochemical detection reaction. For this reason, advantageous parallelized and
miniaturized analysis is possible.

For the interpretation of the results, it is necessary to know which analyte from
the sample is bound atwhich spot orwas detectedwithwhich receptor. Therefore, the
target spots are structured as an array, with respect to their dimensions often
also denoted as microarray. Optical and electrical biochips can be distinguished
depending on the method of signal acquisition and processing. For detection of a
certain molecule, the characteristic molecular interaction with its target is used, for
example, the sequence-specific hybridization of nucleic acids or the affinity of
antigens and antibodies.

Huge quantities of target molecules can be generated by synthetic procedures, for
instance by amplification of clones sampled in DNA libraries in a PCR.

There are many methods for coating the spots with the target molecules. Some-
times they are similar to microfabrication processes developed by the electronics
industry (photolithography), but it is also possible by, for example, piezoelectric (like
an air jet) or micro contact printing. In a few square centimeters one can generate
some tens of thousands of these spots.

In the past, by combining biochips with flow cells an increase in the probe number
was possible because of the relatively high sample concentration in the small
chamber volume andhence by the acceleration of the hybridization reaction. Another
advantage of flow systems is that the applicability of different fluorescent dyes with
similar quantum efficiency opens up the possibility of competitive hybridization for
labeling of different targets (e.g., oligonucleotides of different tissue types), which
allows the direct comparison of their relative amounts.

For optical detection, the analytemolecules are labeledwith a dye, for instancewith
a fluorescent label. Because the binding of the analyte to the target is specific (e.g.,
between DNA strands), the binding position at the biochip can be recorded by
a sensitive microarray scanner (CCD) or photomultiplier) with high spatial resolu-
tion. Anothermethod is the use of glass fiber bundles which read out the spots of the
biochip. Furthermore, the waveguides used are similar to those mentioned earlier.
The detected signals are analyzed by specific software with pattern recognition.

Since the beginning of this century, many biochips have become commercially
available. Their development boomed particularly after the first encodings of the
genome of microorganisms starting in the mid-1990s. The first yeast DNA chip
possessed a sequence motive of more than 6000 genes in an area of 18� 18mm.
The basic principle of biochips was applied to different target molecules such as bio-
molecular probes (oligonucleotides, cDNA, DNA, RNA), peptides, proteins, and cells.
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Biochips are widely used in biological, molecular biological, and biomedical
research and also inpharmaceutical drug screening. Byminiaturization, automation,
and parallelization the throughput efficiency, sensitivity, and reliability are improved,
which is not possible with conventional serial methods of biotechnology. Biochip-
based analytical systems are being progressively used in clinical and diagnosticfields,
for example, for genotyping, mutation analysis, and infection diagnosis.

Miniaturized Analytical Systems These previously mentioned examples present
a cross-section of the versatile opportunities for biosensor and biochip applications.
However, biosensors suffer from one important bottleneck: because of their bio-
chemical nature, receptors are very sensitive to extreme ambient conditions such as
temperature, pH, high salt concentrations, high viscosity, and so on. For this reason,
they are often used in the protected surroundings of fluidic systems [e.g., flow
injection analysis (FIA); see Section 6.2.3], which are complete analytical systems
allowing preconditioning of the sample.

Generally (and independently of the need for biosensors), as a result of the
progress in science and technology, miniaturized analytical systems were developed
for several advantageous reasons, among others faster response time and analysis,
saving of reagents, lower sample and waste volumes, and the compactness of the
analytical system.

Micro electromechanical systems (MEMS) are a consequence of the progress in
modern microelectronics in the middle of the twentieth century that made sub-
micrometer-sized mechanical structures in silicon wafers possible. Subsequently, a
further logical step was the consequent integration of fluidic channels and fluid
handling modules (dosing devices, valves, pumps) into miniaturized CMOS-
compatible systems, denoted lab-on-a-chip (LOC) [345, 346] (Figure 6.107).

Other materials used are glass, ceramics, and polymers. For example, one of the
first systems was a gas chromatograph for environmental application [347, 348]. The
dimensions of LOCs are in the square millimeter to square centimeter range, liquid
volumes down to picoliters are handled, and single or a few functions are integrated.
Although the terminology is not consistent, micro total analysis system (mTAS) is
used mostly synonymously, whereas the microfluidic systems [349] further also
integrate pretreatment steps of the laboratory to a complete laboratory analysis. In
microfluidic systems (Figure 6.108), the samples and fluidic elements are
mostly handled serially, except that the different components are supplied to points
of reaction. Sophisticated systems are able to process some tens of thousands of
samples per day.

Related to the numerous applications, a differentiation and systematic classifica-
tion into the above-mentioned groups is not always possible – the boundaries
are fluid. Such miniaturized analytical devices are applied in a wide range of
scientific and technological fields, for example, biotechnology [350], medical
research [351–353], centralized laboratory analysis, POCT, and pharmaceutical
high-throughput screening (HTS) (see Section 6.2.2.8). Optical systems are inte-
grated advantageously, for example, as sensors [354] or for the manipulation [355] of
cells and particles.
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Figure 6.108 Storage coil of a microfluidic system (pipe-based bioreactor, pbb�, Institut f€ur
Bioprozess- undAnalysenmesstechnik,Heiligenstadt, Germany). Picoliter droplets (stainedblue for
better visualization) can be used for cell cultivation under sterile conditions.

Figure 6.107 Lab-on-a-chip module of Agilent Technologies, Inc. (Waldbronn, Germany) for
sample handling, mixing, dilution, electrophoresis, and chromatographic separation. Copyright
(2010) Agilent Technologies, Inc. Reproduced with permission.
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Figure 6.109 Thermo Scientific Nunc 96 Micro Well� plates. Copyright (2010) Thermo Fisher
Scientific. (www.thermofisher.com, 14. 01. 2011)

6.2.2.8 High-Throughput Screening (HTS)
In contrast tomicrofluidic systems,HTS is a highly parallelized automaticmethod for
liquidhandling.Up tomillions of samples per day canbeprocessed [ formore than105

per day the process is termed ultra-high-throughput screening (UHTS)]. Developed
for pharmacological, genetic, and biochemical applications, HTS is mostly used in
pharmaceutical research to identify new lead compounds for drugs.Thecenter piece is
the microwell or microtiter plate (Figure 6.109) with 96–1536 or more wells in which
the assays take place. Especially the interaction of test substances with pathogenic
target structures (proteins, cells, microorganisms) is investigated as a (competitive)
binding assay with labeled ligands resulting (predominantly) in an optical signal.

HTSs are partly or fully automated systems for liquid handling with statistical data
evaluation. Microplates can be supplied by stackers to the system. Corresponding to
the highly parallel sample handling and data acquisition, the measurement of the
optical signals must also be highly parallelized.

Highly sophisticated microplate readers are filter- and/or monochromator-based
detection systems [356] (Figure 6.110) which can address the necessary microplate-
based applications to detect the reaction events in the wells. Depending on their
special application, they are equipped with suitable optical modules for sample
excitation and measurement of sample emission (color intensity, absorbance,
polarization, time-resolved fluorescence and luminescence) in the UV–VIS–NIR
spectral range. The measuring time necessary is in the range from a few to tens of
seconds, depending on themeasurementmethod and the number ofwells.However,
many variations of detection methods are available, from label-free measurement to
the use of imaging of the wells or the whole well plate.

6.2.3
Sample Preparation: Flow Injection Analysis

Parallel to the progress of modern analytical measurement techniques due to
technical developments in the twentieth century arose the demand for automation
of test routines. However, in general it is important to state that sampling is an often
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Figure 6.110 Combined filter-based system with monochromator-based optics of the BioTek
Synergy 4 Hybrid Multi-Mode Microplate Reader (BioTek, Winooski, VT, USA).

underconsidered field of analytics, above all in process monitoring. In addition to
cost efficiency, automation, and some other aspects, a general problem is to separate
different samples taken at different times, at different sites, or fromdifferent patients
for an unambiguous correlation at every later time. Additionally in other applications,
it can be important to protect the sample or the process or to condition the sample
(e.g., chemical reaction, dilution, preconcentration, and debubbling).

Parallel to autoanalyzers used in clinical laboratories and resulting from their
particular disadvantages (use of bubbles for sample segmentation and carryover
between the different samples), FIA was developed, defined by three criteria:

1) sample injection into the flow stream by a special injection valve
2) reproducible timing of all processes by computer control
3) controllable dispersion.

A basic FIA system consists of two pumped fluidic lines, the carrier (C) and the
reagent (R) line (Figure 6.111) [357]). The sample (S) is injected into the carrier as
a plug, undergoing dispersion on the way to the detector and leaving the FIA system
as waste (W). Amyriad of setups differing from this basic mode are used, depending
on the special application of the system.

Dispersion takes place because the center of theflowzone ismoving faster than the
edges against the wall, as wall drag slows the molecules.

The dispersion coefficientD is defined [358] as the amount by which the chemical
signal is reduced by dispersion in an FIA system according to

D ¼ C0

Cmax
ð6:21Þ
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where C0 is the maximum signal without dispersion, determined experimentally by
filling the FIA system with a pure dye, and Cmax is the concentration of the same dye
injected in a nonreactant carrier flow.

Because of the physical FIA characteristics, it was shown that the flow stream has
a reproducible spectrum of corresponding concentrations in the ascending and the
descending parts of the curve, depending on the time after injection, that is also at the
detection point (if the design of the FIA is not changed). In practice, this so-called
gradient method has some advantages, for example, for measuring concentration as
a function of the injection time or for providing concentrations beyond the mea-
surement range of the detector.

However, in addition to reproducible sampling, another important advantage of
FIA is the usability of numerous highly sophisticated analytical systems as detectors
(e.g., high-performance liquid chromatography HPLC). Of course, optical systems
can also be coupled to FIA systems, for example, luminometers [359], spectro-
meters [360, 361], and fluorimeters [362].

6.2.4
Fermentation as a Central Process of Biotechnology

6.2.4.1 General Aspects
Fermenters are bioreactors available with a broad range of special equipment
adaptable for every organism, strain, and metabolic product and therefore for
different kinds of processes. Fundamentally, depending on their construction,
fermenterswithmechanical stirrers, pneumatic agitation, andmembrane separation
between the sensitive biomass and the agitated fermentation broth are used (e.g.,
aerobic, anaerobic, stirred, air-lift, tower-loop, bubble columns, submerged or
adherent cultivation). Fermenters are operated in continuous, batch, and fed-batch
mode depending on whether the substrates are supplied and the products are
downstreamed.

Figure 6.111 Schematic diagram of the basic FIA system.
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The volume ranges from a fewmilliliters (mostly laboratory scale and research; see
Figure 6.112) to thousands of cubic meters (production scale), depending on the
particular process (organism, product, application). By means of today�s microsys-
tem technology, it is already possible to use microfluidic-generated droplets in the
nanoliter range (Figure 6.113) to cultivate and handle single cells inside for special
purposes, for example, testing of individual cells against chemical stress or encap-
sulation to protect the cells against surrounding media [363, 364]. They are often
termed microbioreactors.

Figure 6.113 Microfluidic system for sterile handling of single or a few cells inside droplets (blue
points) of some tens of nanoliters.

Figure 6.112 Bench-top laboratory-scale stirred-tank fermenter of 1 l volume.
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Apart from a few exceptions (unsterile processes such as biogas production and
waste water treatment), the necessity for sterilization of fermenters to exclude germs
in competition with the production organism is an aggravating constraint. Themost
commonmethod to avoid foreign organisms is heat sterilization by steam at 125 �C.
This requires all components to be resistant to steam contact. Often it excludes the in-
line application of otherwise reliable analytical systems and sensors and demands
sample taking and off-line measurement. The problem can mostly be solved only by
help of a sterile interface in a coupling system (sample port, flow systems such as
FIA [357, 365]) providing protection against the harsh conditions (on-line mode).
Among others (financial pressure, acceptedmaterials), this condition also resulted in
the use of disposable bioreactors (characterized by a cultivation chamber or bagmade
of plastic materials), especially in cell cultivation for the development of biophar-
maceutical products [366].

After sterilization and filling with substrate (or vice versa), the fermenter is
inoculated with the organism to be cultivated. The system is operated by highly
sophisticated digital systems for measurement and control. Different operating
modes are usual (batch, fed-batch, repeated fed-batch, semicontinuous, continuous
fermentation) depending on the kind of systemused (e.g., closed, open, partly cyclic).

As a result of the fermentation process, the fermentation broth contains the
desired final product in a mostly very complex substrate. For this reason, treatment
steps are normally necessary to isolate the product (e.g., filtration in different forms,
centrifugation, digestion, evaporation extraction, crystallization). The monitoring of
the product quality and purity is a further field for application of photonic
instruments.

In both process development and biotechnological production it is necessary to
obtain information about the state of the process by the measurement of character-
istic variables. In contrast to more or less calculable chemical processes, in fermen-
tation the biomass and its growth often influence the process unpredictably. For this
reason, in addition to temperature, pH, substrate and product concentrations,
masses, mass flow rates, and impeller speed, especially biomass concentration,
dissolved oxygen, and intermediates are examples of typical process characteristic
variables to be taken into consideration.

With respect to measurement, general consideration of the hierarchical signal
level in a biotechnological process is necessary. The example of the fermentation
process shows how it is obvious to differentiate.

First one can gain information at the level of the substrate mixture. It contains all
the necessary feed components (carbon and nitrogen sources, carbon hydrates,
organic acids, oxygen, etc.), the inoculated organisms, and its products. The substrate
shows physicochemical parameters typical for the process state. Measurement
parameters are temperature, pH, ions, dissolved oxygen, glucose, biomass concen-
tration, secondary metabolites, antibiotics, and so on.

The metabolic level is the second item of information. The measurand is the
metabolic activity of the microorganism or cell, characterizable by different para-
meters such as adenosine triphosphate (ATP), NAD(P)H, intermediate metabolites,
enzymes, and coenzymes.
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Third, subcellular epigenetic level nucleic acids and their components (nucleo-
sides, nucleotides, nucleic acid bases) are observed.Modern biochips have improved
the possibilities to measure this group of substances.

The delays between external influences and the measurable reaction (minutes to
days) are often too long for effective process control because exertion of the influence
is no longer possible. This illustrates the necessity to control biotechnological
processes as early as possible after process-changing incidents. The problem of
nonsterilizability of most sensors and measuring systems and the resulting
necessity to use sampling ports and/or flow systems or to measure off-line magnify
the problem.

6.2.4.2 Fermentation Control
Measurement systems, probes, and sensors are available for all three hierarchical
signal levels. With respect to the content of this book, only examples of sterilizable
and in-line or on-line coupled systems [367] are mentioned here.

Biomass is an important parameter because it allows insight to be gained into the
process by the activity of cell growth and the optimization of the process. Different
systems are commercially available, from electrical impedance spectrometers to
especially optical probes. Probably themost widespread are sterilizable turbidimetric
probes for real-time monitoring of cell growth, measuring the absorption in the NIR
spectrum and calibrated with the cell number or optical density of laboratory
analyses. By varying the optical pathlength, a wider concentration range can be
measured. The biomass concentration is directly monitored in grams per liter,
percent dry matter, or optical density (OD) [368]. This approach is used for active
control of the fermentation. Another example if the use of optical detection at this
level is nephelometric biomass detection by scattered light measurement [369].

Recently, new emphasis has been placed on the use of optical oxygen sensors, but
they are temperature sensitive and not sterilizable. In the biotechnological and
medical fields, the measurement of the oxygen partial pressure by these sensors is a
standard diagnostic tool (e.g., for blood and tissue). One reason for the increasing
interest in optical sensors is the ready availability of fiber-optic technologies and of
oxygen-sensitive dyes. These sensors use oxygen-sensitivemolecules immobilized in
oxygen-permeable and nonpolar polymers. Oxygen quenches the luminescence or
lifetime of numerous dyes. In this way, the intensity of the emitted light and
the relaxation to the ground state depend on the oxygen concentration [370, 371].
The probes of dissolved oxygenmeasurement in the parts permillion (milligramsper
liter) range show percentage-level accuracy, for example [372].

On-line monitoring of intracellular proteins and enzymes is an important factor
with regard to fermentation process development and optimization. Disintegration
of cells under sterile conditions is required. The necessary sample preparation and
disintegration of cells (e.g., by ultrasonics) under sterile conditions can be performed
by FIA. Using special reaction protocols, for example, the quantification of intra-
cellular lactate dehydrogenase (LDH) during fermentation is possible [373]. LDH
oxidizes lactate to pyruvate enzymatically with simultaneous reduction of NADþ to
NADH. Nicotinamide adenine dinucleotide (NADH, oxidized as NADþ , reduced as
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NADH) is a coenzyme of living cells and is involved in redox reactions as an electron
carrier. However, NADH itself also presents an example of measurement of fluo-
rescent substances at the metabolic level. The oxidized and reduced states differ in
their fluorescence (NADH is fluorescent at 460 nm, NADþ is nonfluorescent) and
the fluorescence changes with binding to protein [374]. Despite the option of
coupling a fluorimeter with FIA, in the past several attempts have been made to
develop in situ fluorosensors [375].

Another example is themeasurement ofATP concentration. All living cells contain
intracellular ATP needed for the regulation of stored metabolic energy, for the
maintenance of enzyme systems and for biosynthesis of cellular constituents during
all phases of growth. In dead cells, ATP is broken down by autolysis within a few
minutes. ATP can therefore be used as a measure of microbial biomass. Linear
relationships have been found between intracellular ATP levels and the total number
of colony-forming units (CFUs) with bacteria and with yeast. In addition to the more
conventional measurement of the intracellular ATP level mediated by the lucifer-
in–luciferase reaction and detection with an (FIA-coupled) luminometer [376], in
other reports [377, 378] microorganisms were genetically modified, for example, by
inserting cDNA for firefly luciferase resulting in specific activity of luciferase during
different growth phases due to ATP utilization in the presence of added D-luciferin.
Using fiber optics, the luminescent light emitted inside the fermenter is guided to
a photometer.

6.2.4.3 Photobioreactors
About 400 000 different algae populate very diverse biotopes on earth. Worldwide
about 16 million tonnes of algae were produced in 2007 [379] and processed into
foodstuffs, feeds, cosmetics and fertilizers. By use of light, chlorophyll of phototropic
microorganisms such as algae and cyanobacteria in photosynthesis produce energy-
rich substances and biomass from CO2.

Bioenergy from biomass can contribute to solving the global energy problem.
Biomass can be converted into biofuel (fuel of the third generation), for example, by
alcoholic fermentation. Their light conversion effectiveness differs but in general
especially microalgae offer a 10-fold higher biomass yield than terrestrial plants.

At present, open land and offshore systems for algae production dominate.
However, various different types of closed photobioreactors have been developed
by numerous companies and research institutions [380]. They provide an artificial
environment for the chemical conversion on the scale of liters to cubic meters.
Attempts have also beenmade to usemicro system technology for this process [381].
In addition to the availability of carbon dioxide in huge quantities (1.8 tons for 1 ton of
biomass), one of the technical problems is the optimization of photobioreactor
design with respect to the light regime necessary for optimal growth of algae [382].
The general objective is to avoid artificial lighting. Because absorption takes place
according to the Lambert–Beers law, the light intensity decreases exponentially with
depth and with the algae concentration. Hence flat planar or tubular systems
of different types (e.g., flat plate, airlift, column; see Figure 6.114 [383]) andmaterials
(e.g., glass, PVC foil) are mostly used.
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6.2.5
Optical Trap/Optical Tweezers

Already in the 1970s lasers were used to trap various atoms and particles. The first
optical traps used visible light. Starting in the mid-1980s, optical traps were used to
trap biological particles. Arthur Ashkin [384, 385] is thought to be the pioneer of
optical tweezers. His group at AT&TBell Laboratories trapped individual viruses and
E. coli bacteria as early as 1985. In a study performed in 1987, the viruses were able to
resist the power created by a 1064 nm laser, whereas the E. coli bacteria always
exploded at around 100mW. In order to reduce biological damage, using IR lasers in
the 780–950 nm range proved to be useful, especially for bacteria which under these
conditions can survive the trap for hours without damage [386].

Microscopic objects aremoved in the laser light in the direction of the optical axes.
The change in direction of the light is connected with a change in the momentum
transferred to the biological cell. In Figure 6.115, in partial beam �a� the light has
the momentum Fa (inwards) out of the whole beam, and in partial beam �b� the
momentum Fb (outwards) is effective. In a homogeneous laser profile this would
result in amovement in the beamdirection. Because the field is inhomogeneous (see
the laser profile), the resulting force is directed in the direction of the beam center.

In principle, light acts as force on an object (impact of photon and object, like a
pressuremodel in a gas cell). For an illustration of the scale of the effect, two examples
can be given:

. A car in sunlight is 	1mg (better millipond) heavier than in the shadow.

. The tail of a comet is �pushed away� on approaching to the Sun.

Figure 6.114 Column photobioreactor (Hielscher Ultrasonics GmbH, Teltow, Germany).
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The force of a laser F with power P in watts is given by

F ¼ cP=c ð6:22Þ
where c is the gravity constant and c is the velocity of light.

If laser light of 1W is focused on to a cell of 10 mm diameter, a pressure of	5 bar
acts on the cell. Due to its small mass, the cell will be accelerated to extremely high
speeds (700 000 times the acceleration due to gravity). The acceleration is connected
with the pressure in the following way:

p ¼ F
A
¼ m � a

A
: ð6:23Þ

Hence the velocity is

v ¼ a � t ¼ p �A � t
m

: ð6:24Þ

The speed of the acceleration cell results in Equation 6.24. Taking a 100 kW laser
instead of a 1W laser will result in catapulting of microscopic objects. In such cases,
the speed can be as high as 1one-tenth of the speed of light [387].

6.2.5.1 Basic Scheme of Laser Tweezers and Micromanipulation
The realization of laser tweezers is achieved by a combination of a UV laser
(diffraction limited) with a powerful NIR laser. In normal cases, this pair consists
of an Nd:YAG laser (as the NIR laser) and an N2 laser (or even better is an excimer
laser) as the UV laser; in some cases green lasers are also used. The NIR laser acts as
an optical tweezer and due to the wavelength has a small (or vanishing) absorption
with a large penetration depth. Whereas the UV laser acts as an optical treatment

Figure 6.115 Schemeof laser irradiationof a spherical particle and the resultingmomentum (Fi) as
a function of the beam intensity (a larger than b).
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(cutting) tool, UV light is absorbed by the cell. Short, powerful pulses lead to
extremely high local temperatures. Of decisive importance is that the surrounding
tissue is not or only marginally damaged by the laser energy. The requirements for
achieving this effect are the possibility of high focusability and an excellent beam
profile with low thermal diffusion effects [388].

The basic equipment is an opticalmicroscope (e.g., Zeiss Axiovert) withUV lenses
as shown in Figure 6.116. Via the in-coupling of the illumination light, the two laser
beams are also coupled in. With the microscope the image is zoomed into the object
cell and the laser tweezers and the UV laser are aligned with respect to the object.
The object is captured, the UV laser vaporizes cell parts, drills microholes, and
destabilizes the cell walls, as shown in Figure 6.117.

6.2.5.2 Applications of Optical Tweezers
Optical tweezers have been used since 1987 for medical purposes. For example, the
manipulation of red blood cells (see Figure 6.118) can be performed by rotating them.
They can also be stretched, moved, and even dissected using an optical tweezer/
scalpel.

Helical modes of light can be focused into toroidal optical traps known as optical
vortices, which are capable of localizing and applying torques to small volumes of
matter. Measurements of optical vortices created with dynamic holographic optical
tweezers (see Figure 6.119) reveal an unsuspected dependence of their structure
and angular momentum flux on their helicity. There is novel optical ratchet potential
in practical optical vortices [389].

Figure 6.116 Scheme of optical tweezers [3].
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Figure 6.117 (a) Modification of the surface
structure of a lily pollen. The resolution of the
laser beam is>1 mm, so it is possible to modify
the structure of the pollen surface without
influencing the cell wall. (b) Movement of
subcellular structures through optical
tweezers in unopened cells of the alga
Pyrocystis noctiluc. The cell is irradiated from

below through the cell wall (no absorption) and
subcellular structures at the opposite wall are
accelerated so strongly that they are catapulted
out of the cell and can be caught in
microreaction vessels and prepared as
single subcellular structures (courtesy
of K. O. Greulich, Leibniz-Institut f€ur
Altersforschung, Jena).

Figure 6.118 Red blood cells manipulated with optical tweezers [389].
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Beams of light with helical wave fronts focus to rings, rather than points, and also
carry orbital angular momentum that they can transfer to illuminated objects. When
focused strongly enough, such helical modes form toroidal optical traps, whose
properties present novel opportunities for scientific research and technological
applications. For example, optical vortices should be ideal actuators for MEMS, and
arrays of optical vortices have shown a promising ability to assemble colloidal
particles into mesoscopic pumps for microfluidic systems.

Further applications of optical tweezers are shown in Figure 6.120, where the
fusion of two lymphoblast cells after perforation of the cells by a strong UV laser and
transportation of one of the cells via laser tweezer to another is shown in (a). In (b),
laser-supported fertilization is shownwhere the optical tweezer guides the sperm cell
to the perforated egg cell. In (c), laser microcutting of a chromosome is depicted
where the two chromosomes indicated an arrows are cut along their long axes to
separate the two chromatides [391].

The list of possible applications of optical tweezers could in principle be almost
infinite. Optical tweezers can be calibrated for positionmeasurements because of the
3D force is quantitative. Therefore, it is possible to measure movements and forces
generated by single motor proteins.

Figure 6.119 A pentagonal pattern of 26 colloidal silica spheres 0.99mm in diameter is
transformed into a circle using dynamic holographic optical tweezers. (a) The original configuration;
(b) after 16 steps; (c) the final configuration after 38 steps of illumination [390].

Figure 6.120 (a) Fusion of a long-living
lymphoblast cell with a B-cell lymphoblast of a
mouse for antibody production. (b) Principle of
laser-supported fertilization: the egg cell is
already perforated and the optical
tweezer/trap is used to guide the sperm

cell to the entrance of the perforation channel.
(c) In vitro laser microcutting of a
chromosome: two chromosomes are cut
along their long axes to separate the
two chromatides (courtesy of K. O. Greulich,
Leibnitz-Institut für Altersforschung, Jena).
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7
Biology
Stefan H. Heinemann, Roland Sch€onherr, and Toshinori Hoshi

Biophotonics comprises several scientific and technological disciplines that have in
common an interaction of light, photons, with biologically relevant material. A
prerequisite of research and development in the field of biophotonics is a firm
understanding of the structure, function, and organization of organisms and their
components, both as a whole and in isolation – a wide area collectively summarized
by the term biology. Since a large branch of biophotonics applications involves the
diagnosis and treatment of human diseases, knowledge of some fundamentals of
medicine is also helpful.

Living material is always organized in cells and a biophotonics experiment most
often must extract information from light–cell interactions. Although cells can be
extremely diverse in their appearance and function (see Section 7.2), a prototypical
cell model as depicted in Figure 7.1a may serve to indicate some common cellular
features. Cells are always separated from the environment by a very thin lipid bilayer
(about 4 nm), the plasmamembrane. Cells also contain a large nucleus (often 5 mmin
diameter), which contains the chromosomes holding the genetic information. The
power plants of cells are mitochondria; these organelles have a size comparable to
that of bacteria (about 1mmin length).Whereas cell bodies typically range indiameter
between 10 and 50 mm, some nerve cells can have very long fiber-like axons, for
example, reaching from the spinal cord to the little toe.

Biologically relevant processes span a very wide range of length and time scales
and, hence, pose a challenge to the experimenter. As illustrated in Figure 7.1b,
biophotonics employs a relatively narrow spectrum of electromagnetic radiation
including visible light to gain information about length scales ranging from indi-
vidual chemical bonds, proteins, and organelles to long cellular structures. The range
of time scales of interest in biology is even more impressive, as illustrated in
Figure 7.1c. Whereas biologically relevant chemical bonds may be broken and
formed in less than 1 ns, molecules holding the genetic information may last for
the entire lifespan of an organism.

This chapter on biology provides quick access to the most relevant aspects of the
life sciences, with particular reference to potential biophotonics applications. It is
primarily intended for students and researchers from outside the field of life
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sciences, such as physicists, chemists, and engineers. It is not meant to be a
comprehensive source of biology, which can be found in numerous excellent text-
books. Instead, we have attempted to cover selected topics to provide illustrative
access to general biological problems and the language of biology, thereby facilitating
communication between biophotonicists and biomedical scientists. We are aware
that several exciting aspects of biology cannot be discussed in depth here. Never-
theless, summarizing in a somewhat naive way how life works from an engineer�s
perspective may be a suitable starting point for examining some fascinating aspects
of biology and medicine.

We start with a description of themost relevant biomolecules and their properties.
Section 7.1, providing a quick reference to biochemistry, will be essential because the
biomolecules are the ultimate targets for light–matter interactions.We continuewith
a presentation of various cell types and the organization of cells in Section 7.2, topics
that are usually found in textbooks on cell biology. In Section 7.3, we discuss several
ways in which cells communicate with each other and how communication takes
place inside cells. Such communication processes are usually termed cell signaling
and the corresponding textbooks are onmolecular cell biology. The readermay notice
the complete absence of references to physiology, organs, and whole organisms –

Figure 7.1 Overview of length and time scales. (a) A prototypic neuronal cell with a cell body and a
long axon with some typical length scales indicated. (b, c) Selected length and time scales of
biological material and processes [parts (b) and (c) adapted from Stryer [1]].

490j 7 Biology



essentially themost important aspects of biology. Such topics are far beyond the scope
of this chapter. Therefore, to illustrate howmolecular and cellular dysfunctions alter
the whole organism, we discuss in Section 7.4 a few human diseases, their
pathomechanisms, diagnosis, and possible therapies. Given the obvious link of
biophotonics to biotechnological applications, we present a few standardmethods for
the handling of biological material in information Boxes. Insight into such methods
will help the biophotonicist to evaluate the feasibility of experimental plans.

7.1
Biomolecules: Building Blocks of Living Matter

Even a relatively simple organism, such as the intestinal bacterium Escherichia coli,
consists of several thousands of different types of molecules. In a typical human
cell, there are certainlymore than 100 000 types ofmolecules andmanymore remain
to be identified. Therefore, obtaining information from a spectroscopic experiment
in which the light–matter interaction is studied in living cells must appear a
tremendously complicated task. However, the situation is not hopeless because
the molecules of living material are organized in a hierarchical manner, ranging
from free protons, metal ions, and water to macromolecules with a size greater
than 1000Da (the dalton is a unit commonly used in biology. 1Da is one-twelfth
the mass of a 12C atom, that is, 1.66� 10�27 kg. Proteins mostly have a mass of
several thousand daltons, usually abbreviated as kDa). By means of self-aggregation,
even greater complexes, so-called molecular aggregates such as membranes and
fibers, are formed.

As shown in Table 7.1, about 70% of the mass of a bacterial cell consists of water,
and macromolecules account for about 25%. The latter are polymers; chain-like
molecules formed from a limited set of smaller units, the monomers. Hence there
aremany thousands of different types ofmacromolecules inside a cell, but the unitary
elements are always the same, somewhat simplifying the situation. As depicted in
Figure 7.2, themost important polymers are nucleic acids built of only eight different

Table 7.1 The approximate chemical composition of a bacterial cell (after Alberts et al. [2]).

Component % of total weight Number of types
of each molecule

Water 70 1
Inorganic ions 1 20
Sugars and precursors 1 250
Amino acids and precursors 0.4 100
Nucleotides and precursors 0.4 100
Fatty acids and precursors 1 50
Other small molecules 0.2 �300
Macromolecules (proteins,
nucleic acids, polysaccharides)

26 �3000
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nucleotides (see Section 7.1.1), proteins typically built of 20 different amino acids (see
Section 7.1.2), and polysaccharides consisting of different types of sugar molecules
(Section 7.1.3). Membranes are formed by various types of lipids (Section 7.1.4); they
aremore heterogeneous in structure but also harbormodular fatty acid components.
The relatively stereotypical structure of polymers can be diversified by specific
chemicalmodification of their components, as discussed below for proteins. Proteins
made solely of amino acids cannot achieve some tasks, such as the light harvesting of
the protein rhodopsin in the eye. Such special-purpose proteins therefore contain
specific prosthetic groups or cofactors, many of which are of particular interest to
biophotonics research (Section 7.1.5). Finally, in Section 7.1.6 we address some
important nonpolymeric molecules.

7.1.1
Nucleic Acids: Storage of Genetic Information

Virtually allmammalian cells are composed ofmany proteins, lipids, and sugars, and
some nucleic acids (Table 7.2). Since the latter are the storage medium for genetic
information and, hence, they contain the information necessary to produce all the
other biomolecules and to replicate itself, we startwith a description of these very long
polymeric molecules.

The key type of macromolecule is deoxyribonucleic acid (DNA); it forms two
intertwined chains, each built of individual nucleotides (see Figure 7.4). The
nucleotides themselves consist of a sugar moiety, the deoxyribose, a phosphate
moiety, and one of four bases: adenine (A), thymine (T), guanine (G), or cytosine (C)
(Figure 7.3). Genetic information is encoded by the sequence of these four nucleo-
tides. Since there are four nucleotides, the number of possible combinations of a
chain of n nucleotides is 4n. In molecular biology, the length of DNA typically is
expressed in units of bases, that is, one kilobase (kb) or one megabase (Mb) is a
nucleic acid molecule 1000 or 1 000 000 nucleotides in length, respectively. Since
DNA in the nucleus is a double-strandedmolecule, one often refers to base pairs (bp)
instead of just bases. In order to distinguish between computer storage (measured in

Figure 7.2 Polymeric biomolecules. Whereas nucleic acids and proteins are linear chains of
monomers, polysaccharides can form branched chains.
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kilobytes and megabytes) and genetic information, kbp and Mbp are also used. The
entire human genome comprises about 3 billion base pairs (3000Mbp or 3Gbp).
Since nearly every human cell carries its genome in duplicate, having one copy of
each chromosome from the father andmother, the total cellularDNAcontent is 6Gbp
in the so-called diploid cell. In eukaryotic cells, most DNA is organized in 8–60
chromosomes in the cell nucleus, while a very small fraction of DNA exists in the

Table 7.2 Approximate chemical compositions of a bacterium and a typical mammalian cella.

E. coli Mammalian cell

Water 70 70
Inorganic ions 1 1
Miscellaneous small metabolites 3 3
Proteins 15 18
RNA 6 1.1
DNA 1 0.25
Phospholipids 2 3
Other lipids — 2
Polysaccharides 2 2

aNumbers represent percentage of total cell weight (after Alberts et al. [2]).

Figure 7.3 DNA and RNA are made by linking
individual nucleotides via phosphodiester
bonds (red). The coupling occurs between the 30

and the 50 carbons of a sugarmoiety, a ribose for
RNA and a deoxyribose for DNA (black). The

nucleotides differ in the structure of
their bases (blue). In RNA, uracil is used
instead of thymine (5-methyluracil).
Also shown is the methylated form of cytosine
(5-methylcytosine).
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mitochondria, intracellular membrane-bound compartments within a cell (in
humans, mitochondrial DNA comprises only 16 569 nucleotides).

The sequence of nucleotides in one DNA chain determines the sequence of the
other, complementary, chain. This is because both chains bind to each other via
hydrogen bonds between the bases. Two hydrogen bonds can be formed between
adenine and thymine, and three between guanine and cytosine (Figure 7.4). There-
fore, only the pairs A–Tand G–C are allowed when two nucleic acid chains hybridize
to form double-stranded DNA. The unambiguous coupling of the nucleotides
ensures that one chain is an exact complementary copy of the other. When cells
divide, all constituents and also the DNA must be replicated. In this phase, the
double-stranded DNA opens, and both chains are the templates for the synthesis of
new complementary offspring chains. Therefore, in a daughter cell theDNAconsists
of one newly synthesized nucleic acid chain and one �inherited� from the parent cell.

The interpretation of the information stored in the DNA sequence implies the
definition of so-called genes – regions of the DNA that actually contain the blueprint
for the formation of proteins or for functional ribonucleic acid (RNA) molecules,
including flanking regions with regulatory function. Surprisingly, there are only a
fairly limited number of genes in the human genome (about 20 000–25 000).
Moreover, the number of genes is not a good indicator of the complexity of an
organism, as exemplified by the wormCaenorhabditis elegans (18 300 genes), the fruit
fly Drosophila melanogaster (13 300 genes), and the plant Arabidopsis thaliana (25 700
genes). The largest parts of all DNA sequences have either regulatory function or can
be allocated to so-called introns, noncoding regions that are interspersed between the
coding regions called exons. In most cases, genes are composed of several exons,
linked at later stages by a process termed gene splicing. Only about 2% of the total
human genome sequence contains such blueprint information. The remaining part
of the DNA sequence does not appear to code for known functional products.

Figure 7.4 Double-stranded DNA. (a) Base pairing by formation of hydrogen bonds between the
bases A/T and G/C. (b) Model structure of B-DNA (courtesy of Dr. Matthias G€orlach, Jena).
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Roughly half of the human genome is covered by so-called repetitive sequences, short
repeating stretches of nucleotides. Such repetitive regions have a structural role both
at the ends and in the central region of each chromosome, the centromere.

According to the so-called central dogma of molecular biology, the amino acid
sequences of all proteins are unambiguously determined by the gene sequences.
For the expression of genetic information, the translation of a gene into a protein
sequence, a copy of the DNA is made for a specific gene only. During this process of
transcription, a complementary copy of oneDNAchain is formed to generate a chain
of RNA. This nucleic acid typically is a single-stranded molecule. It has strong
similarity to DNA, but the sugar moiety of the monomers is a ribose instead of a
deoxyribose; at the 20 (read as �two prime�) position of the sugar ring there is an OH
group instead of a proton (Figure 7.3). In addition, in place of the base thymine, a
uracil (U) is used. As a consequence, an adenine (A) in the DNA is transcribed to
uracil (U) in the RNA. The information stored on the RNA is then translated into a
sequence of amino acids to form a protein. In this process, three succeeding
nucleotides inside a coding reading frame (triplets or codons) always code for one
amino acid (see Figure 7.7).

Because translation of genetic information from RNA into a protein sequence
takes place outside the nucleus, one task of the RNAmolecules is to send themessage
from theDNA to the site of translation, and therefore this type of nucleic acid is called
messenger RNA (mRNA). Another form of RNA is transfer RNA (tRNA). On the one
hand, they expose a triplet of ribose nucleotides coding for a specific amino acid. On
the other, they bind that amino acid as cargo. Bymeans of the triplet-encoded codon,
the tRNA transfers the amino acid to the correct position of the template mRNA
during the process of protein synthesis. In addition, there are regulatory forms of
RNA that play a role in how genes are translated into proteins (siRNA and miRNA)
(see the following information Box). In general, DNA is largely a stable storage
molecule for genetic information, whereas RNA serves more diverse functions and,
in some cases, even exhibits enzymatic activity. Regulatory RNAs can be very small
and their functional role is only beginning to be elucidated.

& Downregulation of Genes by RNA Interference (RNAi)

One mechanism of post-transcriptional gene regulation is based on double-
stranded RNA molecules derived from genomically encoded micro-RNAs
(miRNAs). After processing in the nucleus and in the cytosol, double-stranded
RNA fragments of �20–25 bp are generated. These small interfering RNAs
(siRNAs) inhibit complementary mRNA and, hence, prevent the production of
the encoded protein. Using synthetic siRNAmolecules, molecular biologists can
thus disable the expression of specific genes, referred to as gene silencing or gene
knock-down. In an alternative approach, genetically modified viruses can be used
to express siRNA precursors that are processed to functional siRNA by the
endogenous RNA interference (RNAi) machinery. RNAi technology provides
important tools for cell biology and the potential for therapeutic applications in
molecular medicine is being evaluated.
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7.1.1.1 Structure
The nucleotides used for storage of genetic information harbor bases with either a
pyrimidine ring (C, U, T) or a purine heterocycle (A, G).

The bases in DNA can be chemically modified slightly without any fundamental
change in the nucleotide sequence to regulate gene expression, a process collectively
referred to as epigenetics. One well-known example of an epigenetic phenomenon is
methylation of cytosine and adenine.

Individual nucleotides are linked by means of phosphodiester bonds connecting
the ribose ring at the 30-position with the CH2 group at the 50-position (Figure 7.3).
According to commonly accepted convention, genetic sequences are read from left to
right, that is, from the 50 to the 30 end, and this is also the direction of synthesis. A
sequence coding for a protein read in this direction is referred to as sense sequence,
and that of the complementary strand as antisense sequence.

At a physiological pH of about 7.2, the phosphodiester groups are negatively
charged such that DNA andRNAmigrate in electric fields, an important feature used
for electrophoretic analysis of these molecules (see the following information Box).

& Gel Electrophoresis

Most biological macromolecules are charged and, hence, in an electric field they
will move according to their overall charge. The average distance moved depends
on the electric field and also on the charge, the size, and the surface structure of
the molecules. Hence a given mixture of biomolecules exposed for a certain time
to an electric field will be separated according to their molecular properties. The
resolution power of standard electrophoresis systems is strongly increased by
meshed or porousmatrices, such as agarose or polyacrylamide gel, throughwhich
the biomolecules are forced to move. The electrophoresis of biomolecules
through various types of gels is a powerful and inexpensive method commonly
used in molecular biology to analyze and separate RNA, DNA, and proteins.
Depending on the type of molecule to be analyzed, various staining methods to
visualize the biomolecules under study are applied, such as fluorescent ethidium
bromide for DNA/RNA and Coomassie Brilliant Blue stain for proteins. As all
nucleic acids have identical densities of negative charge, their electrophoretic
mobility directly reflects the molecule size if they are assumed to be in the same
conformation, such as the linear double-stranded form. By contrast, proteins are
much more heterogeneous in size and charge and typically analyzed using
sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE). The
anionic detergent SDS unfolds the proteins and provides a uniform charge
density on the surface such that the electrophoretic mobility of a protein is
roughly linear to the logarithm of its molecular weight.

The long DNA molecules adopt specific three-dimensional structures. The most
important form, predicted by James Watson and Francis Crick in their pioneering
work awarded the Nobel Prize in Physiology or Medicine in 1962, is a double-helical
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right-handed spiral, also called B-DNA (Figure 7.4b). This configuration is stabilized
by the hydrogen bonds formed between the matching bases A–Tand G–C. These so-
called Watson–Crick base pairs result in a very stable DNA configuration with the
bases, that is, the moieties carrying the information on the DNA, pointing to
the center of the strand, and the negatively charged phosphate backbone facing the
outside so as to minimize electrostatic repulsion between the individual chains. The
helical double strand has a thickness of about 2 nm, and 10 bp are required for
one helical turn. The stacked bases are rotated by 36� with respect to the immediate
neighbor. The distance from one ribose to the next is about 0.34 nm. Thus, a single
copy of the entire human genome would correspond to a linear DNA molecule of
about 1m in length. The binding of complementary single DNA strands to form a
double-stranded DNA is referred to as hybridization. The stability of the double-
stranded DNA depends strongly on the temperature. Heating beyond a certain
critical �melting� temperature results in the separation of the strands.

As the DNA strands wind around each other, they leave gaps between each set of
phosphate backbones, revealing the sides of the bases inside. There are two of these
grooves twisting around the surface of the double helix: the major groove is 2.2 nm
wide and the other, the minor groove, is 1.2 nm wide. The greater accessibility in the
major groovemeans that DNA-interacting proteins such as transcription factors that
can bind to specific sequences in double-stranded DNA usually make contacts with
the sides of the bases exposed in the major groove.

The double-stranded DNA is stable, but for the synthesis of mRNA, the DNA
template must be present as single strands to expose the bases. Specific enzymes are
required to open the double strand and to initiate the transcription. The propensity
that this actually happens itself is encoded in the DNA sequence using multiple
mechanisms. One strategy is based on the difference in binding energy between the
base pairs. Because the C–G pair is more stable than the A–T pair, DNA sequences
with a high AT content are less stable and easier to �open.� Such TATA boxes then
often provide access for transcription factors – proteins that regulate (activate or
inactivate) the transcription of specific genes.

There are additional, less common forms ofDNAwhose physiological roles are not
yet clear. TheA form is awider right-handed spiral, with a shallow,wideminor groove
and a narrower, deeper major groove. The A form occurs under nonphysiological
conditions in dehydrated samples of DNA, whereas in the cell it may be produced in
hybrid pairings of DNA and RNA strands, and also in enzyme–DNA complexes.
Segments of DNA where the bases are methylated may undergo a larger change in
conformation and adopt the Z form. Here, the strands turn about the helical axis in a
left-handed spiral.

Densely packed DNA strands form chromosomes, which are large structures
visible with conventional microscopy. Mammals are typically diploid; every mono-
nucleated somatic cell contains two copies of the set of chromosomes. In humans
there are 22 autosomal chromosomes plus the X and Y chromosomes, which
determine the gender (female, XX; male, XY). Some individuals with chromosomal
disorders carry an extra chromosome, the most common case being trisomy 21, also
referred to as Down syndrome. In an extended fashion the helical DNA strand of a
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typical human chromosome would have a length of about 50mm; it would by far not
fit into a cell. Moreover, in this configuration the DNAwould be inherently unstable.
Therefore, in the nucleus the DNA is further condensed with the aid of specialized
proteins, the histones. The double-stranded DNA makes two turns while wrapping
around a complex of eight histones, thus forming a unit called a nucleosome. These
units are cross-linked with H1 histones to form a fiber about 30 nm in diameter. The
complex of histones and condensed DNA is referred to as chromatin. The chromatin
fiber of a typical chromosome would still have a length of 1mm. The chromatin is
therefore further folded to form the structure of a chromosome. In a configuration in
the metaphase of cell division a chromosome can have a length of about 5 mm.

7.1.1.2 Enzymes for DNA and RNA processing
DNA in a chromosome is densely packedwith proteins and specific enzymes play key
roles in regulating gene transcription. Therefore, under in vivo conditions DNA is
rarely found in isolation but typically associated with complex clusters of proteins,
some of which may have enzymatic activity, facilitating specific chemical reactions.
Such enzymatically mediated reactions are necessary tomaintain the organization of
the supercoiled structure of the very long DNAmolecules. DNApieces need to be cut
out and pasted together again to avoid the formation of knots. Replication and
transcription are finely regulated and they require the synthesis of new strands of
nucleic acids. In particular, because many of these enzymes are valuable tools in
molecular biological research, we will briefly address some of them.

Cut and Paste of DNA Nucleases are enzymes that cut DNA or RNA strands by
catalyzing the hydrolysis of the phosphodiester bonds (DNAses and RNAses,
respectively). Endonucleases cut within a strand whereas exonucleases only remove
single nucleotides from the ends. The physiological purpose of DNAses and RNAses
is the degradation of the nucleic acids. Experimentally, these enzymes are powerful
tools in molecular biology for the targeted isolation of RNA or DNA, respectively.
Because of the inherent instability of RNA, trace amounts of RNAses in the laboratory
pose a serious problem in handling large RNA molecules. Two DNA strands are
rejoined or concatenated (ligated) with the aid of ligases.

Topoisomerases combine the activities of both nucleases and ligases. Thus, they
cut a DNA double strand, rotate it, and paste it together again. Topoisomerases
therefore reduce the degree of supercoiling when double-stranded DNA is unwound
and solve the complex topology problem arising from the helical DNA structure.

Some endonucleases are very specific for the sequence motif at which they cleave
theDNA. Such restriction endonucleases are indispensable tools inmolecular biology
as they allow site-specific fragmentation of DNA, for example, for the generation of
restriction maps. In addition, restriction enzymes are used to extract specific
stretches of DNA from larger DNA structures (e.g., plasmid DNA) for further
processing. Most restriction endonucleases originate from bacteria and the enzyme
names indicate the origins. For example, the enzyme EcoRVcomes from E. coli and it
recognizes the 6-base sequence 50-GAT|ATC-30 and cuts at the vertical line, thus
leaving �blunt� DNA ends. Other restriction enzymes cut in an asymmetric manner.
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The restriction enzymeHindIII fromHaemophilis influenzae cuts at the sequence 50-
G|AATTC-30, leaving single-strand overhangs of four nucleotides, so-called �sticky
ends.�

Synthesis of New DNA or RNA DNA replication and gene transcription, that is, the
synthesis ofmRNA, require access to the base sequence of theDNA.The inner-facing
hydrogen-bonded bases are not accessible from the outer perimeter in double-helical
DNA and the double strand must be �opened.� This task is achieved with the aid of
energy-consuming enzymes, the helicases; they break the hydrogen bonds between
bases and unwind the double-helical DNA into single strands.

The exposed bases are used to synthesize a new complementary strand of DNA
or RNA by DNA or RNA polymerases, respectively. These polymerases bind to the
single-strand DNA template and join individual nucleoside triphosphates,
always working from the 50 to the 30 end. DNA replication catalyzed by DNA
polymerase is a critical step in biology because a perfect complementary copy of
the genomemust be synthesized in every cell division. Therefore,many polymerases
have a so-called proofreading activity to check and correct for mistakes in DNA
synthesis. Transcription or RNA synthesis requires DNA-dependent RNA poly-
merases; they take single-stranded DNA as a template but synthesize the comple-
mentary RNA sequence. Transcription is initiated by binding of the RNA poly-
merases to specific promoter sequences preceding the actual coding region of a gene
and by unwinding the DNA. Transcription terminates at termination sequences
encoded in the DNA.

& Polymerase Chain Reaction (PCR)

The polymerase chain reaction (PCR) is a fast and simple method to amplify
specific parts of a DNA strand. This is important because standard molecular
biology techniques such as DNA sequencing, gel electrophoresis, or the
recombination of DNA fragments are not applied to single molecules, but
typically require at least picomolar DNA concentrations. The power of PCR is
based on the fact that both strands of any double-stranded DNA can be used as
templates to generate new double strands; n repetitive steps of strand separation
(denaturation step), hybridization of specific starting oligonucleotides (primers,
annealing step), and synthesis of new complementary strands (elongation step)
lead to an exponential amplification of the starting material according to
f ðnÞ ¼ 2n. Denaturation typically is performed at around 95 �C for 20 s; anneal-
ing occurs, depending on the length of the primers, at 50---65 �C, and thermo-
stable DNApolymerases synthesize the new strands at about 70 �C. PCR is used
to produce identical copies of DNA sections for later use (preparative PCR) or for
the analysis of trace amounts of DNA in modern diagnostics or forensics
(analytical PCR). Quantification of analytical PCR is achieved by instruments
measuring the time course of DNA synthesis (real-time PCR). RNA molecules
can be subjected to PCR methods subsequent to a reverse transcription into
DNA (RT-PCR).
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The synthesis and analysis of DNA in vitro are an indispensable step in most
molecular biological experiments. By means of the PCR, DNA sequences are
amplified for preparative and analytical/diagnostic purposes (see the information
Boxes on PCR and DNA sequencing).

& DNA Sequencing

Many experimental steps in molecular biology require the knowledge of the
exact sequence of bases in DNAmolecules. Variousmethods to determine DNA
sequences exist, but the one most commonly used relies on a combination of
DNA synthesis and gel electrophoresis according to Sanger. A template DNA to
be sequenced is incubated with a short sequence-specific oligonucleotide and a
DNA synthesis reactionmix composed of a polymerase and the four nucleotides
(A, T, G, C). The polymerase starts to synthesize new DNA strands by adding
complementary nucleotides to the priming oligonucleotide that binds to the
template. Instead of performing one reaction with standard A, T, C, and G
nucleotides only, the reaction is split into four, each one being supplemented
with small amounts of one of the four modified nucleotides (A�, T�, C�, G�) that
cannot be linked to additional nucleotides and, hence, will terminate the chain
reaction. At the end, each reaction tube will contain a mixture of oligonucleo-
tides of various lengths, always terminating at either A�, T�, C�, or G�.
Electrophoresis of these four reactionmixes in parallel then reveals a correlation
of �size� and �terminating nucleotide,� providing the complementary sequence
of the template.

A special form of DNApolymerase frequently used inmolecular biology is reverse
transcriptase. This enzyme takes RNA as a template and synthesizes a complemen-
tary DNA (cDNA). It is a valuable tool for the cloning of intron-free coding sequences
from processed mRNA molecules isolated from cells.

& DNA Propagation in E. coli

One of the practical challenges in molecular biology is to identify and isolate
specific DNA macromolecules in a mixture with numerous other known and
unknown molecules. For example, if a DNA fragment is amplified by a PCR
reaction, how is this fragment isolated and produced in large amounts? Typically,
such fragments are inserted into a circular DNA (plasmid) by a ligation reaction.
The plasmids are subsequently incorporated into bacteria, typically E. coli – the
bacteria are transformed. Plasmids replicate within the bacteria and amplify with
the bacterial culture. However, since bacterial transformation is a very inefficient
process, untransformed bacteria without plasmids must be eliminated. This is
achieved by a gene on the plasmid coding for a protein that makes the bacteria
resistant to an antibiotic. Hence, in the presence of the selection antibiotic, only
the transformed bacteria will survive. When bacteria are seeded at very low
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concentration on a solid substrate (agar dish), individual colonies of bacteria – all
originating from the same �mother bacterium� –will appear. As a result, identical
copies of one original DNA molecule – a clone – can be isolated from the
descendants of a single bacterial colony.

7.1.1.3 Mutations, Damage and Repair of DNA
The DNA sequence remains essentially constant throughout our lives. However,
surprisingly, the DNA molecule itself is one of the least stable molecules in the cell.
Invivo,DNAisalwaysaccompaniedbywatermolecules,makingthenucleicacidprone
tohydrolytic cleavage. In fact, cleavage of the backbonephosphodiester bonds (single-
strandbreak) is a very commonreactionunderphysiological conditions.About 50 000
events of this type are estimated to occur per genome in 24 h. However, also the
glycosidic bondsof thepurinebases (A,G) are very susceptible tohydrolytic attack and
so-called depurinations have an estimated daily frequency of 10 000. The pyrimidines
(C, T) are more stable, with cleavage events about 20-fold lower than purine removal.
These are just examples of the most common challenges to DNA integrity, but other
modifications are also known, including those caused by oxidation.

Oxygen is required for cell survival, especially for energy production, but the
oxygen usage itself creates highly reactive oxygen-derived species capable of dam-
aging cell constituents, including DNA. One oxidative damage to human DNA is
estimated to occur every 9 s. The DNA stability is further compromised by alkylating
agents and electromagnetic radiation such as X-rays and ultraviolet (UV) light. In
addition, several chemicals have a tendency to bind toDNA and affect replication and
transcription, ultimately leading to changes in nucleotide sequence. Such chemical
mutagens are usually planar aromatic substances that fit into the space between two
adjacent bases. This process of intercalation may alter transcription and DNA
replication and manifest itself as a mutation.

The long list of DNA modifications, either spontaneous or induced by
mutagens, raises the question of how DNA can serve as a blueprint of life. In fact,
the system would not work without the existence of an elaborate DNA repair
machinery. Several independent repair mechanisms are known, including base
excision repair and nucleotide excision repair. The base excision repair system
comprises glycosylases, endonucleases, and polymerase activity, which allow the
replacement of a single incorrect base. By contrast, enzymes involved in nucleotide
excision repair remove short nucleotide stretches containing multiple bases in a
single DNA strand, followed by a fill-up reaction guided by the sequence of the
complementary strand.

The balance between DNA damage and repair, which together define the net
mutation frequency, is the basis of all evolutionary processes. Under some condi-
tions, the repairmechanisms are not sufficient andmay leave amutation unrepaired.
A DNAmutation occurring in a germ cell can be propagated to the offspring where it
has potential to cause a functional or developmental change. In an extreme case, the
mutation may be so detrimental that the offspring may not be able to develop
properly. In other cases, the consequences of a DNA mutation may not hamper
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immediate survival and the mutation may persist and spread among the offspring.
One example is single-nucleotide polymorphisms (SNPs); some individuals harbor
DNA sequences that vary only at specific single bases. Such SNPs may cause a
predisposition for the development of an inherited disease. When located in a
noncoding region, it may not have an immediate impact on health, but it can
contribute to a diversification of DNA and, hence, might be used for forensic
identification.

In contrast to themutations in germ cells, in cells whose genetic information is not
inherited to the next generation, the so-called somatic cells,mutations often affect the
process of controlled cell division (see also Section 7.4.1). Thus, chemical mutagens
are potentially carcinogenic and must be handled with great care. An example is
ethidium bromide, routinely used in molecular biology to visualize DNA in an
electrophoresis (see the information Box on electrophoresis). Others are benzopyr-
enes and aflatoxin. Some intercalating substances, such as the chemotherapeutic
drug daunomycin, are used specifically to combat cancer cells, which rely heavily on
the replication machinery due to their rapid growth.

Of particular importance for biophotonics applications in living systems is the
inherent risk of photons directly damaging DNA. UV light, for example, can induce a
cross-linking reaction between adjacent pyrimidine bases, thus producing thymine
dimers.Maybe evenmore importantly, reactive species generated by light, such as free
radicals and hydrogen peroxide, also damage DNA by chemically modifying bases or
bybreaking theDNAdouble strand.Whereasdamageoccurring inonly one strandcan
be repaired efficiently by theDNA repair systems, double-strand lesions are difficult to
repair and often lead to adverse consequences. Therefore, when using photons for
clinical applications, it is imperative to evaluate the photodamage risk carefully.

& Detection of Molecules in Cells/Tissue

Despite the immense number of different molecules inside a cell, various
methods are available to �visualize� molecules in a very specific manner. DNA
and RNAmolecules typically are detected by binding cDNAmolecules (probes) to
them, a process termed hybridization. Such probes are detected either via a
fluorescentmoiety that they carry or bymeans of an enzymatic activity with which
they are equipped. The cytogenetic technique to localize specific DNA sequences
on chromosomes is termed fluorescence in situ hybridization (FISH). For the
detection of proteins or othermolecules the use of antibodies is instrumental (see
the information Box on antibodies below). Visualization of specific antigens in
biological tissues using antibodies is referred to as immunohistochemistry (IHC).

7.1.1.4 UV Absorption and Fluorescent Nucleic Acids
DNA strongly absorbs UV light of wavelength 260nm. This absorption characteristic
is utilized tomeasure theDNAconcentration and purity. In addition, a change in light
absorption when DNAmolecules are denatured provides information on themelting
temperature of DNA and on its content of guanine and cytosine (GC content).
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As mentioned in the previous section, some substances show a strong propensity
to intercalate into DNA. Such compounds are potentially carcinogenic; however, they
have proven to be useful tools in detecting and quantifying DNAs in a variety of
manners. For example, the DNA-binding dye ethidium bromide is routinely used to
visualize DNA in gel electrophoresis experiments aimed at measuring the size of
DNA fragments. For the analysis of the exact DNA sequence various methods exist.
Mostly they rely on the synthesis of cDNA from the DNA template to be sequenced.
Such reactions are performed four times, each one with a small fraction of a specific
variant of the nucleotides (A, T, C, G) such that the reaction is terminated once one of
those nucleotides is incorporated. Hence a mix of DNA of various lengths is
generated. For the measurement of these lengths, and consequently the association
of the terminating nucleotides, the DNAs are separated by electrophoresis and
identified by means of fluorescently labeled nucleotides.

The use of fluorescently labeled nucleotides is also the basis of the detection of
specific DNA sequences (or specific gene) in cells. Small complementary stretches of
single-strandedDNA (oligonucleotides) are labeled with specific dyes. Upon binding
of these oligonucleotides to DNA in a cell, the process called hybridization (see
above), DNA harboring the matching sequence is detected by fluorescence micros-
copy. With the FISH technology mentioned earlier, many different genes (or
chromosomes) can therefore be detected in cells simultaneously when using
oligonucleotides with different fluorescent properties (colors). In a somewhat
similar fashion, modern chip technology uses fluorescently labeled RNA probes to
evaluate the expression of entire genomes (e.g., measurements of the relative
concentration of DNA coding for about 20 000–40 000 genes are performed for
pan-genomic human arrays).

7.1.2
Proteins: Scaffolds and Molecular Machines

Proteins are probably themost diverse group of biomolecules in cells. Likewise, their
functional roles range from structural scaffolds to ensure cell shape and integrity, to
cell communication, catalysis of numerous biochemical reactions, and energy-
harvesting and energy-consumingmolecularmachines. In short, proteins participate
in almost all functions required for life.

7.1.2.1 Amino Acids
Amino acids, the building blocks of proteins, are diverse in structure, but have in
common a carboxylic acid group and an amino group linked by a central carbon atom
(a-carbon) (Figure 7.5). The third bond of this a-carbon is made to a hydrogen atom.
The fourth bond is to a variable group (side chain), specifying the type of amino acid
(an exception is proline; see below). The tetrahedral arrangement of bonds to the
a-carbon confers optical activity on amino acids; the amino acid is chiral and will
change the polarization of light on interacting with photons. The mirror-image
L-isomer and D-isomer forms exist, but nearly all amino acids in naturally occurring
proteins are L-isomers.
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The side chain (R1 and R2 in Figure 7.5) can be small such as the proton in glycine or
large such as the indole group in tryptophan. The chemical nature of this side chain
largely determines the properties of the amino acid and, hence, the properties of the
proteins made of them. Although there are many different types of amino acids, in
nature only 20 L-amino acids are commonly used to build proteins (there are modifica-
tions of such amino acids, some of which will be discussed in Section 7.1.6), no matter
whether inbacteria, plants, orhumans.The strongdiversity of the chemical properties of
these 20 standard amino acids provides an immense variability of protein structures and
therefore functions. At the same time, it is remarkable that the standard amino acids,
and therefore most native proteins –without consideringmodifications occurring after
protein synthesis in Section 7.1.2.5 or cofactors (Sections 7.1.2.6 and 7.1.6) – consist of
only five chemical elements: carbon (C), hydrogen (H), oxygen (O), nitrogen (N),
and sulfur (S) [a few proteins contain selenocysteine instead of cysteine
and, therefore, selenium (Se) is another naturally occurring element in native proteins].

Three nomenclature systems, the full names (e.g., arginine), the three-letter code
(Arg), and the single-letter code (R) (see Figure 7.6), are in place to describe different
amino acid residues. The single-letter code is often used for the description of protein
sequences because they can contain more than 1000 amino acid residues.

Amino acids can be classified according to various parameters, as illustrated in
Figure 7.6. Among them are the mass, the volume, the electric charge, the pH value
at which the residues are half-protonated (pKR), and a measure of how the side
chain interacts with water, hydropathy. According to the last aspect three groups can
be defined:

1) non-polar side chains (Gly, Ala, Val, Ile, Met, Pro, Phe, Trp)
2) uncharged but polar side chains (Ser, Thr, Gln, Tyr, Cys)
3) charged polar side chains (Lys, Arg, His, Asp, Glu).

Figure 7.5 Peptide bond formation.
Two amino acids with side chains R1 and R2
form a dipeptide with the concomitant release
of water. The peptide bond is indicated in red

and the plane formed by the peptide bond
and the carbonyl oxygen in blue. Also
indicated are the dihedral angles of
rotation, y and j.
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Typical pKR values of the protonatable side chains are indicated in Figure 7.6. The
histidine side chain is partially protonated at physiological pH between 7.2 and 7.4. It
is important to note that exact pKR values vary markedly depending on temperature,
ionic strength, and the immediate environment of the ionizable group. For example,

Figure 7.6 The 20 natural amino acid
residues as they occur in a polypeptide. Full
name, three-letter code, single-letter code,
molecular mass of the residue, hydropathy
index, and pKR values for charged residues
are indicated. In the chemical structures,

the backbone atoms are drawn in black, the
side chain atoms are colored. Side-chain
atoms sulfur, oxygen, and nitrogen are
highlighted (numeric values from
Voet et al. [3]; hydropathy values from Kyte
and Doolittle [4]).
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inside a protein the effective pKR value of a histidine can deviate considerably from
6.04 if there are charged residues nearby.

The amino acid proline is a special case because thehydrogen atomat the backbone
is replaced by a bond to the side chain (Figure 7.6). Therefore, proline residues
introduce a �kink� in the polypeptide backbone structure (see Section 7.1.2.3).
Glycine�s side chain is only a proton and, hence, the amino acid glycine is not
chiral. Subsequently, glycine exhibits greater structural flexibility than other amino
acids (Section 7.1.2.3).

7.1.2.2 Protein Translation – the Standard Genetic Code
Proteins are linear chains of amino acids covalently bonded together and the
amino acid sequences contained therein are specified by the genes consisting
of DNA base sequences. To synthesize a protein from the corresponding DNA
sequence, the first step is to transcribe the DNA into mRNA, which is then
transported outside the nucleus to the cytosol, the site of protein synthesis.
Here, mRNA binds to ribosomes, large subcellular structures designed to
comprise a complex machinery that �reads� the mRNA sequence and then
�synthesizes� a protein by linking the correct matching amino acids loaded on
to tRNAs (�charged tRNAs�). Since there are only four bases in the DNA or
RNA sequence but 20 amino acids, three base positions are utilized to describe
an amino acid, defining the so-called standard genetic code. A triplet of bases, a
so-called codon, �codes� for an amino acid in mammals according to the
scheme illustrated in Figure 7.7. Some features of the genetic code are readily
apparent:

. Some amino acids are coded for by four different codons (Leu, Val, Ser, Pro, Thr,
Ala, Arg, Gly), some by three, two, or only one codon (Met, Trp).

. Some codons do not code for any amino acid; they are called missense or stop
codons.

One consequence is that those amino acid residues coded by four codons are less
prone to amino acid-altering mutations because the base at the third position is
redundant. A mutation of the base sequence that does not lead to a change in the
translated protein sequence is referred to as a �synonymous� mutation or a type of
�silent� mutation. Because only a single codon exists for Met or Trp, any change in
base sequence coding for Met or Trp will necessarily lead to a coding (non-silent)
mutation.

The RNA codon AUG (or ATG in DNA sequence) is of particular importance. It
not only codes for the amino acid methionine (Met) but is also the so-called
eukaryotic start codon; translation can only start at a base triplet AUG. In this way,
the interpretation of the following base triplets – the reading frame – is defined. The
structure of the ribosome ensures that, once initiated at an AUG element, the
reading frame is maintained; the mRNA always advances by exactly three bases
before the next amino acid is attached to the protein sequence. Another conse-
quence is that directly after synthesis all proteins start with a methionine residue.
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In many cases, however, such leading sequences are removed in subsequent
protein processing steps.

Translation is terminated once a stop codon is encountered. In the standard genetic
code there are three stop codons:UGAdetermines the end of about 50%of all human
protein sequences and UAA or UAG are found in the rest of the mRNAs.

The fact that organisms as different as a human, an oak tree, and a tiny bacterium
virtually �speak� the same genetic language may seem surprising, but it reflects that
all organisms are derived from a common ancestor. During the enormous number of
generations that separate the mentioned species, very many small variations have
occurred and accumulated, and have since been conserved in individual genetic
codes. Such deviations from the standard code are particularly evident in mitochon-
dria, small endosymbionts in animal and plant cells (Section 7.2.1.5) that carry some
of their own genetic material. In the human mitochondrion, unlike the universal
code, UGA codes for tryptophan instead of terminating the translation. AUA codes
formethionine instead of isoleucine, andAGA andAGGare stop codons. In addition
to such alterations in the meaning of individual codons, the selection of redundant
codons for the same amino acid is not identical in different organisms.Depending on
the species, the translation machinery prefers some codons over others. Thus, in a
given organism the presence of individual tRNA molecules reflects the frequency at
which the respective codon is used in the genomeof this species. This so-called codon

Figure 7.7 Standard genetic code describing
how RNA codons are translated into amino
acid residues. Coding sequences always
start with AUG, also coding for methionine
residues. Translation is terminated whenever

one of the stopcodons is encountered.
Coloring denotes nonpolar (gray), polar
and uncharged (pink), negatively
charged (orange), and positively charged
(blue) residues.
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usage is of practical importance if a gene from one species is to be expressed in a host
system of another species; this can result in a very small protein yield if the codon
usage is incompatible. For example, the codons AGG and AGA, both encoding
arginine, occur with very low frequencies of about 1.5 per 1000 in the genome of the
bacterium E. coli. In the human genome, each of these codons occurs at a higher
frequency of about 12 per 1000 codons. This corresponds to a probability of 42% that
one of the two codons appears in the mRNA sequence, whenever an arginine occurs
in the protein sequence. As a consequence, efficient production of a human protein
in E. colimay require adapting the codon usage such that rare tRNAs of E. coliwill not
limit the yield of the translation process.

Genome Projects and Protein Sequences The amino acid sequences of all proteins
are specified by the mRNA sequences, which reflect the corresponding comple-
mentary DNA sequences. Thus, the information obtained from mRNA has been
used to deduce the amino acid sequences of proteins and also to gain additional
information about the genome. Typically, mRNA sequences are reverse transcribed
or copied into cDNA and used for standard DNA sequencing approaches. Although
this approach provided a wealth of information, the sequence coverage for humans
and other species was far from being complete. With the development of new
shotgun sequencing methods, very large stretches of genomic DNA could be
sequenced. With the successful sequencing of the complete human genome, the
public availability of gene sequences reached a new quality. In addition, the genomes
of many important model organisms and also pathogenic organisms have been
sequenced completely. In principle, this allows the prediction of all proteins that can
be made by cells of these organisms.

Naming genes and gene products (proteins) often has a historical background and
it is no rare event that identical genes have various different names. Recently the
HumanGenomeNomenclatureCommittee has introduced the standardizedHUGO
nomenclature of human genes, facilitating searches for genes of specific properties
(http://www.genenames.org/). There are several Internet-based resources where
information on genes and proteins can be found, for example, http://www.ncbi.nlm.
nih.gov/ and http://www.ebi.ac.uk/embl/.

7.1.2.3 Peptide Bonds, Polymerization, and Secondary Structure
Two amino acids are joined to formadipeptide by a peptide bond between the carboxy
group of the first and the amino group of the second amino acid (Figure 7.5). The
carbonyl oxygen, its carbon, the nitrogen, and the proton of the amide group are in a
plane, mostly in a trans configuration, so that the oxygen and the proton point in
opposite directions. The bond between the carbonyl carbon and the nitrogen is rigid.
The bonds of the a-carbon to the carbonyl carbon and the nitrogen, however, are
single bonds and therefore can rotate along the axis. The respective angles of rotation,
the dihedral angles y and j, thus provide a considerable degree of rotational
freedom.

As a consequence, the side chains of two succeeding amino acids typically point in
different directions. Addition of another amino acid yields a tripeptide, and so forth.
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Short sequences of amino acid chains are called peptides (or oligopeptides). Starting
from a somewhat arbitrary size of about 40 residues, one refers to such polypeptides
as proteins. The linear sequence of a protein, the list of amino acid residues starting
from the amino-terminal end, is called the primary sequence or primary structure of the
protein.

Upon peptide bond formation, a linear chain of amino acids consists of the
backbone, formed by two carbons and one nitrogen atom per residue, one proton of
the amide group, one of the a-carbons, a carbonyl oxygen, and the side chain.

Based on thenature of the peptide bond and the available side chains, there is only a
limited set of structural configurations that a polypeptide can adopt. Apresentation of
the dihedral angle y plotted versus the dihedral angle j – the so-called Ramachan-
dran plot – provides a prediction for the formation of secondary structural elements
and shows that only relatively small domains of y�j combinations give rise to
secondary structural elements. Such structural modules have a low potential energy
and therefore form larger building blocks inside protein structures.

The a-Helix The first secondary structure identified was the a-helix (Figure 7.8a).
This common structure forms spontaneously and is stabilized by hydrogen bonding
between amide nitrogens and carbonyl oxygens of peptide bonds spaced four
residues apart. Thus, in an a-helix all CO and NH groups of the backbone are
hydrogenbonded. The orientation of thehydrogenbondingproduces a helical coiling
of the peptide backbone such that the side-chain groups lie on the exterior of the helix
and perpendicular to its axis. Typical figures for an a-helix are a diameter of the
backbone of about 0.5 nm, a height per turn of about 0.54 nm, and approximately 3.6
residues per turn. Along the helix axis the residues are thus separated by 0.15 nmand
are rotated by 100� with respect to the next neighbor. The helical twist in proteins is
right-handed. In three-dimensional space, residues separated by three or four
positions on the primary sequence are in close proximity.

Not all amino acids favor the formation of thea-helix due to steric constraints of the
side-chain groups. Amino acids such as Glu, Met, Ala, Leu, Lys, and Phe favor the
formation of a-helices, whereas Gly and Pro favor disruption of the helix. This is
particularly true for Pro since it is a pyrrolidine-based imino acid whose structure
significantly restricts movement about the peptide bond, interfering with extension
of the helix. The disruption of the helix is important as it introduces additional folding
of the polypeptide backbone to allow the formation of globular proteins.

Another helical secondary structure much less frequently found is the 310 helix.
This is a right-handed helix with three residues per turn and a translation of 0.2 nm
along the helical axis. Some protein segments may exhibit transitions between the
310 and a-helical secondary structures.

b-Strands and b-Sheets Whereas an a-helix is composed of a single linear array of
helically arranged amino acids, b-sheets are composed of two or more different
b-strands, that is, regions of stretches of at least 5–10 amino acids. The folding and
alignment of stretches of the polypeptide backbone beside one another to form
b-sheets are stabilized by hydrogen bonding between amide nitrogens and carbonyl
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carbons, thereby using the full hydrogen-bonding capacity of the polypeptide
backbone (Figure 7.8b). However, the hydrogen-bonding residues are present in
adjacently opposed stretches of the polypeptide backbone in contrast to a linearly
contiguous region of the backbone in thea-helix. b-Sheets have a rippled appearance
and they are said to be pleated. This is due to positioning of the a-carbons of the
peptide bond, which alternates above and below the plane of the sheet; as a
consequence, the b-sheet is slightly shorter than an extended polypeptide. Neigh-
boring side chains point in opposite directions and a typical distance between one and
the next residue is about 0.7 nm.

b-Sheets are either parallel or antiparallel. In parallel sheets, adjacent peptide
chains proceed in the same direction (i.e., the direction of N-terminal to C-terminal
ends is the same), whereas in antiparallel sheets adjacent chains are aligned in
opposite directions. In proteins, b-sheets can contain between two and 22 strands,
with each strand up to 15 residues in length. The average length is six residues. The
amino acids Val, Ile, Tyr, Trp, and Leu aremost frequently found in b-sheets; Pro and
Gly are rarely found in b-sheets.

Coiled Coils a-Helices are perfectly suited to form fibrous proteins: long fiber-like
structures that play a supportive and connective role in living organisms. A prom-
inent example is a-keratin, a protein that occurs in hair, nails, and other relatively
hard biological structures. Two a-helices wind around one another to form a left-
handed coiled-coil structure. Depending on the type of keratin, this structure is
stabilized by disulfide bridges. Chemical cleavage of these bonds can result in
weakening of the structure; re-formation of disulfide bonds in a curled configuration

Figure 7.8 Secondary structural elements. (a)a-helix; (b) b-sheet. The hydrogen bonds stabilizing
these structures are indicated in yellow.
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can stabilize such a curled structure, as practiced to generate a �permanent wave�
of hair. Another example is collagen, forming a coiled-coil structure of three
helices twisted around one another. Collagens are stabilizing proteins found in
connective tissue such as bone, cartilage, tendons, and skin. They consist of about
one-third of glycine and 15–30% of proline and 4-hydroxproline (Hyp). The latter is
the result of a post-translational modification of proline with the aid of prolyl
hydroxylases, an enzyme that requires vitamin C (ascorbic acid) for its activity.
Deficiency of vitamin C can thus result in an impairment of collagen formation as
found in scurvy.

Turns, Loops and RandomCoils In proteins that do not form long fibrous structures,
so-called globular proteins, individual secondary structural elements (a-helices and
strands of b-sheets) must be interconnected. The common feature of such structures
is that they cause abrupt changes in direction, such as in reverse turns or b-turns
connecting strands ofb-sheets. Someprotein segments,mostly found at the surfaces,
form loops. They play important roles in how proteins are recognized by other
proteins. In addition, there are countless structural configurations that appear totally
disordered or random and cannot be associated with a well-defined structural class,
thus referred to as random coil or intrinsically disordered structures. Although such
structures appear �random,� this characteristicmay bewell suited for the functions of
the proteins.

7.1.2.4 Tertiary and Quaternary Protein Structure
The globular structure of a single polypeptide chain (protein) is referred to as tertiary
structure. In many cases, specific function can only be acquired when several
identical or different polypeptides or protein subunits form homomeric or hetero-
meric protein complexes, respectively. The overall structure of such complexes is
called quaternary structure. An example of a protein structure and an illustration of
various ways of its visualization are given in Figure 7.9.

Owing to the tremendous number of degrees of freedom, a protein with a given
primary sequence can theoretically adopt countless structural configurations and yet
in nature, its structural appearance is limited and reproducible; a polypeptide with a
given sequence always folds into the same or at least a small number of tertiary
structures. Which factors thus determine the final three-dimensional structure of a
protein? We have already seen that, mostly by formation of a dense network of
hydrogen bonds, secondary structural elements adopt low-energy states and, hence,
are fairly stable. Another important driving force is the so-called hydrophobic force,
largely expressing how nonpolar residues are stabilized by avoiding contact with
water. This tendency is expressed by the hydropathy index (see Figure 7.6) of side
chains. Hydrophobic areas will be largely buried inside the protein, whereas
hydrophilic partsmay face the surface and, hence,may interact withwatermolecules.
In addition, formation of salt bridges, that is, electrostatic interactions of electric
charges, contributes substantially to the overall energy of a protein structure.
Quantitative descriptions of these physical forces form the basis ofmolecular dynamics
simulations of proteins. Nevertheless, just by these physical forces alone – electrostatics,

7.1 Biomolecules: Building Blocks of Living Matter j511



hydrogen bonds, and hydrophobic forces – most linear polypeptides will not sponta-
neously assume a tertiary structure with a desired function.

Disulfide Bonds The formation of reversible covalent bonds between the nucleo-
philic thiol groups (�SH) of two cysteine residues (Figure 7.10) helps to stabilize
globular structures. In particular, large extracellular protein loops often require such
stabilization in order to adopt the correct structure. The intracellular milieu, with the
exception of the ER, is a more reducing environment and therefore the overall
likelihood of disulfide formation is lower. However, some intracellular disulfide
bonds may be formed and broken, depending on the local redox environment.
Disulfide bonds can be formed within the same polypeptide chain, but they are also
used to link different chains within a protein complex. During folding of a protein,
the formation of disulfide bridges is often catalyzed by protein disulfide isomerases
(PDIs).

For in vitro analysis, it is often necessary to disrupt the protein structure without
destroying the peptide chain. This process is called denaturation and is achieved in
part by the addition of strong reducing agents such as mercaptoethanol to break
disulfide bonds.

Chaperones Chaperones are proteins that assist the noncovalent folding/unfolding
and the assembly/disassembly of other protein structures by transiently interacting
with the target protein during synthesis. Some chaperones provide steric informa-
tion for the new protein to fold. More frequently, however, chaperones prevent both
newly synthesized polypeptide chains and assembled subunits fromaggregating into
nonfunctional structures. These chaperones are typically so-called heat shock pro-
teins. They are synthesized when the temperature is elevated and, hence, when there

Figure 7.9 Tertiary structure of trypsin represented in three ways: (a) ball and stick, (b) cartoons,
and (c) surface. PDB ID: 1TRN.

Figure 7.10 Protein stabilization by the formation of disulfide bridges between two cysteine
residues. The typical S–S distance is about 0.2 nm.
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is an increased tendency for proteins to be denatured by stress. The exact molecular
function of chaperones is only beginning to be understood.

Structural Classification of Proteins – Folds The tertiary structures of proteins are
much less variable than expected from the vast number of naturally occurring
primary sequences. This is because proteins often adopt structures that have an
overall similar topology, albeit varying in sequence and function. Since the two well-
defined secondary structural units of helices and sheets are abundant in proteins,
families of protein structures have been classified by a system based upon thea-helix
and b-sheet and their general topological properties. Each different topology may be
considered as a fold. Current thinking suggests that there are a limited number of
folds, about 1000, in naturally occurring proteins.

Thus, the tertiary structure of a protein can be thought of as a composition of
structural modules. Starting from the secondary structural elements discussed
above, one defines so-called supersecondary structures. These are small structural
motifs composed of combinations ofa-helices andb-sheets. Prominent examples are
antiparallel bab-motifs, antiparallel b-hairpin motifs, and antiparallel aa-motifs. A
long b-hairpin folded over in the middle results in a Greek key motif.

A single protein can harbor several folds or areas of specific structure and function.
Such protein domains play a pivotal role in their classification and they are often used
when a protein is to be characterized by simpler means than the three-dimensional
structure. In particular in the cell biological literature, proteins are often presented in
a simplified fashion by denoting such domains without referencing to the real three-
dimensional structure. An example is shown in Figure 7.11.

b-Barrels Very common folds are so-called b-barrels – proteins in which b-strand
elements are arranged to forma cylindrical structure. These canbe arrays ofb-strands
with alternating directions ormore complicated constructs in which the neighboring
sheets are not necessarily neighbors in sequence (e.g., jelly roll or Swiss roll barrel). A
TIM (triosephosphate isomerase) barrel or a/b-barrel is a complex fold of eight
b-strands forming an inner barrel surrounded by eight a-helices forming an outer
barrel. The green fluorescent protein (GFP) adopts a fold called b-can – a cylinder of
11 b-strands with a central a-helix holding the chromophore (see Figure 7.20a).

There are various theoretical approaches for the classification of protein structures.
The most common ones are SCOP (Structural Classification of Proteins), which
defines a hierarchy of �class–fold–superfamily–family–protein–species� and CATH
(class, architecture, topology, homology), which uses the four attributes listed as

Figure 7.11 Functional domains of phospholipase c1 (PLCc1). PH, pleckstrin homology domain;
EF, Ca2þ -binding EF-hand domains; SH, Src homology domains; C2, Ca2þ -dependent
phospholipid binding domain (after Cockcroft [5]).
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order criteria [6]. For a detailed description and classification of protein folds, see
also [7] and [8].

More general classifications of protein structures are guided by their overall
appearance of localization: globular, structural, and membrane proteins. Globular
proteins are mostly found in the cytosol; typically they are soluble and adopt a
compact structure. Structural proteins often tend to aggregate or to polymerize to
form large filamentous structures. Membrane proteins are characterized by a
hydrophobic core with which they are stabilized in the lipid bilayer membrane.

7.1.2.5 Post-translational Modifications: Dynamics of Protein Structure and Function
A protein, with a three-dimensional structure defined by its primary amino acid
sequence coded by DNA, performs specific functions in a cell. If the cellular
environment changes, such as a change in oxygen level, the cell may respond by
changing gene expression, leading to the synthesis of new proteins with different
properties. This strategy, transcriptional regulation, requires an expenditure of
cellular energy to synthesize newmolecules and it is often slow. In contrast, existing
proteins may be modified to regulate their functions rapidly, a process termed post-
translational modification. Numerous such modifications have been documented
and a few selected examples are presented below. A more detailed treatment of the
topic can be found in textbooks on biochemistry.

Cleavage by Peptidases Peptide bonds linking amino acid residues in proteins
can be cleaved by specific enzymes, referred to as proteases or peptidases,
with varying degrees of specificity to the amino acid sequence. Peptidases are present
in the cytosol, in intracellular organelles, or are even secreted to the extracellular
space. The secreted peptidases, such as matrix metallo-proteinases (MPPs), are
essential in structuring the tissue by modification of those proteins forming the
extracellular matrix, playing critical roles in development, remodeling, and cell
migration.

The first residue to be synthesized in most proteins is methionine. Following this
N-terminal methionine, some proteins may contain special-purpose sequences that
are required to target the proteins to specific sites inside a cell, for example, into the
mitochondria. Such signal sequences are address labels that may not be needed any
longer once the desired location has been reached. Therefore, specialized peptidases
cleave off such sequences. Other proteins, such as the peptide hormones insulin and
enkephalin and the amyloid precursor protein, remain inactive until they are
processed via peptidases.

Protein Phosphorylation By far the most important structural and functional reg-
ulator of proteins is the covalent attachment of negatively charged phosphate groups
(PO 3�

4 ) to specific amino acid residues. This phosphorylation process is catalyzed by
protein kinases, which transfer phosphate moieties most commonly from ATP
(adenosine triphosphate) to the target proteins, often causing noticeable changes
in their functions. The reverse process, removal of phosphate, is catalyzed by
phosphatases. Both the phosphorylation and dephosphorylation processes are
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subject to fine tuning, and kinases and phosphatases themselves may be
phosphorylated.

Protein phosphorylation usually occurs at serine, threonine, and tyrosine residues
in eukaryotic proteins. In addition, the basic amino acid residues histidine, arginine,
and lysine in prokaryotic proteins may undergo phosphorylation. Histidine and
aspartate phosphorylation in eukaryotic cells is less frequent but is receiving increas-
ing attention. Structurally, the addition of a phosphatemolecule to a polar group of an
amino acid side chain can turn a hydrophobic portion of a protein into a polar and
extremelyhydrophilicmoiety, causing a conformational change in the structure of the
protein via interaction with other hydrophobic and hydrophilic residues. In
Figure 7.12, phosphorylated serine, threonine, and tyrosine are illustrated.

& Antibodies

Antibodies are large molecules generated by the immune system that specifically
bind to (mostly) small sections of proteins, also called epitopes. While in the
immune system antibody binding is a signal for the destruction of the respective
target, scientists make use of antibodies to label proteins specifically on or inside
cells. Antibodies to a protein of interest are generated in animals (e.g., rabbit,
mouse, sheep, horse, chicken) in response to injection of the whole or a small
fragment of the protein. The resulting antibodies are diverse in nature, recog-
nizing different aspects of the protein, and are referred to as polyclonal antibodies.
By fusion of cancer cells with antibody-producing B-cells in cell culture, perma-
nent hybridoma cell clones can be generated that produce antibody molecules of
only one type (monoclonal antibodies). For optical detection, antibodies are often
labeled with fluorescent dyes. Since the labeling process is expensive, one often
first binds a specific primary antibody (e.g., frommouse) to the target protein and
subsequently a secondary, fluorescently labeled antibody that recognizes mouse
antibodies is bound to the first one. Fluorescently labeled antibodies can be used

Figure 7.12 (a) Protein phosphorylation: O-phosphoserine, O-phosphothreonine, and
O-phosphotyrosine. (b) Acetylated lysine, one epimeric form of methionine sulfoxide, and
3-nitrotyrosine. The side chains only are illustrated.
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to detect surface proteins on living cells and to separate such cells in a fluores-
cence-activated cell sorter (FACS). If antibodies are used to label proteins that have
been separated upon gel electrophoresis, this is referred to as Western blot.

A high degree of sequence specificity for protein kinases exists. For example, a
given kinase does not phosphorylate every serine residue in a protein. The selectivity
arises becausemost kinases require the target side chains, such as those of serine and
threonine, to bind the enzymes transiently as specified by the three-dimensional
structure imposed by the neighboring residues. Such phosphorylation consensus sites,
typically described using the primary sequence, are known for several kinases, but
they are much less stringent than, for example, recognition sites for DNA endonu-
cleases. For instance,many kinases specific for serine and threonine residues require
positive charges (Arg, Lys) being located N-terminal to the target residue. The
mitogen-activated protein kinase (MAPK) prefers the consensus site P–X–S/T–P,
where X is any residue. It should be noted, however, that such recognitionmotifs are
an oversimplification as they cannot take into account the three-dimensional
structure of the motifs. Experimental evidence is necessary to prove that a specific
residue is indeed phosphorylated. For the detection of phosphorylated protein
moieties, antibodies specific for a protein structural element encompassing the
phosphorylated site (epitope) are instrumental. In particular, antibodies raised
against phosphotyrosine are very important because consensus sites for tyrosine
kinases are not well defined.

Protein Acetylation Most proteins undergo acetylation as a co-translational
modification and/or as a post-translation modification. Most importantly, the
N-terminal amide is often acetylated by the aid of N-a-acetyltransferases. Of the
protein side chains, lysine is a typical target of histone acetyltransferase (HAT),
an enzyme that modifies histones and thereby regulates gene transcription.
Acetylated lysine (Figure 7.12) is modified back to lysine by histone deacetylase
(HDAC). Both HAT and HDAC also exhibit activity with respect to proteins other
than histones.

Protein Oxidation Almost all protein side chains can be oxidized, but the sulfur-
containing residues cysteine and methionine are most susceptible and enzymes for
their reduction exist. Oxidativemodification of cysteinewith a thiol group (�SH)was
discussed in Section 7.1.2.4.Methionine is also oxidized by the addition of an oxygen
atom to the sulfur atom, resulting in two epimeric forms of methionine sulfoxide:
Met-(S)-sulfoxide (Figure 7.12), and Met-(R)-sulfoxide. Specific enzymes (methio-
nine sulfoxide reductases A and B, respectively) reduce such moieties back to
methionine and thereby play an important role in the antioxidant mechanism.

Protein Nitration Under oxidative conditions, nitric oxide (NO) can lead to forma-
tion of peroxynitrite (ONOO�), which then reacts with tyrosine to form nitrotyrosine
(Figure 7.12). Tyrosine nitration is speculated to play a role in degenerative phe-
nomena under nitrosative stress conditions.
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7.1.2.6 Noncovalent Structural Regulation
In addition to the covalent protein changes discussed in Section 7.1.2.5, more subtle
modifications of the protein or its environment can have a consequence for its
structure and function. One such regulatory mechanism is reversible binding of a
ligand to the protein. Among the diverse ligands, ions, often metal ions, are very
commonly utilized.

The smallest ion ligand is the proton, Hþ . As illustrated in Figure 7.6, several
amino acid side chains harbor structural groups whose degree of protonation
depends on the local pH value. For example, the imidazole side chain of histidine
has an apparent pKR value of �6, and its electric charge varies according to the pH.
The functional consequence of the protonation may be dramatic. Some proteins
acquire a certain function under the matching proton concentration whereas other
proteins are kept in an inactive state while being stored in acidic intracellular
organelles; once released to neutral pHmedia (e.g., the cell cytosol or the extracellular
space), they obtain their full function.

Another biologically important ligand is Ca2þ . The importance of Ca2þ as a
regulator is indicated by the existence of specialized, often small, Ca2þ -binding
proteins. Such proteins undergo substantial conformational changes upon binding
of one or more Ca2þ ions and they transmit the binding signals to other specific
interacting proteins by physical association. The most prominent example of such a
Ca2þ -binding protein is calmodulin. This small protein, with <150 amino acid
residues, is ubiquitously present in eukaryotic cells and harbors four so-called EF-
hand domains that bind Ca2þ . Two of the domains are half-saturated with Ca2þ at
about 100 nMand the other twodomains at about 1 mM.Byphysically interactingwith
other proteins, Ca2þ -binding proteins, such as calmodulin, confer robust Ca2þ

sensitivity to the resulting protein complexes.
In other proteins, binding of metal ions such as Zn2þ plays an important role for

the establishment of the correct 3D structure. Moreover, metal ions integrated into
the protein structure are often essential for the establishment of the catalytic activity
of some enzymes.

7.1.2.7 UV Absorption and Fluorescence of Proteins
Polypeptides strongly absorb light in the UV region of the spectrum. The peptide
groups of the protein backbone absorb in the far-UV range (180–230 nm). Themajor
contribution of the side chains comes from the aromatic residues Trp, Tyr, and Phe
(in that order). Their molar extinction coefficients are as follows Trp, 5050M�1 cm�1

(at 280 nm); Tyr, 1440M�1 cm�1 (at 274 nm); and Phe, 220M�1 cm�1 (at 257 nm).
Therefore, from the absorbance at 280 nm the content of aromatic residues can be
estimated in protein samples; the maximum absorbance of nucleic acids is at about
260 nm, hence the ratio of the absorbance at 260 nm to that at 280 nm provides an
estimate for the purity of a DNA or RNA sample.

Tryptophan is fluorescent with a peak of emission at about 355–360 nm at pH 7.4
and can therefore be utilized for experiments relying on autofluorescence of proteins.
Above �400 nm, proteins do not generally absorb appreciably unless they harbor
chromophores (see Section 7.1.5.1).
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Owing largely to the absorbance of the aromatic residues, proteins are sensitive to
UV light. Molecular damage of residues or cross-linking reactions induced by
photons may cause loss of protein function. In addition, secondary reactive species
generated by absorption of UV photons in living cells may oxidatively modify
proteins, in particular by reacting with the sulfur-containing Cys and Met residues.
Therefore, great caremust be takenwhen assaying proteins in a photonic experiment
using short-wavelength excitation.

Pigments Biophotonics experiments can be compromised when the object under
study contains autofluorescentmaterials or pigments thatmarkedly absorb light. The
most prominent pigment in humans is melanin, a class of compounds derived from
the amino acid tyrosine. Among the several melanin-related compounds present in
biological samples, eumelanin is a brown–black polymer of dihydroxyindole, dihy-
droxyindolecarboxylic acid, and their reduced forms. Another common form of
melanin is pheomelanin, a red–brown polymer of benzothiazine units largely
responsible for red hair and freckles. In human skin (see Section 7.2.2.3), the
production ofmelanin is stimulated byUVB radiation, leading to the development of
a tan. Since melanin absorbs UV light and converts its energy to heat, it is a very
effective photoprotectant, diminishing DNA damage. The central nervous system
also contains melanin-related pigments in selected areas, such as the substantia
nigra, giving the areas a dark-brown appearance. Neuromelanin in the substantia
nigra may play an important role in the pathogenesis of Parkinson�s disease (see
Section 7.4.5), by interacting with the neurotransmitter dopamine in a redox-
sensitive manner.

Inmanymacroscopic biological preparations, however, the strongest light absorp-
tion is due to the content of red blood cells (see Section 7.2.2.6) via the hemoglobin
(see Figure 7.19b). Depending on the saturation level with oxygen, hemoglobin
strongly absorbs light up to about 620 nm. Therefore, any blood contamination of
samplesmay pose a serious problem. If it is inevitable to perform experiments in the
presence of blood/hemoglobin, if possiblewavelengths above 620 nmshould be used
to limit the interference. The absorbance of water sets the limit towards longer
wavelengths, thus defining an �optical window� of about 620–1100 nm.

7.1.3
Carbohydrates: Energy Storage and Structural Elements

Carbohydrates or saccharides are polymeric macromolecules formed from individ-
ual carbohydrate units, the monosaccharides. Unlike DNA, these sugar-related
molecules cannot replicate themselves and they do not have enzymatic functions
as found with some proteins. Nevertheless, saccharides are of vital importance not
only as an energy source for the cellular metabolism but also as structural materials.
In addition, they can be specifically attached to proteins and lipids – a process called
glycosylation – and thereby they tremendously increase the versatility of those
molecules. Exposed to the extracellular face, they play a pivotal role in the immune
response and cell–cell recognition.
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7.1.3.1 Sugars, Monosaccharides, and Polysaccharides
Carbohydrates and saccharides are made of only carbon, oxygen, and hydrogen,
fewer atom types than those required for nucleic acids and proteins. Yet the
complexity of carbohydrate-containing molecules can be enormous.

Monosaccharides The individual building blocks of carbohydrates are sugars or
monosaccharides, consisting of a chain of at least three carbon atoms with the center
carbons being hydroxy alcohols (HCOH). The number of carbon atoms in the chain
determines the primary names such as triose, tetrose, pentose, hexose, and heptose.
The nature of the carbonyl determines a secondary name: a sugar with an aldehyde is
an aldose (e.g., glucose), a sugar with a ketone is a ketose (e.g., fructose) (Figure 7.13).

There are always twomirror images of sugars, referred to as the D- and L-forms. The
D-configurations are more relevant in nature, hence the prefix D- is often omitted. In
addition, in the n carbon atoms in linear aldoses, n – 2 are chiral. Thus, for glucose,
there are 24¼ 16 possible stereoisomers – all of them having different names.
Stereoisomers that vary only in the configuration of one hydroxy alcohol are called
epimers. InFigure 7.13 it is illustrated that glucose andmannose areC2 epimers of an
aldohexose, whereas psicose and fructose are C3 epimers of ketohexose.

The linear form of sugars is not very stable and therefore the carbonyl easily reacts
with one of the hydroxyl moieties to form a ring structure. Six-membered rings
(pyranoses) and five-membered rings (furanoses) are the most common. The

Figure 7.13 Monosaccharides. Typical
examples of aldohexoses and ketohexoses.
D-Mannose and D-glucose and also D-psicose
and D-fructose are stereoisomerswith respect to
the highlighted carbon atom (green), that is,

they are epimers. Cyclization of D-glucose and
D-fructose leads to a-D-glucopyranose and a-D-
fructofuranose, respectively. Exchanging the
direction of the functional groups at the
anomeric carbon leads to the b-anomers.
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formation of a-D-glucopyranose from D-glucose and a-D-fructofuranose from D-
fructose is illustrated in Figure 7.13. The ring closure has the consequence that
the carbonyl carbon, here called the anomeric carbon, becomes a chiral center leading
to a- and b-variants. The carbon atoms of the rings are not in a plane but adopt so-
called chair structures that can interconvert fairly freely. In contrast, anomeric and
epimeric forms are fairly stable.
The individual groups of sugar molecules are reactive and therefore many sugar

derivatives exist. It is far beyond the scope of this chapter to address such
modifications systematically. A couple of common examples are noteworthy. If
the aldehyde group is replaced with a carboxy group (COOH), an aldonic acid
results. Upon attachment of an OH group, the sugars carry the suffix �itol,� such as
in the important lipid component inositol. If a proton replaces one of the OH
groups at the sugar backbone, the monosaccharides are called deoxy sugars. A
prominent example is deoxyribose as it occurs in DNA (Figure 7.3). In amino
sugars, one or more of the OH groups are replaced with an amino group (NH2). An
important variant is N-acetylneuraminic acid: it is a mannose moiety with an
acetylated amine and a pyruvic acid group. N-Acetylneuraminic acid and its
derivatives, referred to as sialic acids, are important components of glycoproteins
and glycolipids (see Figure 7.15).

Polysaccharides Individual monosaccharides can be linked by glycosidic bonds
between their hydroxyl groups, giving rise to a very wide range of possible polymeric
molecules, also referred to as glycans. Since glycosylic bonds can be formed between
any hydroxyl groups, such polysaccharides are not only linear chains of identical or
different monosaccharides, they also can be branched to form tree-like structures
(see Figure 7.15).
Linkage of twomonosaccharides results in disaccharides. An important example is

lactose, the component of milk formed by the coupling of galactose and glucose.
Another is sucrose, also knownas table sugar, inwhich glucose is linked to fructose as
illustrated in Figure 7.14. Tri- and oligosaccharides are less common.
Higher order polysaccharides serve as structural and energy storage molecules.

Linkage of several thousand glucose units yields cellulose (Figure 7.14), the primary
component of plant cell walls. Cellulose strands formhydrogen-bondedfibers, which
are virtually insoluble in water. They give plant cell walls and wood their mechanical
strength and require specific enzymes for their degradation. Chitin, which forms the
exoskeleton of insects, spiders, and crustaceans, is a polysaccharide made of
N-acetylglucosamine units. Cellulose and chitin together are very abundant in
nature – they are the major carbon storage units in the biosphere.
Glycosaminoglycans are linear polysaccharides of alternating uronic acid and

hexosamine units. Together with collagen and other proteins, they form the extra-
cellular matrix in connective tissues such as skin, tendon, and cartilage and provide
viscosity and elasticity. An important example is hyaluronic acid, a glycosaminogly-
can whose viscoelastic properties make it a perfect natural lubricant and shock
absorber. The sulfated glycosaminoglycan heparin occurs in intracellular granules of
mast cells in arterial walls. It prevents blood clotting and is therefore an indispensable
clinical tool.
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Bymeans of covalent linkages, glycosaminoglycan can be attached to proteins. The
meshwork of covalently and noncovalently aggregated glycosaminoglycans and
proteins forming the extracellular matrix is called proteoglycan. Such molecules
can reach gigantic sizes of several million daltons. The cell walls of bacteria are
composed of a covalently linked mixture of glycosaminoglycans and peptide, the
peptidoglycan. This structure is of major medical importance because it largely

Figure 7.14 Polymerization ofmonosaccharides. The disaccharide sucrose is formed by linkage of
the anomeric carbons of glucose and fructose via a glycosidic bond (red). Cellulose is a long chain of
glucose units linked between their C-1 and C-4 carbons.

Figure 7.15 Glycosylation of proteins.
(a) Formation of an N-glycosylic bond between
N-acetylglucosamine (GlcNAc, black) and
asparagine. (b) Formation of an O-glycosylic
bond betweenN-acetylgalactosamine (GalNAc,
black) and serine. The peptide backbones are

shown in gray. (c) N-Linked oligosaccharides
attached to a peptide. The first pentasaccharide
consisting of two GlcNAc and three
mannose units is an invariable component
of N-linked protein glycosylation (adapted
from Voet et al. [3]).
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determines the virulence of bacteria and, in some cases, the cell wall alone can evoke
symptoms of an infection (see Section 7.4.4).

Living organisms store energy in the form of large polysaccharide molecules. In
plants, the principal form is starch, a mixture of a-amylose and amylopectin, both
having long chains of glucose units. Starch is themajor energy source for humans; it
is degraded by digestive enzymes to a variety of disaccharides, trisaccharides, and
oligosaccharides (dextrins). Animals use the polysaccharide glycogen as one of the
ways to store energy, mainly in skeletal muscle cells and the liver. Glycogen is a
heavily branched polymer of glucose residues. Enzymatic cleavage of such branches
ensures rapid energy mobilization.

7.1.3.2 Glycosylation of Proteins and Lipids
Glycosylation is the enzymatic process that connects saccharides to produce glycans,
either free or attached to proteins and lipids.

Protein Glycosylation This enzymatic process provides a co-translational and post-
translational modification mechanism that modulates the structure and function of
membrane and secreted proteins. The degree of glycosylation can be high such that
some glycoproteins can obtain about twice the mass of the corresponding non-
glycosylated proteins. Whereas the protein synthesis strictly follows the genetic
blueprint provided by the DNA sequence (see Section 7.1.2.2), the polysaccharide
chains are subject to greater environmental fluctuations and the carbohydrates of
glycoproteins exhibit a certain degree of variability.

Glycan can be attached to proteins by either N- or O-glycosidic bonds. N-Linked
glycosylation starts co-translationally at the rough ER by attaching a tree of 14 sugar
residues to the nitrogen of the residue asparagine (Asn), when it occurs second next
to serine (Ser) or threonine (Thr), Asn–xxx–Ser orAsn–xxx–Thr,where xxx denotes an
arbitrary residue except proline (Pro) or aspartate (Asp). Further processing inside the
ER and the Golgi apparatus results in a diversity of sugar chains with a core
pentasaccharide of two N-acetylglycosamines and three branched mannose groups
(Figure 7.15). In addition, fructose can be attached to the first N-acetylglycosamine.

O-Linked glycosylation is a post-translational modification, mostly taking place in
the Golgi apparatus. Sugar chains starting with N-acetylgalactosamine (GalNAc) are
attached to the OH group of the residues serine (Figure 7.15) or threonine,
independently of their neighboring amino acid sequence.

The key enzymes required for the processing of polysaccharides are glycosidases
that cleave off monosaccharides and glycosyl transferases that attach individual
sugar groups.

Lipid Glycosylation Lipids are glycosylated by the attachment of glycans to ceramide,
as discussed in Section 7.1.4.1.

Because of the immense complexity of polysaccharides attached to proteins and
lipids, their specific functions are not known in detail, but they are certainly diverse.
The carbohydrate shell of a glycoprotein can protect the polypeptide from proteolytic
attacks, can assist in correct protein folding, and may serve as a quality check in
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protein processing, that is, proteins without the appropriate glycosylation may be
recognized as immature. In addition, sugar residues at proteins function as an
address label such that proteins are transported to the correct location inside a cell
(protein targeting). Polysaccharides exposed on the cell surface are important for
cell–cell recognition; such inter-cell contacts are mediated by proteins (lectins and
selectins) that bind to specific polysaccharides. Moreover, the composition of
carbohydrates exposed on cell surfaces is a valuable immunological marker, forming
the basis for the ABO blood group system.

7.1.4
Lipids and Membranes

Lipids are the fourth large group of biomolecules. Unlike nucleic acids, proteins, and
carbohydrates, they do not polymerize. Nevertheless, owing to their hydrophobicity
they aggregate to form the structural matrix of biological membranes. In this
function, they not only separate the cell interior from the extracellular space, they
also form intracellular organelles and are scaffolds for important biochemical
reactions. In addition, lipids function as energy storage molecules and they also
serve as signaling molecules, playing roles both in normal physiology and in disease
states (Section 7.3.2).

7.1.4.1 Lipids: Fatty Acids and Head Groups
The structures of lipids aremuchmore diverse than those of amino acids and nucleic
acids because, strictly speaking,most biologicalmolecules soluble in organic solvents
can be considered as lipids. Here we only address a few classes that are particularly
important for the formation of lipid membranes – fatty acids, triacylglycerols,
glycerophospholipids, sphingolipids, and cholesterol.Membrane lipids often consist
of one or more nonpolar fatty acid chains and one hydrophilic headgroup.

Fatty Acids The hydrophobic moiety of lipids is formed by fatty acids, which are
carboxylic acids with hydrocarbon side chains (a series of CH2 groups), typically with
14–20 carbons. More than half of the naturally occurring fatty acids are unsaturated;
their hydrocarbon tail chain contains one ormore double bonds so that the tail carbon
atoms could accept additional hydrogen atoms. In addition to several commonly
used names, a systematic nomenclature system exists to cope with the vast structural
diversity of lipids. For example, stearic acid [octadecanoic acid, CH3(CH2)16COOH)]
is a fatty acid with 18 carbons and no double bond, and hence is denoted 18:0.
Oleic acid [9-octadecenoci acid, CH3(CH2)7CH¼CH(CH2)7COOH] also has 18
carbons, but there is a double bond between carbons 9 and 10, hence the short
form is 18:1n-9. In polyunsaturated fatty acids, the double bonds typically occur at
every third carbon atom. Double bonds in hydrocarbon chains produce a kink in the
structure (Figure 7.16a) and therefore they decrease the melting point of fatty acids.
As a consequence, the fluidity of lipid membranes increases with the degree of
unsaturation of the fatty acids or the number of double bonds present in the
membrane lipids.

7.1 Biomolecules: Building Blocks of Living Matter j523



Triacylglycerols (Triglycerides) A common way to store energy is based on triacyl-
glycerols, glycerol molecules in which fatty acid chains are attached to each of their
threeOHgroups. Inhumans, about one-quarter of the bodymass is fat (21% formen,
26% for women), forming an energy reserve that lasts much longer than the stored
content of carbohydrates.

Glycerophospholipids The major types of membrane lipids are glycerophospholi-
pids. These lipids are based on glycerol units with fatty acid side chains attached to
the first two carbons. The third carbon holds a phosphoryl group, which is then
typically linked to a hydrophilic headgroup. In phosphatidic acid this headgroup is
just a proton. The structure of phosphatidylcholine is illustrated in Figure 7.16a.
It has a saturated fatty acid chain at the C-1 position and an unsaturated chain at the
C-2 position. The phosphoryl group together with the choline residue are hydrophilic
such that the entire molecule has an amphiphilic character with a nonpolar tail and a
polar headgroup. The amphiphilicity of lipids is a major requirement for their self-
aggregation into larger structures such as membranes.

Common phospholipids such as occur in biological membranes are phosphati-
dylethanolamine, phosphatidylserine, and phosphatidylcholine (Figure 7.16).

Figure 7.16 Structural elements of a lipid molecule, exemplified for phosphatidylcholine (a) and
sphingomyelin (b). Cleavage sites for some phospholipases are indicated in red. (c) Chemical
structures of some typical lipid headgroups. R refers to the phospholipid scaffold.
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Sphingolipids Another group of lipids important for biologicalmembranes is based
on the amino alcohol sphingosine, comprising 18 carbon atoms. Addition of a fatty
acid chain to the amide group at the C-2 position in sphingosine creates a biologically
important sphingolipid, ceramide, which plays a role as a messenger within in a cell
(Section 7.1.4.3). A related molecule, sphingomyelin (Figure 7.16b), a sphingolipid
that contains a phosphocholine as the headgroup, is a vital component of the myelin
sheath surrounding and insulating nerve cell axons. In cerebrosides, the headgroup
of a ceramide is a sugar residue. Gangliosides are complex lipids consisting of a
ceramide with an attached oligosaccharide including at least one sialic acid. Such
glycosylated lipids play an important role in cell–cell recognition.

Cholesterol Cholesterol is a slightly amphiphilic structure of three six-membered
rings and one five-membered ring. Although infamous for its association with
cardiovascular disease, cholesterol is essential for life. In plasma membranes,
cholesterol makes up about 30–40mol% of all lipid molecules and influences
membrane fluidity. Cholesterol is also a precursor to very important steroid hor-
mones such as cortisol, aldosterone, estrogens, testosterone, and vitamin D.

7.1.4.2 Formation of Membranes and Vesicles
Lipids do not polymerize but they can form large structures by spontaneous
aggregation. The structural prerequisite for this feature is their amphiphilic nature;
they are composed of a hydrophobic tail and a hydrophilic headgroup. In an aqueous
phase lipid molecules are barely soluble. At fairly low concentrations they tend to
form micelles (Figure 7.17b), spherical structures in which the headgroups face the
water and fatty acid tails fill the interior.

Although the dimensions of the lipids limit the sizes of micelles, self-aggregation
to bimolecular layers gives rise to very large molecular assemblies. The hydrophobic
tails form a core region and the headgroups face the water. Depending on the ratio of
headgroup surface area and the space-filling volume of the hydrocarbon chains, lipid
bilayers may form concave, convex, or planar structures. Small lipid vesicles
(Figure 7.17c) are used for storage of transmitter molecules, for example. Lipid
membranes (Figure 7.17d) with various degrees of curvature are the basis of
membranes delimiting cells (plasma membranes) and organelles.

The formation of membranes does not involve covalent bonds; they are entirely
held together by various non-covalent forces, largely so as tominimize the interaction
of hydrocarbon tails and tomaximize the interaction of the headgroupswithwater. By
virtue of these hydrophobic forces driving the process of self-aggregation, mem-
branes are self-sealing; small holes are spontaneously closed, parts of themembranes
can be separated off to form independent vesicles (budding), and vesicular mem-
branes can be incorporated in a larger membrane (exocytosis, endocytosis). Thus,
lipid membranes are highly dynamic.

The thickness of a lipid bilayer membrane differs somewhat depending on the
lipid composition and the incorporation of membrane proteins. A thin membrane
has a thickness of about 4 nm and thick membranes can be about 7 nm.
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As the layer separating the cell interior from the extracellular space, the plasma
membrane is the most apparent membrane structure in cells, but it typically makes
up less than 10%of the total cellularmembrane. The remainingmembrane is used to
form organelles and small vesicular structures.

Lipid membranes are very effective barriers for polar molecules because of the
hydrophobic core region. Therefore, pure lipid membranes are nearly perfect
electrical insulators, providing the basis for the establishment of electricalmembrane
potentials. Hydrophobic substances, such as urea and glycerol, permeate readily
through membranes. Water molecules also permeate across membranes. Larger
molecules or charged molecules require specific transport proteins that aid them in
crossing the membrane (see Section 7.3.2).

Figure 7.17 Self-aggregation of lipids.
(a) Schematic presentation of lipid
molecules with one or two fatty acid chains
comprising a polar headgroup and a
hydrophobic tail. (b) In micelles the
hydrophobic tails cluster together to form

a sphere with the headgroups pointing
towards the aqueous phase. (c) Vesicles are
spheres formed of lipid double layers; the
composition of the inner and outer layers can
be substantially different. (d) A planar lipid
bilayer membrane.
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7.1.4.3 Lipids as Signaling Molecules
Lipids and lipid-derived molecules not only serve a role as the matrix for biological
membranes or as an energy reserve, they also function as signalingmolecules. Some
phospholipids are phosphorylated and dephosphorylated and hence change their
electric charge and functional properties mediated by the action of lipid kinases and
phosphatases. The most prominent example is the membrane component phos-
phatidylinositol-4,5-bisphosphate (PIP2). Dephosphorylation results in PIP and PI3-
kinases phosphorylate PIP2 to PIP3.

Membrane phospholipids such as PIP2 are hydrolyzed into smaller but important
lipid-derived signaling molecules by the action of phospholipases, which cleave
specific bonds inphospholipids. PhospholipaseA1hydrolytically excises the fatty acid
chain at the C-1 position whereas phospholipase A2 does so at the C-2 position
(Figure 7.16). The latter leaves a lipid with only one fatty acid chain – a so-called
lysophospholipid. As the name suggests, this form of lipid destabilizes membranes.
Arachidonic acid, a precursor formany localmessengers, is also released with the aid
of phospholipase A2 from membrane-bound phosphatidylinositol and other phos-
pholipids. Phospholipase D cleaves off the headgroup after the phosphorus atom,
while phospholipase C (PLC) cleaves it off before the phosphorus atom. PLC thus
produces the important messengers diacylglycerol (DAG) and inositol-1,4,5-trispho-
sphate (IP3) from PIP2 (see also Section 7.3.2).

7.1.4.4 Interaction of Lipids with Light
Many pigments in biological materials that absorb light strongly or that display
fluorescence are lipids. Aromatic structures with delocalized electrons typically are
soluble in organic solvent and therefore tend to partition in the hydrophobic center of
proteins or inside membranes. Vitamin D and vitamin A (retinol), the latter derived
from the red pigment b-carotene, are good examples. Retinal, the oxidized form of
retinol, is the pigment in the photoreceptors in the eye.

Like other biological material, lipids can be oxidatively modified and, hence,
excessive irradiationwith light of lowwavelengthwill directly or indirectly cause lipid
peroxidation. Since this process likely results in deleterious effects on biological
membranes, Nature has devised some protective measures. One is a-tocopherol, a
variant of vitamin E, which is incorporated into membranes and acts as a strong
antioxidant, protecting lipids and membrane proteins from oxidative damage.

7.1.5
Special-Purpose Proteins: Cofactors and Prosthetic Groups

Protein complexes made of one or more polypeptide chains containing up to 20
amino acid types (Figure 7.6) with possible co-translational and post-translational
modifications (Figure 7.12) can perform a diverse array of functions. However, in
some cases, additional inorganic and organic molecules, collectively referred to as
cofactors or prosthetic groups, are incorporated into proteins to confer novel
functionalities, typically catalytic in nature. Some cofactors are simple metal ions,
such as copper, iron, manganese, nickel, and zinc, and others are larger organic
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compounds, such as flavin adenine dinucleotide (FAD), nicotinamide adenine
dinucleotide (NADþ ), nicotinamide adenine dinucleotide phosphate (NADPþ ), and
heme. The degree of association between the cofactors and the parent proteins can be
variable. Some cofactors are bound so tightly that the proteins are almost always
found with the cofactors included, referred to as holoproteins, whereas in others the
association is not as stable and fractions of the proteins may be found without the
cofactors (apoproteins). The proteins with cofactors/prosthetic groups are of special
interest in biophotonics becausemany of them exhibit light-sensitive characteristics.
Selected examples are briefly discussed below.

7.1.5.1 Opsins Exemplified by Rhodopsin
Opsins are the best-known family of light-harvesting proteins and serve multiple
physiological functions. For example, the sensitivity and acuity of our visual experience
is enabled by opsin proteins in rod and cone photoreceptor cells in the retina.

Cylindrical rod photoreceptor cells are present throughout the retina with a couple
of notable exceptions including the very center, and the rods are particularly
important in dim-light monochromatic vision or scotopic/mesopic vision. The
sensitivity to light is so high that a single photon can be readily detected by a rod
photoreceptor cell. The first event in the high-sensitivity light transduction process is
absorption of a photon by the visual pigment rhodopsin, aGprotein-coupled receptor
protein with seven transmembrane helical segments that contains retinal, a vitamin
A aldehyde, as the chromophore cofactor (Figure 7.18). In the dark, the retinal in the
kinked 11-cis form is covalently linked to the nitrogen atom of a lysine side chain in a
transmembrane helical segment via a protonated Schiff base linkage. An incident
photon with a wavelength centering 500 nm (blue–green) isomerizes the retinal
around the C-11¼C-12 double bond with a quantum yield of �0.67 within 0.2 ps,
forming linear all-trans-retinal. Theopsinproteinundergoesmultiple conformational
changes and eventually assumes a conformation known asMeta II. Metarhodopsin II
activates the adjacent G protein (transducin), which initiates a series of biochemical
reactions involving cGMP (cyclic guanosine monophosphate) to amplify the original
signal, ultimately resulting in a visual experience sometime later (�100ms). Follow-
ing activation of the intracellular signaling cascade, the all-trans-retinal dissociates
from the protein (bleaching). Eventually, through amulti-step reaction taking place in
the retinal pigment epithelium, all-trans-retinal is recycled to an 11-cis-retinal precur-
sor, which is then incorporated back into rhodopsin in rod photoreceptor cells. At
different stages in the light transduction process, the chromophore has distinct
spectral characteristics and this feature has allowed time-resolved biophotonics
approaches, such as time-resolved variants of fluorescence microscopy, infrared
microscopy, and Raman spectroscopy, to provide detailed mechanistic information.

Cone photoreceptor cells, with a more tapered appearance, are located almost
exclusively near the center of the retina and mediate our high-acuity color vision
under well-lit conditions or photopic vision. The biochemical reactions taking place
in cone photoreceptor cells are similar to those occurring in rod photoreceptors;
photons induce isomerization of the chromophore 11-cis retinal contained in cone
opsin proteins, leading to activation of nearby G proteins. A distinct opsin with a
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characteristic light absorption spectrum is present in each of three classes of cone
photoreceptor cells in the human retina. Accordingly, the three human cone
photoreceptor cells are often referred to as blue or S cones with a maximum
absorption at�420 nm, green or M cones with a maximum absorption at�530 nm,
and red or L cones with a maximum absorption at �560 nm. The differential but
overlapping spectral characteristics of the cone opsins are conferred by amino acid
differences near the chromophore in the transmembrane segments and also those
near the C terminus in the cytoplasmic compartment. The overall light sensitivity of
cone photoreceptor cells is not as exquisite as that of rod photoreceptor cells, in part
because the biochemical amplification gain in the cone cells is smaller. However,
differential excitation of the three classes of cone photoreceptor cells by a light
stimulus forms the basis of our color vision.

Opsins are also found inmanyprokaryotic organisms such as bacteria and algae, in
which retinal-containing opsin proteins typically perform light-activated transport of
ions across cell membranes. Recently, channelrhodopsins from green algae have
been expressed in the brains of rodents and nonhuman primates so that their brain
electrical activity and behavior can be experimentally manipulated by flashes of light.

7.1.5.2 Porphyrin Proteins
Heme (iron protoporphryin IX, Figure 7.19a) is a planar tetrapyrrole macrocycle
synthesized through a series of reactions taking place in both the cytoplasm and
mitochondria, and incorporated into numerous proteins as their prosthetic factor.
Detailed mechanisms of heme binding to proteins vary but an interaction between
the heme iron center and the imidazole side chain of histidine (His) is common.
Functionally, the presence of the redox-sensitive iron center (Fe2þ /Fe3þ ) in the heme

Figure 7.18 Structure of bovine rhodopsin (PDB ID: 1GZM) in its bilayer environment highlighting
the retinal (red).
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moiety is utilized for gas transport, gas detection, and catalysis through electron
transfers. For example, the O2 and carbon monoxide (CO) sensitivity of hemoglobin
responsible for oxygen delivery is well known (Figure 7.19b) and the enzyme-soluble
guanylyl cyclase (Figure 7.19c) involved in numerous processes including blood
vessel dilation is an NO- and CO-sensitive heme protein.

7.1.5.3 Living Colors: Fluorescent and Phosphorescent Proteins
GFP from the bioluminescent jellyfish Aequorea victoria is intrinsically fluorescent
without any special prosthetic group. In GFP, consisting of 238 amino acid residues,
a ring is formed spontaneously among the succeeding residues Ser–Tyr–Gly. The
resulting conjugated double bonds are fluorescent with an ideal excitation at 400 nm
and an emission at 508 nm (green). A three-dimensional structure of an engineered
form of GFP, enhanced green fluorescent protein (EGFP), is shown in Figure 7.20a,
highlighting the optically active site. Numerous variants of EGFP with altered
spectral properties exist; mutations in the GFP protein shift the emission to lower
[cyan fluorescent protein (CFP)] or higher wavelength [yellow fluorescent protein
(YFP)], for example (e.g., [9]).

Because EGFP and its variants are intrinsically fluorescent without any cofactor,
these relatively small proteins have emerged as very powerful tools in cell biology.
Fused to other proteins, GFP moieties are used to visualize the expression and
location of engineered proteins, as illustrated in Figure 7.20b. Equippedwith specific
signal sequences, expressed GFP can mark organelles such as mitochondria or the
nucleus. Meanwhile, an array of available GFP variants gives the experimenter the
opportunity to label proteins specifically with different colors such that many more
thanone type of protein canbemonitored at a time in single cells orwhole organisms.

Since the photonic properties of GFP molecules depend on the immediate
environment of the chromophore, several methods were devised to use GFP as
reporter for intracellular events. For example, GFPmoieties fused to a Ca2þ -sensing
protein and genetically expressed in every cell or select cells in a living organism
including mice can be utilized for in vivo measurements of the intracellular
concentration of Ca2þ . GFP variants with extra cysteine residues, so-called roGFPs,
change their fluorescence properties when two of such cysteines form a disulfide
bridge and thereby report on the intracellular redox milieu.

Figure 7.19 Heme, hemoglobin, and soluble
guanylyl cyclase. (a) Heme. (b) Four-chain
hemoglobin complex with four heme
cofactors (PDB ID: 3HHB). (c) Soluble guanylyl

cyclase (PDB ID: 2O0C), illustrating
coordination of heme with a histidine side
chain (right) and an interaction of NO with
the iron center.
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& Genetically Modified Animals: Knock-out and Transgenic Animals

Various methods exist to manipulate the genome of laboratory animals. The
easiest is the destruction of a gene such that no corresponding functional
protein can be generated. Such animals are then referred to as knock-out
animals; a mouse having gene ABC deleted on both chromosomes (homozy-
gous) would be termed ABC�/�. To generate a knock-out mouse, embryonic
stem (ES) cells are manipulated in cell culture, such that the normal gene is
inactivated and a selectable marker, such as an antibiotic resistance gene, is
inserted instead. Such modified ES cells are reintroduced into early-stage
mouse embryos and implanted into the uterus of a female mouse. After several
rounds of cross-breeding this will finally generate mice with a deficiency in just
one specific gene. Using more involved strategies, gene knock-out can be
designed such that it is controlled by exogenous factors (inducible knock-out).
Gene knock-out can be combined with tissue specificity so as to affect gene
expression in specific organs only. Transgenic animals are those that carry a new
gene or a mutated gene. The time and financial resources required to produce
such genetically modified animals vary greatly with the species. Whereas
transgenic plants and fruit flies can be generated within a few weeks, gene
knock-out in mammals often takes many months.

Variants of EGFP are also useful for fluorescence resonance energy transfer
(FRET) experiments reporting on the distance between two chromophores and
thereby providing insight into the dynamics of cellular proteins. The physical

Figure 7.20 (a) Structure of GFP (PDB ID:
1EMA). On the outside, 11 antiparallel
b-strands (yellow) form a very compact
cylinder. Inside this b-structure there is an
a-helix (red), in the middle of which is the
chromophore (green). There are also short

helical segments (blue) on the end of the
can. The cylinder has a diameter of about
2.5 nm and a length of about 3 nm.
(b) Fluorescence image of a transgenic
fruit fly expressing an EGFP-tagged protein
in nervous tissue.
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proximity, typically less than 10 nm, can be inferred if excitation of one chromophore
(donor) influences the status of the other chromophore (acceptor). In a related
measurement method called bimolecular fluorescence complementation (BiFC),
two fragments of a GFP are expressed in two proteins and, if the two proteins
physically interact, functional GFPs are formed and the fluorescence is
observed. The contribution of GFP-based technology was recognized with the Nobel
Prize in Chemistry in 2008 awarded to Osamu Shimomura, Martin Chalfie and
Roger Y. Tsien.

7.1.6
Low Molecular Weight Molecules

In addition to lipids and the polymeric macromolecules discussed thus far, the
cytosol of cells contains very many different types of molecules of lower molecular
weight. It would be far beyond the scope of this brief introduction to discuss those in
detail and, therefore, we will consider just a few molecules important for biopho-
tonics research.

7.1.6.1 Adenosine Phosphates
The most important molecule for short-term energy storage and exchange is
adenosine-50-triphosphate (ATP). It is a nucleotide with a molecular mass of about
507 gmol�1 and provides energy to cellular reactions by hydrolysis to adenosine
diphosphate (ADP), yielding �30.5 kJmol�1, or adenosine monophosphate
(AMP), yielding �45.6 kJmol�1. Since ATP is unstable, it is immediately used
and must be recycled constantly. Therefore, humans at rest produce about 70 kg of
ATP per day. The intracellular concentration of ATP is between 1 and 10mmol l�1.
The ATP:ADP concentration ratio provides an estimate of the energy status of a cell.

ATP is not only used as �energy currency� inside the cell, it also serves roles as
extracellular and intracellular signaling molecule (see Section 7.3) and takes part in
DNA replication and transcription.

7.1.6.2 Nicotinamide Adenine Dinucleotide
NADþ and the protonated form NADH are coenzymes functioning as a redox pair,
that is, NADþ is the oxidizing agent accepting electrons from other molecules while
the reducing agent NADH is an electron donor. NADþ , with a molecular mass of
about 663 gmol�1, exists in all cells and is of vital importance for various redox
reactions. Therefore, theNADþ :NADHconcentration ratio is ameasure of the redox
state of a cell, thereby providing information on the metabolic state and the cell�s
health. Typical ratios are around 700. The concentration of NADþ and NADH in the
cytosol depends on the cell type but it is on the order of 1mmol l�1.

Thesemolecules are important for photonic researchbecause both absorbUV light
strongly. NADþ has an absorption peak at 259 nm with an extinction coefficient of
16 900M�1 cm�1; NADH has an additional absorption peak at 339 nm with an
extinction coefficient of 6220M�1 cm�1. Therefore, from the absorbance at 340 nm
one can easily infer the NADþ :NADH concentration ratio and, hence, the redox
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state. In addition, NADH undergoes fluorescence with an emission peak at about
460 nm, whereas NADþ does not fluoresce. This provides another means of
monitoring the redox state via fluorescence microscopy. Around 260 nm excitation
the fluorescence of NADH dominates the autofluorescence of virtually all cells.

7.1.6.3 Glutathione
The tripeptide Glu–Cys–Gly [glutathione (GSH), reduced form] forms a dimeric
disulfide-linked structure, glutathione disulfide (GSSG, oxidized form) and thereby
reduces other targets. GSH therefore is an antioxidant that helps to protect cells
from reactive oxygen species. GSSG needs to be regenerated to GSH by means
of glutathione reductase. The equilibrium between GSH and GSSG is another
indicator of the cellular redox state. In a healthy cell, typically 90% of glutathione
exists as GSH and only 10% as GSSG. Elevated oxidative stress manifests as an
increased GSSG:GSH ratio. The cellular concentration of GSH is typically a few
millimoles per liter.

Owing to the potential hazard imposed by light-generated reactive species in cells,
in particular long-term photonic experiments on living material require the main-
tenance of a healthy cell state. Control of cytosolic ATP,NADH, andGSHcan be used
as a quality check and supplementation of the cytosol with these factors can help to
diminish oxidative damage during a photonic experiment.

7.2
Cells

The principal unit of life is the cell. This simple statement is just as fundamental for
biological science as the atomic theory is for chemistry. In the 1830s, Matthias
Schleiden and Theodor Schwann proposed the cell theory, stating that all organisms
are composed of one or more cells. In 1855, this was extended by Rudolf Virchow,
who found that cells never arise from non-cellular material but only by division from
pre-existing cells. A closer look at this basic unit is not only important for micro-
biologists who study unicellular bacteria, but also for others studying multicellular
organisms with intricate interactions among the cells.

7.2.1
Compartments of a Human Cell

About 1014 individual cells form the body of an adult human, and despite an
enormous degree of cellular differentiation, all of these cells have the same
principal building plan. Human cells share this concept with the cells of our
closer relatives, for example, all mammals including important biomedical model
organisms like mice and rats. Later we will compare cellular principles in mamma-
lian cells and those of other life forms, such as plants or the unicellular protozoa and
bacteria.
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Shape and size of human cells can vary substantially. Red blood cells have
diameters below 10mm, whereas a secondary oocyte, waiting to be fertilized, is
about 100 mmacross and visible to the naked eye. The longest cells in our body are the
sensory neurons connecting the toes with the spinal cord over a distance up to 1.5m.
Despite these huge differences, the structural organization within most of the cells
follows the same blueprint. Figure 7.21 is a schematic diagramof a prototypic human
cell with a size of approximately 20 mm across.

The cell is separated from its external environment by the plasmamembrane. This
allows a complex organization of the cell interior and the accumulation of energy-rich
metabolites. Inside the cell, additional membranes enclose compartments called
organelles, the biggest of which is the nucleus. Typically this is a near spherical
structure with a diameter of about 5–10 mm and it harbors most of the genetic
information in form of the chromosomes. Within the nucleus a region of higher
density, called nucleolus, is often visible by light microscopy. In contrast to other
organelles, the nucleolus is poorly demarcated and not surrounded by a membrane.
The volume between the nuclear membrane and the plasma membrane, the
cytoplasm, comprises an aqueous phase – the cytosol –, and additional organelles.

Directly contiguous with the nucleus is the membrane of the ER, a widespread
tubular system involved in synthesis, transport, and secretion of various important
biomolecules. Closer examination using electron microscopy often reveals a dense
decoration of the cytosolic ER surface with uniformly sized particles, the ribosomes.
These areas are called rough ER, in contrast to the smooth ER, lacking ribosomes.
The presence of ribosomes is a marker for ongoing synthesis of proteins designated

Figure 7.21 Structural organization of a prototypical human cell. The dimensions are not to scale
to enhance clarity. For example, the thickness of cellular membranes is exaggerated.
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for export or for other compartments being restocked via the ER. By contrast, smooth
ER is involved in the biosynthesis and modification of other biomolecules, such as
lipids and carbohydrates. Most of the macromolecules from the ER are further
modified and sorted in theGolgi complex, stacks of membrane-surrounded, flattened
compartments that were first described in 1898 by Camillo Golgi.Mitochondria, the
organelles that generate most of the cell�s energy currency ATP, are surrounded by a
double-membrane system. More than 1000mitochondria are typically found in each
cell. Their shapes range from filamentous tubules to almost spherical bodies
resembling bacteria. In fact, according to the now undisputed �endosymbiotic
theory,� mitochondria were originally derived from bacteria that have been engulfed
by larger cells and since then remained there to the benefit of both parties. This
explains the double-membrane system and the presence of a genetic code specific for
mitochondria (Sections 7.1.1 and 7.1.2.2). Endosomes, lysosomes, and peroxisomes are
additional membrane-delimited vesicular structures of a human cell. Furthermore,
several large intracellular structures exist without a membranous envelope. As the
definition of the term �organelle� has never been precise, some of these structures,
including the centromeres are traditionally also called organelles.

7.2.1.1 The Plasma Membrane and Its Transport Proteins
The plasma membrane is the interface between every cell and its environment and,
just like thewalls surrounding ancient cities, themembrane protects the cell from the
loss of valuables and allows tight control of cargo transport into and out of the cell. The
design principle of themembrane as a barrier is simple but very efficient. It builds on
the fact that the hydrophobic parts of lipids and hydrophilic environments are
incompatible. The cell interior, and also the extracellular space, are dominated by the
omnipresence of water and the cellular content is adapted to this aqueous environ-
ment. Thus, a contiguous envelope, consisting of lipid molecules, is a perfect way to
separate the hydrophilic biomolecules on the two sides.

The amphiphilic nature of phospholipids drives these molecules to form bilayers
in aqueous environments with no energetic costs to the cell (see Section 7.1.4.1).
Hence a lipid layer, only �4–5 nm thick, is wrapped around every cell of our body,
prohibiting efflux and influx of ions and of hydrophilic biomolecules such as sugars,
proteins, and nucleotides. Biomembranes are called bilayers, because they are
formed by two closely packed layers of molecules, the inner and outer leaflets.
Functionally, we could also name them trilayers, as a lipid core layer is shielded from
water by the headgroup layers on either side. With extensive electron microscopy
studies since the late 1950s, it became clear that not only the plasma membrane but
also all intracellular membranes of the organelles have the same ultrastructure.

Membrane Fluidity In contrast to themetaphor of a city wall, the plasmamembrane
is anything but rigid. The founders of the modern membrane concept, Jonathan
Singer and Garth Nicolson, in 1972 used the term �fluid mosaic� to account for the
exquisite freedom of motion for all phospholipids at body temperature. Rotational
diffusion lets phospholipidmolecules turn around their own lateral axis 108 times per
second. In addition, lateral diffusionmakes neighboring phospholipids change their
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places in less than 1ms. In addition, themembrane as a whole can undergo wavelike,
undulating motions on a microsecond time scale, preventing any loss of membrane
integrity, even under pressure. It is obvious that the actual shape of a cell cannot be
constrained by a fluid membrane layer. The typical discoid shape of a red blood cell
(erythrocyte) and the branching structures of neuronal dendrites require amore rigid
support. Proteins of the cytoskeleton provide the structuring components that
determine a cell�s actual shape. Typically, a dense proteinnetwork located underneath
the plasmamembrane is further connected to structural proteins extending through-
out the cytosol.

Membrane Proteins Having a tight, lipid-based envelope is advantageous for the
cell, but gates are needed for nutrient import and for export of a variety of molecules.
In fact, every cellular membrane incorporates proteins that fulfill the task of
controlled transport or the propagation of signals across the membrane. As a rule
of thumb, about 50% of the plasma membrane mass is formed by membrane
proteins. The set of 20 natural amino acids allows the construction of proteins to
accommodate both the aqueous environment and the lipid part of the membrane.
Amino acids such as alanine, leucine, and isoleucine are characterized by nonpolar
side chains. Polypeptide stretches made from such hydrophobic amino acids
therefore tend to position away from water and to insert into membranes. On the
other hand, polar amino acid residues in a membrane protein can form cavities or
pores to fit hydrophilic cargo such as proteins, sugars, and ions. Despite the huge
diversity in potential protein folding patterns, the architecture of proteins in the
plasma membrane follows a stereotypic concept. One or multiple a-helical stretches
of approximately 20 amino acid residues are the basic building block of any
mammalian transmembrane protein. These helices can be formed solely from
hydrophobic residues or, if several helices are contacting each other, amphipathic
helices can be organized in a way that places only the lipophilic faces towards the
surrounding lipid, while hydrophilic sides are facing each other. As we will discuss
later, proteins of mitochondrial membranes are an exception to this construction
principle.Whereas the transmembrane parts of plasmamembrane proteins are fairly
uniform, extracellular and intracellular loops linking the transmembrane helices can
adopt very diverse folding patterns and domain structures.

Membrane Anchors Peripheral membrane proteins do not span the membrane but
they are tightly associated with it, mostly by means of membrane anchors. These are
lipid moieties covalently linked to residues of the respective proteins. Three major
classes of such lipid modifications can be distinguished: acylation, prenylation, and
linkage of so-called glycosylphosphatidylinositol (GPI) anchors. The fatty acids
myristate (C14) and palmitate (C16) are common acyl anchors, typically attached to
an N-terminal glycine residue. Farnesyl (C15) or geranylgeranyl (C20) moieties
are anchored to one or more cysteine residues near the C terminus. Both anchor
types attach proteins to the cytoplasmic surface of the plasmamembrane. The typical
anchor for the external surface is GPI, being attached to the cleavedC-terminal end of
a protein. The protein to bemodified contains a stretch of hydrophobic amino acids at
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its C-terminal end, anchoring the protein initially in themembrane of the ER during
biogenesis. This membrane anchor is then cleaved off and replaced by the mem-
brane-bound GPI. In this structure, the inositol ring of a phosphatidylinositol (PI)
molecule is followed by glucosamine, three mannoses, and phosphoethanolamine,
which is coupled via its amino group to the new carboxyl end of the protein.

Membrane Asymmetry Membrane proteins are not only involved in transport
processes across the membrane, they also help lipid molecules to move within the
membrane. As described above, membranes in a human cell are energetically stable
bilayers, assembled from various phospholipids, sphingolipids, and cholesterol
(Figure 7.22). However, all living cells invest energy to establish a strong asymmetry
of lipid distribution between the outer and inner leaflets. The outer leaflet of a typical
plasmamembrane ismainly formedof phosphatidylcholine (PC) and sphingomyelin
(SM), the two membrane lipids with choline as the headgroup (Figure 7.16). By
contrast, the aminophospholipids phosphatidylethanolamine (PE) and phosphati-
dylserine (PS) and also PI form the inner leaflet. Cholesterol, with its very small
headgroup, is found in both layers as it can interchange between them. The
membrane-resident proteins responsible for the strong asymmetry are commonly
called flippases and floppases. These lipid translocases belong to the class of active

Figure 7.22 A single voltage-gated potassium
channel embedded in a lipid bilayer containing
phosphatidylcholine, phosphatidylserine,
phosphatidylethnolamine, and cholesterol.
The channel (PDB ID: 2R9R) is depicted
using its molecular surface representation

(cyan) and the membrane components are
shown using spheres. Green, carbon; white,
hydrogen; blue, nitrogen; red, oxygen;
orange, phosphate. The image was rendered
using MacPyMol. Ions and water molecules
are not shown for simplicity.
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transporters or pumps, working against a chemical gradient at the expense of ATP.
Whereas flippases continually work on the inward movement of PE, PS, and PI,
floppases transport PS and SM to the outer leaflet.

Membrane asymmetry has fundamental biological consequences, as we may
illustrate with the specific role of PS as a signaling molecule. The flippases,
responsible for keeping PS in the inner leaflet, are strongly inhibited by Ca2þ ions
in the cytosol. Under resting conditions the cytosolic Ca2þ concentration is very low.
Damage of a cell mostly manifests as an increase in the cytosolic Ca2þ concentration
and hence inhibits flippase activity. At the same time, a third type of lipid translocase,
scramblases, is activated by Ca2þ . Scramblases are passive transporters, accomplish-
ing a rapid but unspecific phospholipid exchange between the layers, driven by the
existing gradients. In consequence, PS headgroups will appear on the outer cell
surface, where they indicate that the cell is in an unhealthy situation. This is a signal
to the immune system to activate phagocytes, immune cells that are specialized to
engulf other cells or cellular debris (see Section 7.2.1.7).

LateralMobility ofMembrane Proteins According to the fluidmosaicmodel, not only
membrane lipids but also the embedded transmembrane proteins are free to move
laterally within the membrane (Figure 7.22). Now we know that lateral movements
are much more restricted in biological membranes. Such limitations in fluidity
occur when membrane proteins have cytosolic contacts to the cytoskeleton.
Anchoring to intracellular proteins is in fact very common and holds membrane
proteins in place. For example, in intestinal epithelial cells, a protein can be
confined to the apical membrane area facing the gut lumen. Typical contact motifs
often reside in the distal C terminus of the membrane protein. The presence of a
hydrophobic residue in the very last position and a Ser or Thr in the�3 position of
the C terminus provides a docking site for so-called PDZ domains. This domain
was named after three proteins for which it was originally described: post-synaptic
density, discs large, and zona occludens-1. PDZ domains, comprising about 90
amino acid residues, are typically found in adapter proteins, linking integral
membrane proteins to actin fibers of the cytoskeleton.

Lipid Rafts Restricted lateral mobility can also be a result of heterogeneity in the
membrane lipid composition. One such phenomenon of the plasma membrane is
the formation of so-called lipid rafts. The outer leaflet can form small, dynamic zones
enriched in sphingomyelin and cholesterol. The surface area of these rafts is typically
below the resolution limit of light microscopy. Because of the small size, the exact
dimensions and the lifetime of rafts are still a matter of intense debate. However, the
protein makeup in rafts appears different from that in the rest of the membrane. For
instance,GPI-anchored proteins are enriched in raft compartments. The inner leaflet
area under the raft is rich in cholesterol and phospholipids carrying predominantly
saturated acyl chains.Notably, typical proteins in these areas are dual-acylated kinases
and small guanosine triphosphatases (GTPases). Most likely this arrangement of
surface receptors and intracellular signaling proteins promotes a rapid transfer of
extracellular signals into the cytoplasm.
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Glycoproteins and Glycolipids In addition to lipids and proteins, the plasma mem-
brane also contains carbohydrate, up to 10% by weight. Sugars can be covalently
linked to both proteins and lipids, but glycoproteins account for�90%of the sugar in
the plasma membrane. Virtually all of the sugar moieties, regardless of the linked
structures, face the extracellular space. The exact functions of glycosylation are far
from being understood, but sugars are certainly involved in sorting processes,
intercellular recognition, and interaction with the cell environment. Of high practical
relevance in medicine are carbohydrates linked to lipids in the plasmamembrane of
human red blood cells, forming the basis of the ABOblood grouping system. The last
moiety in a short chain of sugars determines the blood group. All members of blood
group A carry N-acetylgalactosamine in this position whereas blood group B is
determined by a galactose moiety instead. As these sugars are well exposed on the
surface of the blood cells, they are recognized readily by cells of the immune system.
If a blood transfusion delivers cells with the incompatible sugar, it would trigger
defense reactions of the immune cells. Interestingly, the two enzymes, responsible
for the linkage of either N-acetylglucosamine or galactose, are encoded by two
variants of the same gene. As every individual has two copies of this gene, one
from each parent, many individuals have a mixed genotype and both alternative
enzymes are formed. They form blood group AB, characterized by the presence of
both sugar types in their blood cells. As a fourth alternative, the members of blood
group O did not receive a functional gene copy and neitherN-acetylglucosamine nor
galactose is coupled to their glycolipids. As a consequence, type O individuals could
donate blood to any other individual; however, they cannot receive blood from other
ABO groups because both sugars are �foreign� to the immune system of type O
individuals.

7.2.1.2 The Nucleus
The nucleus houses the vast majority of the genetic material of the cell and separates
the space where protein building plans (mRNA) are synthesized, the nucleoplasm,
from the area where they are translated into protein, the cytoplasm. The nuclear
envelope is formed by two adjacent lipid bilayer membranes, the inner and outer
nuclearmembranes. They are separated by about 10–50 nm and the volume between
them is contiguous with the ER lumen. The outer nuclear membrane is in direct
contact with the rough ER and shares a similar set of proteins, whereas the inner
nuclear membrane has its own distinct set of proteins. Mechanical support of the
envelope is provided by a protein network attached to the nucleoplasmic surface of
the inner nuclear membrane, the nuclear lamina. This network is built of interme-
diate protein filaments, one of three categories of cytoskeletal proteins (see
Section 7.2.1.8).

DNA Packing in the Nucleus In addition to stabilization of the nuclear envelope, the
nuclear lamina also serves as an attachment site for chromatin fibers. Chromatin is a
generic term for the complexes formed by DNA, histones, and nonhistone proteins.
The well-known structures of highly condensed chromosomes exist for only a short
period of time in the life of a cell. Maximum condensation of the DNA allows the
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equal distribution of the chromosomes between daughter cells during cell division.
When a division is completed, the DNA no longer forms visible chromosomes, but
appears as rather diffuse matter, filling the nucleoplasm. Despite their disorganized
appearance in light microscopy, fluorescence staining of individual chromosomes
shows that these decondensed chromosomes are not randomly intermingled, but
rather restricted to specific regions. Inspection of the nucleoplasm by electron
microscopy does not identify individual chromosomes, but typically distinguishes
compacted, denser areas in the nucleoplasm, the so-called heterochromatin, from a
more dispersed euchromatin. Heterochromatin is a macroscopic reflection of gene
silencing. This inactive state is constitutive for the distal ends of all chromosomes, the
telomeres, and the central parts of the chromosomes, the centromeres. In contrast,
any active use of DNA for transcription or replication requires the decondensation of
the genetic material. For the major parts of all chromosomes, the degree of
condensation is dynamic and depends on the differentiation of an individual cell.
In females, a complete chromosome, one of the two X chromosomes in each cell, is
typically inactivated as facultative heterochromatin, the Barr body. Inactivation of one
of the X chromosomes ensures that male and female cells produce about the same
amounts of X-encoded proteins. X chromosome inactivation in females is a random
process in early embryogenesis and the condensed state of the X-chromosomes is
subsequently transmitted to all descendant cells. As hair/fur pigmentation in
mammals is partly determined by a gene product of the X chromosome, this can
result in random patches of different coat color, as seen in the so-called calico cats.
Accordingly, male cats, that do not inactivate X chromosomes, do not show calico
color patches.

TheNucleolus The largest substructure in the nucleus visible in lightmicroscopy is
the nucleolus, an irregular region of higher density. Unlike other organelles, the
nucleolus is not surrounded by a membrane. The higher density is due to the
accumulation of rRNAs, RNA-processing enzymes, and partly assembled ribosomes
as the nucleolus is the site of ribosome production. The large and small ribosomal
subunits, huge complexes formed of several rRNAs and proteins, are exported from
the nucleus after assembly to act as protein synthesis factories in the cytoplasm.
Three of four different rRNAs are encoded by a single gene, which is located in
multiple copies on five different chromosomes of the human cell. Thus, in a diploid
cell, 10 chromosomes carry rRNA genes at their distal ends. During rRNA synthesis,
these ends stick together closely and form the center of the ribosome production
factory. The size of thenucleolus is variable anddepends on theneed for ribosomes in
the cytosol. In active cells producing very large amounts of protein, the size of the
nucleolus can reach up to 25% of the nuclear volume.

Nuclear Pores The nuclear envelope keeps the genetic material away from the sites
of active metabolism, but exchange and communication between nucleoplasm and
cytoplasm are vitally important. Since the sequence information for protein synthesis
at cytoplasmic ribosomes is carried by mRNA, continual export of mRNA from the
nucleus to the cytoplasm is required. As mentioned before, the ribosomal subunits
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are also formed in the nucleolus andneed to be exported. For actively growing human
cells in culture, it is estimated that over 10 000 ribosomal subunits leave the nucleus
per minute. Ribosomal proteins themselves are synthesized by ribosomes in the
cytoplasm andneed to be imported into the nucleus. Other proteinswith high import
rates are the histones, needed to build the nucleosome structures with the DNA.
Other candidates for nuclear import are RNA polymerases and regulatory proteins
responsible for gene transcription. To meet all these transport demands, the nuclear
envelope is perforated with several thousand pores (Figure 7.23).

Each of these pores is formed as an immense protein assembly, termed the nuclear
pore complex (NPC). With a total mass of about 80 000 kDa, the NPC is one of the
largest structures of the cell. Multiple copies of about 30 different proteins, the
nucleoporins, are organized such that electronmicroscopy images from the cytosolic
side reveal a ring-like structure with octameric symmetry. On its cytoplasmic side,
eight filaments of about 800 nm length extend into the cytoplasm. Views from the
nucleoplasmic side show analogous filaments, but joined at their ends to form a
basket-like structure (Figure 7.23). The whole membrane-embedded ring structure
connects both nuclear membranes and it is in direct contact to the nuclear lamina.

Nuclear Import and Export The inner diameter of the nuclear pores is not fixed but
dynamic; the nucleoporins form a flexible aperture-like ring. This structure accom-
modates small proteins of 50 kDa or less, in addition to huge complexes such as small
and large ribosomal subunits with 1400 and 2800 kDa mass, respectively. Ions,
metabolites, and proteins below 50 kDa diffuse passively through the NPC, whereas
all larger proteins need helper proteins, the so-called importins and exportins, to pass
in and out through the NPC. This guided transport relies on short amino acidmotifs
in the cargo proteins. A classical nuclear-localization signal (NLS) is formed by seven
amino acids with mostly positively charged side chains near the C-terminus of an
imported protein. Transport through the NPC is not only specific but also requires
energy, such that NLS-tagged proteins can be accumulated in the nucleus. Direction

Figure 7.23 Structure of the nuclear envelope in contact with the ER.
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of the translocation process and energy input are brought about by the small GTPase
Ran. In its guanosine triphosphate (GTP)-bound state, Ran can drive the outward
movement of the protein importins or exportins through the NPC. After an importin
has conveyed a cargo protein into the nucleoplasm, release of the cargo is triggered by
binding of Ran-GTP to the importin. The complex of importin and Ran-GTP then
leaves the nucleus through an NPC. In the cytoplasm, Ran is activated to cleave its
GTP and to unbind from the importin. This hydrolysis of GTP to guanosine
diphosphate (GDP) and Pi provides the energy that drives the cyclic process. Now,
the importin is free to bind another cargo protein and to re-enter the nucleus, while
Ran-GDP independently travels back to the cytosol. To complete the cycle, in the
nucleus theRan-boundGDP is replaced byGTP.Other proteins are exported through
theNPC in a similarmanner, but unlike the extrusion of importin, a Ran-GTP-bound
exportin will carry a third partner, a protein with a nuclear export signal.

The export of mRNA also depends on guidance by bound proteins, but does not
involve the Ran protein. Importantly, the export-competent complex of binding
proteins and mRNA is only formed after excision of introns from the precursor
mRNA, such that mostly mature messengers come in contact with the ribosomes
in the cytoplasm. Some exceptions exist; in those cases mRNA is spliced inside
the cytosol.

Nucleus and Cell Division Prior to cell division, the genome has to be replicated and
the nucleus must be divided into two daughter nuclei. In human cells, this is
accomplished by a complete breakdown of the nucleus followed by the re-formation
of two new nuclear envelopes. During mitosis, the process leading to chromosome
segregation, the filament proteins of the nuclear lamina are phosphorylated and the
resulting negative charges trigger disintegration of the network, followed by a
retraction of the nuclear envelope into the ER. Similarly, phosphorylation of the
proteins of the NPC leads to reversible dissociation of the pore complexes. At the end
ofmitosis, the nuclear envelope is reformed from tubular ER, a complex process that
is induced by contacts between ER and the chromosomes.

7.2.1.3 Endoplasmic Reticulum (ER)
The largestmembrane system in the eukaryotic cell is formed by the ER, a network of
flattened tubes and sacs called cisternae. It comprises roughly 50% of the cellular
membrane surface and about 10% of the total cell volume. Major ER functions
include protein synthesis andmodification, synthesis of lipids and steroidhormones,
detoxification, and Ca2þ sequestration. Rough and smooth areas of the ER can be
distinguished by electron microscopy. Both parts of the vesicular systems are
contiguous, but the resident proteins in rough and smooth areas are specialized,
reflecting different enzymatic activities. The rough endoplasmic reticulum (RER) is
directly connected to the nucleus and ongoing protein synthesis in this area is
morphologically visible by the presence of ribosomes on the cytoplasmic membrane
surface. Proteins synthesized at these ribosomes are either transferred into the
lumenof the ERor they reside in the ERmembrane.However, only a small fraction of
the proteins synthesized at the RER remain there as resident proteins. Most of the
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proteins are destined for other compartments and the ER is only the first transit
station on their journey.

Signal Sequences Direct Proteins to the ER The first events of protein synthesis take
place in the cytoplasm, as small and large ribosomal subunits assemble around a
molecule of mRNA. Initiation and elongation of the translation process need
additional helper proteins, but the major translation machine is the ribosome itself.
The growing polypeptide chain leaves the ribosome and globular cytoplasmic
proteins will immediately start to fold into their native structure. These proteins
are released into the cytoplasm when the last amino acid is attached. By contrast, a
large group of proteins has a unique property: the N-terminal end of the growing
polypeptide chain carries the information to stop the synthesis process until the
whole complex of ribosome, mRNA, and the growing protein make contact with the
ER membrane (Figure 7.24). In fact, the N-terminal residues of these proteins are
used as a �sorting code� by the ER. The critical event is the binding of a signal-
recognition particle (SRP), a large RNA–protein complex, to a stretch of about 15
residues at theN-terminus of the nascent protein. The amino acid sequences of these
signals are not very conserved, but all contain at least eight hydrophobic residues in
the center, often preceded by one or more basic amino acids. The mammalian SRP
itself is a complex formed of one small RNAmolecule and six distinct proteins. One
of these proteins forms a signal-binding pocket lined by hydrophobic residues.
Binding of the N-terminal signal sequence of the nascent protein in this pocket
immediately stops the ongoing protein synthesis at the respective ribosome. The

Figure 7.24 Synthesis of secreted proteins at
the ER membrane. Ribosomal synthesis of all
proteins starts in the cytosol (1). Binding of the
signal recognition particle (SRP) to the N-
terminal signal sequence of a membrane
protein halts the synthesis (2). The complex of
mRNA, ribosome, nascent protein, and SRP is

translocated to the SRP receptor in the ER
membrane (3), where it comes in close contact
with the translocon complex. Following release
of the SRP and tight docking of the ribosome to
the translocon, protein synthesis is resumed
and the growing polypeptide is threaded
through the translocon pore (4).
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complex of SRP andmRNA is then translocated to the ER, where it is recognized and
bound by an ER-resident protein called SRP receptor. Thismembrane protein brings
the SRP and the ribosome in close proximity to a gated pore complex in the ER
membrane, the translocon.Upon binding of the ribosome, this pore lines upwith the
large ribosomal subunit such that the growing polypeptide slides directly into the
aqueous translocon pore. The contact between the ribosome and the translocon
complex is perfectly tight such that no ions pass through the channel during protein
transfer. Ribosomes sitting in such complexes on the ER surface cause the rough
texture of the RER.

Protein Folding in the ER Depending on the hydrophobicity profile of the growing
protein, it will either be completely transferred into the ER lumen or, if hydrophobic
helices are formed, these transmembrane-spanning helices anchor the new poly-
peptide in the ER membrane. The signal sequences of soluble proteins are usually
cleaved after translocation by the membrane-bound signal peptidase. In transmem-
brane proteins, the signal can be cleaved, but it can also be preserved in the mature
protein. TheRER is not only an important starting point for protein sorting, but is also
crucial for protein folding and glycosylation. For many soluble proteins and also
membrane proteins, the formation of disulfide bridges is required to stabilize their
native structure, a process called oxidative folding. This task cannot be accomplished
under the reducing conditions of the cytoplasm; a set of proteins present in the lumen
of the ER fulfills this task. The initial event, the de novo formation of a disulfide link,
is accomplished by the enzyme Ero1p. It uses the oxidizing power of molecular
oxygen to link two of its own cysteines. This disulfide can be transferred to protein
disulfide isomerases, which then pass it on to substrate proteins.

Protein Glycosylation Another important function of the RER is protein glycosyl-
ation. Regardless of their final destination, both soluble proteins and membrane
proteins are usually modified by addition of sugar moieties. In the ER the targets of
modification are asparagine (Asn) residues in the newly synthesized proteins. While
the exact amino acid sequence of any protein can be determined by the encoding
gene, the sequence of added sugars depends on the action of gylcosyltransferases and
their spatial localization. Hence genome sequencing or determination of mRNA
sequences cannot fully predict the final structure of a glycosylated protein. The basal
sugar structure added to proteins in the ER is a preformed assembly of 14 sugars (see
Section 7.1.3.2). This invariant structure is assembled on a lipid carrier in the ER
membrane and subsequently transferred to proteins by the ER enzyme oligosacchar-
yltransferase. Mutations blocking this basal modification system are lethal. Other
enzymes subsequently modify the original 14-unit sugar structure by adding or
trimming off some of the sugar moieties.

In addition to functions in themature protein, glycosylation has an important role
in quality control for virtually all proteins in the ER. The basic sugar structure
contains three terminal glucose moieties that are fully removed during further
processing steps in the ER. However, if a protein is not yet properly folded, a
glycosidase will add a new, single glucose moiety to the structure. This glucose
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tag induces the retention of the protein in the ER lumen, where it is bound by the
ER-resident membrane protein calnexin. The folding process in the ER lumen is
usually assisted by helper proteins, so-called chaperones. Thus longer retention
periods in the ER increase the chance of complete folding. Nevertheless, disulfide
formation, folding, and oligomerization of subunits are not very efficient processes.
For some proteins the estimated �success rates� of folding are far below 50%. Hence
the ER needs a way to clear this ballast of inefficient protein production. This is
accomplished by export of misfolded proteins through the same translocon struc-
tures that are used for protein import.

Retention and Retrieval of ER Proteins For most proteins that are produced, folded,
and glycosylated in theRER, these steps are just the starting point of a journey to their
final destinations, such as other organelles or the plasma membrane. This transport
is based on the formation of small vesicles, formed from the ER membrane, leaving
with destination to the next station of protein traffic, the cis-side of the Golgi complex
(see below). However, ER-resident proteins must be retained from this constant flow
ofmaterial in order to keep the ER compartment functional. This is accomplished by
retention and retrieval mechanisms. Soluble resident ER proteins are marked with a
short retrieval sequence, formed by the amino acids Lys–Asp–Glu–Leu (KDEL) at the
C-terminus. This short motif is recognized and bound by the KDEL receptor, a
membrane protein that loads the protein into budding vesicles that will be sent back
from the Golgi compartment to the ER (retrograde transport; see Figure 7.25). For

Figure 7.25 The Golgi complex as central
sorting station of the cell. Solid arrows
indicate the vesicle-mediated transport
of proteins from the ER via the Golgi complex

to endosomes or the plasma membrane.
Retrograde transport between the same
compartments is indicated by dashed
arrows.
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resident membrane proteins, analogous signals determine retrieval and retrograde
transport in a similar fashion. These retrieval mechanisms capture proteins that
escaped the ER, but packing of resident proteins into vesicles is per se less frequent
than for secreted proteins. The mechanisms underlying this active retention are not
well established, but it is assumed that resident proteins of ERor other compartments
have the general tendency to aggregate into larger complexes that are just too big to
enter vesicles.

The Smooth ER In contrast to the flattened structures of the RER, areas of smooth
endoplasmic reticulum (SER) typically appear as a network of branched tubules,
although this morphological distinction is not true for all cell types. The SER has
metabolic functions including lipid and steroid hormone synthesis. The latter is a
characteristic of endocrine cells in the gonads, usually reflected by more extended
regions of SER. The synthesis ofmembrane lipids is of general importance in all cells
and the majority of all lipids in plasma membrane and intracellular membranes
originate from the SER. Interestingly, this does not mean that all membranes within
a single cell have approximately the same phospholipid composition. For example,
the content of phosphatidylcholine is usually much higher in the ER than in the
plasma membrane, whereas phosphatidylserine has a higher concentration in the
plasma membrane. Another important feature of the SER is its role in the seques-
tration of Ca2þ ions. The cytosolic concentration of free Ca2þ ions in the cytoplasm is
typically very low (see Section 7.3.2.1), in part because it is actively pumped into the
SER, which function as Ca2þ reservoirs. Upon specific triggers, Ca2þ is released back
into the cytoplasm, initiating cellular responses. In skeletal muscle cells a specialized
form of SER, the sarcoplasmic reticulum (SR), rapidly releases Ca2þ ions in response
to electrical stimulation and hence initiates muscle contraction.

7.2.1.4 The Golgi Complex
Whereas the ER is a major site of protein synthesis and modification, the Golgi
complex, or Golgi apparatus, can be envisioned as central sorting station of the cell.
Proteins and also lipids coming from the ER are handled in the Golgi complex,
furthermodified, and targeted to theirfinal destinations. The classicalmorphology of
the Golgi compartment resembles a stack of pancakes with frayed rims, formed of
flat membrane-enclosed cisternae (Figure 7.25). Each stack comprises about 4–7
disk-like elements with a diameter up to 1mm.Human cells typically containmany of
these Golgi stacks, linked by tubular connections and thereby forming a complex
located near the nucleus. This spatial organization is achieved by connecting
microtubules of the cytoskeleton. The individual stacks can be morphologically and
functionally divided into three distinct compartments. The cis face comprises the
cisternal elements in proximity to the ER, followed by medial- and trans-Golgi
cisternae. Thin networks of tubules and vesicles on either side of the stack are
called cis-Golgi network and trans-Golgi network. The spatial organization is accom-
panied by a clear functional compartmentalization, such that specific enzymes of the
glycosylation machinery are located in distinct cisternae of the cis, medial, or trans
part of a stack.
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Golgi Stacks Are Dynamic Interestingly, resident membrane proteins of the Golgi
are distinguished from membrane proteins of other compartments by shorter
transmembrane helices, comprising around 15 amino acids instead of the typical
20–25 amino acid helices in most other proteins. This difference provides the basis
for a Golgi retention mechanism. Vesicles leaving the trans-Golgi are thicker than
the membrane of the Golgi membranes themselves, thereby excluding transmem-
brane proteins with too short transmembrane segments. The precise organization
of the Golgi stacks rises the question of how these structures are generated and
maintained. Two alternative models are under discussion, the �vesicular transport
model� and the �cisternal maturation model.� The former model assumes a static
position of the Golgi cisternae with a fixed set of enzymes in each part of the
structure. Transit molecules would primarily move in forward-directed vesicles and
retrograde vesicles would return enzymes that escaped from their major site of
activity. By contrast, in the maturation model, complete cisternae would move
through the Golgi stack and thereby take along proteins and lipids from the cis to
the trans side. During this movement, the enzyme equipment of individual
cisternae would mature. Enzymes belonging to the early cis face would permanently
move backwards from medial disks to newly formed disks on the cis side and
medial enzymes would travel back from disks that just reached the trans side. More
recent studies, using spatially focused photobleaching of fluorescent proteins in
distinct cisternae, favor a rather static model. However, in contrast to the classical
vesicular model, transit between disks is not only mediated by vesicle transport, but
may also be carried out in large part by a direct equilibration between individual
disks through connecting tubules.

ProteinHandling in theGolgi Stacks Newly synthesized and folded proteins from the
ER typically leave the RER in vesicles and enter the cis face of a Golgi stack. They are
then passed along through medial and trans discs. Transport in ER and Golgi is not
necessarily unidirectional, but vesicles connecting the individual compartments can
also move in a retrograde manner. This is especially important to bring ER-resident
proteins back from the Golgi complex to their ER destination and to ensure a specific
enzyme composition in each of the three Golgi compartments. One of the major
processing steps in the Golgi complex is to continue and complete the protein
modifications that have been initiated in the ER. Processing of the N-linked
oligosaccharides includes further removal of mannose, addition of N-acetylgluco-
samine, galactose, and the negatively charged sialic acid. Furthermore, O-linked
glycosylation on Ser and Thr amino acid residues only takes place in the Golgi
complex. Despite a good knowledge of sugar modifications on proteins and the
compartments for individual processing steps, for the majority of the glycosylated
proteins the functional impact is still largely elusive. Another post-translational
modification that is specifically accomplished in trans-Golgi cisternae is the addition
of sulfate to tyrosine residues. Tyrosine sulfation of exported proteins or on
extracellular epitopes of plasma membrane proteins was found to strengthen
protein–protein interactions.
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7.2.1.5 Mitochondria are the �Power Plants� of the Cell
Among the most complex organelles in the human cell are the mitochondria,
membrane-enclosed structures in the cytoplasm that can be visualized by light
microscopy. Most human cells carry several hundred to thousands of individual
mitochondria. The volume typically occupied by themitochondriamakes up between
10 and 25% of the total cell volume. Depending on the cell type, the size and shape of
the mitochondria can be diverse. The overall structure of a mitochondrion can
resemble a cylinder with a diameter of about 1mm and a length of 4mm, whereas in
other cells mitochondria appear as long tubules or even as branched, interconnected
networks. These structures are usually dynamic becausemitochondria can fuse with
one another. New mitochondria are generated from existing mitochondria by a
process called fission. This multiplication of mitochondria is important in dividing
cells, as the organelles cannot be formed de novo and must be inherited to the
daughter cells. About 100 years ago, Konstantin Sergejewitsch Mereschkowski
proposed that mitochondria are not innate parts of the cell, but rather descended
from bacteria that have been engulfed by another cell. This �endosymbiotic theory�
was initially greeted with skepticism but, with the finding of DNA present in
mitochondria and the analysis of mitochondrial genes in the 1980s, the idea gained
strong support and is now fully accepted.

Compartments of theMitochondria Mitochondria aremore than a simple enveloped
vesicle. A closer look shows the existence of two juxtaposed membranes, the outer
mitochondrial membrane and the innermitochondrial membrane. The innermembrane
forms characteristic infoldings, the cristae, reaching into the inner lumen called
mitochondrial matrix. Practically, five compartments of the mitochondrion can be
distinguished: the outer membrane, the intermembrane space, the lumen of the
cristae, the inner membrane, and the matrix (Figure 7.26). The outer membrane
encloses the whole organelle and separates it from the cytoplasm. This membrane,
with a total protein content of about 50%, is similar to other cellular membranes, but
in remarkable contrast, the transmembrane segments of the resident proteins of this
membrane are typically folded as b-sheets, instead of the common a-helical seg-
ments. This folding pattern resembles the structure of the porin proteins in the outer
membrane of E. coli and other so-called Gram-negative bacteria. Because of these
membrane proteins, the outer mitochondrial membrane partly allows the exchange
of ions and small molecules between the cytosol and the intermembrane space.

The Inner Mitochondrial Membrane In contrast to the outer mitochondrial mem-
brane, the inner membrane provides a tight permeation barrier that separates the
matrix from the intermembrane space. This membrane is devoid of cholesterol, but
contains a high concentration of cardiolipin, a �double lipid� with four fatty acids,
which is otherwise found only in bacteria. The invaginated inner membrane
surrounds the cristae and its surface area can make up to one-third of the total
membrane area of the cell. The density of cristae in a mitochondrion is especially
high in those cells with a high energy consumption such as heart muscle cells. The
innermitochondrialmembrane is exceptionally rich in proteins, with at least 3:1 ratio
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of protein to lipid. The enzymes incorporated here are essential for oxidative
phosphorylation, the process that generates most of the cellular energy in the form
of ATP. The electron transport chain transfers electrons from NADH to molecular
oxygen and utilizes the energy difference to drive protons (Hþ ) from the matrix into
the intermembrane space or the lumen of the cristae. The ATP–synthase complexes
in the same membrane act like turbines, coupling the energy stored in the electro-
chemical gradient of protons to the production of ATP from ADP.

The Mitochondrial Matrix Along with the ER lumen, the mitochondrial matrix is
considered an important site for the storage of Ca2þ ions and the triggered release of
these ions acts as an intracellular signal. The matrix also contains the enzymes
required for the final metabolism of pyruvate and fatty acids to gain the end product
CO2 and NADH, the energy-rich substrate for the ATP-producing electron-transport
chain of the inner membrane. Additional important components of the mitochon-
drial matrix are DNA molecules, tRNA, ribosomes, and proteins of the transcrip-
tion–translation machinery. Mitochondria were originally derived from free bacteria
and, during a long process of evolution as symbiont in the nucleated cell, most of the
mitochondrial genes have been translocated to the central genome in the nucleus.
Nevertheless, mitochondria retained some genes and ribosomes of their own to
produce proteins in the mitochondrial matrix (see below). In contrast to the
chromosomes in the nucleus, mitochondrial DNA has a ring-shaped structure and
is devoid of histone proteins.

Mitochondrial Protein Import The interaction ofmitochondriawith the rest of the cell
is characterized on the one hand by busy export of the valuable energy source ATP.

Figure 7.26 Cartoon of a mitochondrion
with its compartments. Five functional
compartments can be distinguished: the
outer membrane, the intermembrane space,
the inner membrane with the electron transport

chain, the cristae, and the inner matrix.
Cristae are invaginations of the inner
membrane; they are in contact with the
intermembrane space, but local solute
concentrations can differ.
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On the other hand, 99% of the mitochondrial proteins must be imported from the
cytosol in order to maintain ATP synthesis. This high import demand exists because
most mitochondrial genes have been translocated to the nuclear genome and only 13
proteins are still encoded by the organelle�s own DNA. Proteins destined for a
mitochondrial compartment do not follow the main secretory pathway along the ER
and Golgi and ribosomal synthesis is typically completed in the cytosol. To facilitate
transport of mitochondrial proteins, chaperones bind to the nascent polypeptide
chains and prevent their final folding. Supported by a transport receptor protein, the
new protein is then threaded into a b-barrel protein complex of the outer mitochon-
drial membrane, the TOM complex. Matrix proteins typically have N-terminal signal
sequences, analogous to the ER-targeting signals. The mitochondrial import signals
typically form amphipathic a-helices of 20 or more amino acids with positive charges
(Arg, Lys) on one side of the helix and hydrophobic residues on the opposing side.
Such proteins will continue their way through TIM23, a translocator in the inner
mitochondrial membrane. TIM and TOM proteins come in close proximity during
transport and both membranes (Figure 7.27) appear in direct contact in electron
microscopy images of active translocator sites.Onceaproteinhas reached thematrix, a
mitochondrial protease cleaves the mitochondrial signal sequence and the protein
folds into its final tertiary structure and reaches the mitochondrial matrix. Proteins
destined for the inner mitochondrial membrane will be processed by TIM22. This
complex allows the lateral release of hydrophobic helices of the transported protein
into the inner membrane. By contrast, proteins targeted to the outer mitochondrial
membrane enter the intermembrane space before being retrieved back into the outer
membrane. The pore formed by the b-barrel-shaped TOMcomplex is tightly closed all
around and does not allow a lateral release of cargo proteins directly into the outer

Figure 7.27 The mitochondrial import system for proteins from the cytosol.
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membrane. In contrast to the co-translational transport of growing proteins into the
ER, the post-translational protein import into mitochondria needs additional input of
energy provided by the hydrolysis of ATP.

7.2.1.6 Peroxisomes
Peroxisomes are morphologically rather unobtrusive, round organelles, surrounded
by a bilayer, and with diameters of about 0.1–1 mm. It was not until the middle of the
twentieth century that peroxisomes, and also lysosomes, were identified and
described by Christian de Duve. This relatively recent discovery may be explained
by the small size and the unremarkable appearance of peroxisomes. In some
mammalian cells they contain electron-dense crystals, but human peroxisomes
are usually without noticeable inner structures. Several hundred peroxisomes are
typically found distributed throughout the cytosol of every cell. Like mitochondria,
they proliferate by fission of existing peroxisomes. This fact led to a long-lasting
discussion about a potential endosymbiotic origin of the peroxisomes. However,
unlike mitochondria, they contain neither DNA nor ribosomes of their own. The
name of the organelle refers to the presence of enzymes involved in the handling of
peroxides. Hydrogen peroxide (H2O2), a toxic and reactive oxidant, can arise from
several sources but peroxisomes themselves also generate H2O2 as a common
product of resident enzymes. D-Amino acid oxidase, glycolate oxidase, and other
peroxisomal enzymes utilize molecular oxygen (O2) to oxidize their substrates and
generate H2O2 as the secondary product. The peroxisomal enzyme catalase is
required for the immediate breakdown of H2O2, yielding water (H2O) and O2 as
final products. Many of the oxidative reactions performed by peroxisomal enzymes
resemble enzymatic activities in the mitochondria, with the notable difference that
peroxisomes do not directly produce energy. A prominent example is the stepwise
breakdownof fatty acidmolecules,b-oxidation. In this sequential reaction, fragments
comprising two carbon atoms are released and exported as acyl-CoA to the cytosol.
This energy-rich compound can be reused in biosynthetic reactions or further
processed to gain energy. Another important function of peroxisomes, especially
in liver and kidney cells, is the detoxification of toxic compounds such as ethanol,
phenol, or formaldehyde. About 25% of the ethanol consumed is oxidized to
acetaldehyde in peroxisomes. Importantly, peroxisomes are also involved in func-
tions other than degradation and detoxification processes. An essential biosynthetic
function of peroxisomes is the formation of phospholipids with ether-linked fatty
alcohols, instead of the standard, ester-linked fatty acid chains. These plasmalogens
are important phospholipid components of themyelin sheets, insulatingmembrane
layers surrounding nerve axons.

Protein Import to Peroxisomes Like mitochondria, peroxisomes are not part of the
major vesicle traffic pathways emerging from ER and Golgi. Consequently, all
enzymes of the peroxisomal lumen and the surrounding membrane need to be
imported from the cytosol. The importmachinery is not well characterized, butmore
than 20 proteins, the so-called peroxins, are involved in the ATP-driven uptake of
proteins. In contrast to the mitochondrial import machinery, peroxisomes can take
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up proteins that have already adopted their final structures. However, the enzymes
catalase and peroxidase receive their prosthetic heme group only after import into the
organelle is completed. The sorting codes, determining a peroxisomal protein�s
destination, can sometimes be found at the N termini of peroxisomal proteins, but in
most cases a short amino-acidmotif at the distal C terminus is responsible for uptake.
Artificial transfer of the short amino-acid sequence Ser–Lys–Leu to the C terminus of
a cytosolic protein is sufficient to direct the recombinant protein into peroxisomes.
The importance of a functional peroxisome import system is underscored by the
finding that various peroxin genemutations, known to deactivate the uptake system,
lead to relatively rare human diseases collectively termed the Zellweger syndrome. In
the patient�s cells, peroxisomes are still visible, but they lack their resident proteins at
least in part. The Zellweger syndrome is typically characterized by severe failures of
the liver, kidneys, and brain, leading to death within the first few months after birth.

7.2.1.7 Lysosomes
The second organelle discovered by de Duve, the lysosome, is not uniform in either
shape or size, ranging from small vesicles of around 20 nm up to more irregular
structures up to 1 mm in diameter. The lysosomes are equipped with a variety of
hydrolytic enzymes, enabling them to act as the cell�s central �recycling station.� A
lysosome can hold at least 50 different enzymes: proteases, glycosidases, RNases,
DNases, lipases, and many others. Equipped with these enzymes, lysosomes are
prepared for the destruction of practically all cellular biomolecules and even foreign
molecules, as the enzyme lysozyme can degrade peptidoglycan, a major component
of bacterial cell walls. All these hydrolases share a requirement for low pH between
4.5 and 5.0. This lowpHis themajor characteristic of the lysosomal lumen and serves
as an important safeguarding system. The assembly of destructive enzymes in the
lysosome is potentially dangerous for all other constituents of the cell. However, in
case of their liberation into the cytosol, the acid hydrolases will be inactive in the
practically neutralmilieu around pH7.2. The exceptionally low pHof the lysosome is
sustained by proton ATPases in the lysosomal membrane. These transporters pump
Hþ from the cytosol into the organelle lumen – a process that is driven by the
hydrolysis ofATP. The resident lysosomal proteins in the acidic environment seem to
be protected from destruction by an unusually high degree of glycosylation.

Transport to Lysosomes Lysosomes are equipped for the degradation of virtually all
possible macromolecules, but efficient transport routes must exist to bring the
material destined for degradation into the lysosomal compartment. This is estab-
lished via different vesicular transport pathways. As depicted in Figure 7.28, a major
degradation route starts with small vesicles, pinching off the plasma membrane, a
process called endocytosis. This import pathway takes up material from the extra-
cellular space, encapsulated in endocytic vesicles. Lipids and proteins of the plasma
membrane themselves also take part in this passage to destruction. Transport to
lysosomes is the classical way to remove membrane proteins and also membrane
lipids. Just as in all other compartments, the lipids and proteins of the plasma
membrane are subject to a continual replacement. Primary vesicles from the
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plasma membrane will fuse with others and increase in size. In addition, vesicles
coming from theGolgi complex will fuse to such early endosomes and bring lysosomal
hydrolases. Endosomes are subject to a maturation process, during which the
internal pH is decreased until the late endosome will finally have all characteristics
of a lysosome. Another important pathway to degradation is the engulfment of
bacteria or viruses at the plasmamembrane. This process (phagocytosis) produces an
internalized particle completely surroundedby a cellularmembrane, the phagosome.
These organelles can be fused tomature lysosomes and the content of the phagosome
will be degraded. An analogous pathway starts at the ER membrane that eventually
envelopes inner organelles, such as complete mitochondria or peroxisomes. This
process (autophagy) allows for the complete renewal of cellular organelles over time.
It is also a mechanism to gain new material for the cellular synthesis machinery in
times of nutrition deprivation.

Transport of Hydrolases to Lysosomes The central role of lysosomes as the recycling
site for all classes ofmolecules requires a continual replenishment of acid hydrolases
to the lysosomal compartment. In contrast to peroxisomes and mitochondria,
lysosomes do not possess a proprietary protein import machinery. Instead, lyso-
somes make use of the main protein traffic route, starting in the ER and proceeding
through the Golgi complex (Figure 7.25). In the Golgi compartment, the fate of
lysosomal proteins must differ from exported proteins or from resident proteins of
the plasma membrane. In fact, so-called signal patches, short amino acid motifs on
the protein surface, are recognized by the glycosylation machinery of the Golgi
complex. As a result,N-linked oligosaccharides will bemodified such that amannose
6-phosphate (M6P) group is formed on the oligosaccharide tree. In the late stacks of
the trans-Golgi network, membrane-resident receptor proteins bind this modified
sugar with high affinity and thereby anchor the labeled hydrolases to the membrane.

Figure 7.28 Lysosome traffic. Alternative pathways leading to degradation in lysosomes.
Maturation of early endosomes (EEs) to late endosomes (LEs) and lysosomes is associated with a
gradual reduction of the internal pH value.
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In the trans-Golgi network, distinct types of vesicles are continually formed, one
class of which is explicitly enriched in M6P receptor proteins. Hence the vesicles are
loadedwith various hydrolasesmarkedwith theM6P tag. After fusion to endosomes,
the inner side of the vesicles becomes part of the endosomal lumen. Just like
lysosomes, the endosomes are more acidic than the surrounding cytosol. Acidifica-
tion is caused by the activity of proton ATPases in the endosomal membrane. As a
result, thematuration process of vesicles to early and late endosomes is accompanied
by a decrease in the internal pH. Interestingly, the affinity ofM6P receptors toM6P is
strictly regulated by pH. With lowered pH, this binding affinity decreases and the
captured hydrolases are released to the lumen of late endosomes or lysosomes.
Vesicles rich inM6P receptors are formed at the endosomalmembrane. They bud off
from the endosome to be relocated to the trans-Golgi stacks, ready to bind new target
proteins at neutral pH.

7.2.1.8 The Cytoskeleton
The membrane bilayers surrounding the cell and its internal compartments are
highlyflexible and the actual shape of the cell and its compartments is not determined
by the membrane but stabilized by a network of proteins. Underneath the plasma
membrane, a dense protein meshwork defines the overall structure of the cell.
Similarly, structural support of the nuclear membrane is provided by the underlying
lamin network inside the nucleus. Cytoskeletal structures not only align with
membranes, but also traverse the cytoplasm in all directions, thereby providing a
scaffold to mount intracellular organelles such as mitochondria and peroxisomes.
The contacts between organelles and the cytoskeleton are not static attachments, but
motor proteins can drive a busy traffic along the cytoskeletal routes inside cells. Three
major types of cytoskeletal protein structures can be recognized: actin filaments,
intermediate filaments, and microtubules, in part distinguished by their characteristic
diameters of 7, 10, and 25 nm, respectively. All three cytoskeletal components are
aggregates of smaller subunits collectively forming extended,filamentous structures.
In the case of actin filaments and microtubules, the basic structures have a globular
shape, whereas intermediate filaments are formed as assemblies of extended, helical
proteins. The cytoskeletal protein assemblies are stabilized without covalent bonds
between the subunits, allowing the rapid association and dissociation of cytoskeletal
structures. Three major functions can be attributed to the cytoskeleton:

1) structural stabilization of the cell
2) movements within the cell such as vesicle transport or the segregation of

chromosomes during cell division
3) cell movements such as muscle contraction and cell migration.

Such diverse activities are possible because the cytoskeletal proteins provide binding
platforms for a variety of more specific, associated proteins, including the molecular
motor proteins.

Actin Filaments The actinfilament is a two-stranded helical polymerwith a diameter
alternating between 5 and 9 nm (Figure 7.29). The basic subunit is the globular actin
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monomer (G-actin) that binds the energy-rich nucleotide ATP in a cleft on one side of
the protein. Upon assembly of actin monomers into filaments (F-actin), all subunits
align such that the ATP-binding cleft is directed to one side, the minus end of the
filament. This gives polarity to the overall structure of the filament. After entry into
the polymer, the bound ATP is hydrolyzed to ADP that stays bound in its binding
pocket. As a consequence, a small conformational change in the actin molecule
lowers its affinity for other actin subunits. Typically, ATP-carrying actins are added to
the filament whereas ADP-bound actins have a tendency to leave the polymer
structure. Assembly and disassembly can occur at both ends of the filament but
the ratio of assembly to disassembly is higher at the plus end of the filaments such
that actin filaments with two free ends will grow at their plus ends and shrink at the
minus end. When both processes are in a steady state, the filament undergoes
treadmilling, amechanism that keeps the overall length of the polymer constant, while
new subunits are constantly added at the plus end,move through the entire filament,
and finally leave it at the minus end. Thus, existing actin filaments in the cell are not
static but undergo constant reconstruction. When ADP-bound actin has left the

Figure 7.29 The actin cytoskeleton. (a) The two-stranded helical structure of actinmicrofilaments.
(b) The actin filament turnover follows a treadmillingmechanism. (c) Typical subcellular localization
of actin filaments in a migrating cell. The arrow indicates the direction of cell movement.
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polymer, its nucleotide can be exchanged for ATP, and the subunit is ready for a new
round through a filament.

The overall organization of actin filaments can vary with their localization in the
cell and is determined by accessory cross-linking proteins. One group of such cross-
linking proteins, including filamin, joins the actin filaments such that loose three-
dimensional networks of gel-like consistency are formed. This is the typical appear-
ance of the actin cytoskeleton in the cell cortex, the cytosolic region beneath the
plasma membrane. Another group of actin-bundling proteins couples actin fila-
ments in parallel arrangements. The so-called stress fibers are contractile actin bundles
with antiparallel organization of the filaments. Stress fibers typically extend from the
center of a cell towards the periphery anda-actinin is one of themajor cross-linkers in
these fibers. As determined by the dimensions of a-actinin, the lateral distances
between the bundled actin filaments are about 30 nm. The ability of the stress fibers
to contract is provided by myosin molecules, the typical motor proteins of actin
filaments, which can bind between the loosely arranged a-actinin molecules. By
contrast, parallel actin bundles formed by the cross-linking protein fimbrin aremore
densely packed with distances around 15 nm and they are not contractile. Such
parallel bundles are typically found in a thin projection at the leading edge of a
migrating cell, the so-called filopodia. Very regular parallel assemblies of 20–30 actin
fibers can be formed by villin, another small bundling protein. These villin-linked
bundles form the core of the microvilli, finger-like extensions of the plasma
membrane with a length of about 1 mm and diameters around 80 nm. These very
regular cell structures can largely expand the surface area of a cell. Microvilli are
found on the apical side of many epithelial cells, for example, in the intestine, where
the uptake of nutrients through the plasma membrane takes place.

Microtubules In contrast to actin, the building blocks formingmicrotubules are not
homomeric, but heteromeric dimers of a-tubulin and b-tubulin (Figure 7.30). The
polymeric structure formed from the tubulin dimers is a stiff, hollow cylinder formed
from 13 protofilaments that are aligned in parallel. This cylinder with an outer
diameter of 25 nm is stabilized by noncovalent contacts betweenheads and tails of the
tubulin dimers in the longitudinal axis and by lateral contacts between tubulins in
neighboring filament strings. These lateral bonds connecting the protofilaments are
homotypic contacts between two a-tubulins or between two b-tubulins. Like actin
filaments, the microtubule has a polarity defined by the orientation of its subunits.
b-tubulins are exposed to the plus end of the tube, whereas a-tubulins mark the
minus end. In principle, both ends of the microtubule can grow or shrink, but in the
living cell all microtubules are fixed with their minus ends to the microtubule-
organizing center (MTOC), an amorphous protein-rich structure in the vicinity of
the nucleus. In animal cells theMTOCalso harbors the centrioles, two barrel-shaped
structures formed by nine triplets of microtubules. During cell division, the cen-
trioles are involved in the formation of amicrotubule spindle apparatus that separates
the chromosomes between the two daughter cells. At the plus end of a microtubule,
the type of nucleotide bound to b-tubulin determines growth or disassembly. Just like
actin, both tubulins have a nucleotide binding site, but they bindGTP instead of ATP.
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In the dimeric subunits, both tubulins are tightly connected such that theGTPbound
toa-tubulin is trapped by the coupledb-tubulin and the nucleotide is neither released
nor hydrolyzed. In contrast, GTP in the b-tubulin can be hydrolyzed to GDP.
Similarly to actin filaments, this conversion of bound GTP to GDP is associated
with a lowered binding affinity of the respective tubulin dimer. The turnover of
microtubules is characterized by periods of slow growth typically alternating with
shorter periods of very rapid disassembly, a mechanism called dynamic instability.
During the growth periods, the addition of tubulin dimers with GTP-loaded
b-tubulin exceeds the rate of GTP hydrolysis in the incorporated tubulin dimers.
This results in the formation of a so-called GTP cap at the plus end, stabilizing the

Figure 7.30 Microtubules. (a) Microtubules
are long, hollow cylinders composed of 13
parallel protofilaments. The protofilaments are
strings of tubulin dimers, each consisting of
a-tubulin and b-tubulin. (b) Microtubule
turnover is governed by dynamic instability of
the plus end. GTP–tubulin dimers (with black

dot on b-tubulin) stabilize the plus end of the
microtubule. (c) Subcellular localization of
microtubules in a migrating cell. All
microtubules arise from the microtubule-
organizing center (MTOC) near the front of the
nucleus. The arrow indicates the direction of cell
movement.
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overall structure. However, when the rate of dimer incorporation falls below the rate
of GTP hydrolysis, the GTP cap is lost and rapid disassembly occurs. This abrupt
shrinking process is enforced by the inherent tendency of GDP-containing filaments
to assume a curved shape. Only uponmore rapid association of newGTP-containing
subunits is the microtubule rescued and the protofilaments are forced into a linear
conformation.

Intermediate Filaments The third kind of cytoskeletal polymers are the intermediate
filaments, a more heterogeneous group of polymer-forming proteins. Several
families of filament proteins are known, but all share a similar central domain with
a long a-helical secondary structure. These domains contain a series of 40 or more
heptad repeat amino-acid motifs that stabilize the lateral assembly of coiled-coil
dimers. These parallel-oriented coiled-coiled protein aggregates are the underlying
building blocks of all intermediate filaments, which are formed as rope-like lateral
assemblies of the long dimers. In a typical intermediate filament, the cross-section
has a diameter of 10 nm and consists of 16 dimers, eight of them oriented in each
direction. As already described, lamins are the typical components of the nuclear
lamina that stabilizes the nuclear envelope beneath the inner nuclear membrane.
The keratins are a large intermediate filament family of proteins found in epithelial
cells and also in hair and nails. Vimentin and vimentin-like proteins are the typical
intermediate filament proteins in all types of muscle cells. Three different neurofila-
ments are themain cytoskeletal intermediate filament component in neuronal axons.
The neuronal intermediate filaments grow with the outgrowing axon and the
thickness of the filament bundles determines the diameter of the axon.

7.2.1.9 Transport Vesicles, Exocytosis and Endocytosis

Transport Vesicles The membrane-enclosed organelles of a living cell are in
constant communication with each other and soluble molecules and also lipids
must be exchanged among the different compartments. Much of this transport is
accomplished by vesicles, budding off one membrane and fusing with another
membrane. Such vesicles can be diverse in diameter and shape; some are small and
spherical whereas other vesicles have more irregular or tubular shapes. Despite this
variability, transport vesicles can be grouped according to the coat proteins that forma
cage-like structure when the vesicle buds off from the donor membrane. Coat
proteins are required to shape the donor membrane such that a basket-like defor-
mation of the membrane appears, which is finally pinched off as a closed vesicle
(Figure 7.31). In addition to this mechanical function, the coat proteins help to
assemble thosemembrane proteins in the deformingmembrane patch that are to be
incorporated into the vesicle. In turn, these membrane proteins can bind soluble
proteins to pack them into the transport vesicle.

The assembly of coat proteins is not constitutive, but requires the binding of a
GTPase with bound GTP. As already described for the Ran GTPase, the small
GTPases exist in two conformations, the GTP-bound and the GDP-bound state.
Thereby, the state of GTPases required for coat assembly provides a control
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mechanism to keep themembrane traffic balanced. Threemajor types of vesicles can
be distinguished based on their coat protein complexes: the COP I-coated, COP II-
coated, and clathrin-coated vesicles. COP II is the typical coat complex of vesicles in
the anterograde transport from ER to the cis-Golgi network, whereas retrograde
transport, for example, in the retrieval pathway from Golgi to ER, uses vesicles with
COP I coats. The best-defined and most regular structure is found in clathrin-coated
vesicles. Clathrin subunits are formed by three large and three small subunits
assembled in a three-legged structure. These stable structures assemble with each
other to form coated pits, and finally geometrically spherical structures consisting of
hexagons and pentagons. This assembly shapes the donor membrane to form
uniform vesicles. The final release of such vesicles requires the GTPase dynamin.
Dynamin assembles around the neck of the budding vesicle and triggers its final
release. Regardless of the type of vesicles, all have in common that the coats are
removed after detachment from the donormembrane. Coat disassembly is triggered
by the hydrolysis of GTP bound to the GTPase that previously had induced the
assembly process. Loss of the vesicle coat is prerequisite for the later fusion of the
vesicle with a target membrane.

Traffic Along Microtubules The movement of a vesicle between donor and target
membrane is not random diffusion through the cytosol. This would be too slow for
long-distance traffic, for example, along the axon of a peripheral nerve cell. The
solution to this problem is a close connection of all vesicles to microtubules of the
cytoskeleton, which are oriented with plus ends in the cell periphery andminus ends
being attached to the MTOC in the vicinity of the nucleus. Docking of a vesicle to a
microtubule not only provides direction but also,more importantly, allows active and

Figure 7.31 Intracellular vesicle transport.
Vesicles budding from a donor have
characteristic coat complexes. Cargo receptor
proteins assemble proteins to be loaded into a

budding vesicle. Specific binding and vesicle
fusion to a target membrane depend on the
matching interaction of vSNAREs and tSNARES
on vesicle and target membrane, respectively.
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rapid transport. Two types of motor proteins link vesicles to a microtubule: kinesins,
moving to the plus end of a microtubule, and dyneins, moving to the minus end.
Thus, vesicles from the trans-Golgi network that are bound for the cell periphery
will be linked to kinesin motor proteins. Each single step of such molecular motors
is driven by the hydrolysis of one ATP molecule. The speed of this transport
depends on the ATP concentration and on the presence of additional microtu-
bule-associated proteins or other vesicles on the same microtubule. Under ideal
conditions in a test tube, dyneins move at rates around 10mms�1, whereas kinesins
are somewhat slowerwith rates about 3mms�1. In a cell with a diameter of 20–50 mm,
this means that budding, transport, and fusion of a vesicle can be accomplished
in just a few seconds. By contrast, transport along a neuronal axon can take a few
days from a cell soma in the spinal cord to the periphery of the same neuron in a leg
or arm.

Vesicle Fusion, SNARE Proteins, and Exocytosis Just like the formation of vesicles,
the fusion of vesicles to their target membranes must also be controlled with respect
to specificity and timing. Specificity is brought about by anchor proteins in the vesicle
and in the targetmembrane, the SNAREs (solubleN-ethylmaleimide-sensitive-factor
attachment receptors). This is a protein family with more than 20members, sharing
extended helical domains that can form intertwining complexes with the helix of
another SNARE. The tSNAREs are anchored in a targetmembrane and vSNAREs are
linked to the vesicle membrane. A vesicle carrying a certain type of vSNAREwill only
dock to a membrane equipped with a compatible type of tSNARE. If liposomes with
matching SNAREs are mixed they will start to fuse. As SNAREs spontaneously form
close complexes, the separation of two SNAREs requires energy input. In fact, the
specialized ATPase NSF (N-ethylmaleimide-sensitive factor) can bind to SNARE
complexes and unravel the intertwined helical domains at the expense of ATP
hydrolysis. This mechanism allows SNAREs to be recycled and used for another
fusion event. At the same time the activity of NSF defines the susceptibility of the
target membrane for further vesicles. In a living cell, docking and fusion are distinct
processes and inmany cases a signal is required to initiate the final fusion of vesicles
that are already docked by SNARE complexes. The classical signal to initiate the final
tight contact between SNAREs is a sudden increase in the intracellular Ca2þ

concentration in the close vicinity of the vesicles.
In the case of vesicle fusion to the plasma membrane, the consequence of the

fusion event is that the vesicle content is secreted or released to the extracellular
space. The specific term exocytosis is used to describe this type of fusion. One of the
best-studied examples of exocytosis is the secretion of synaptic vesicles. Synapses are
the contact sites between two nerve cells or between a nerve cell and a muscle cell.
Importantly, the secretion of transmittersmust follow the high frequency of electrical
signals reaching the synapse (see Section 7.3.1.4). This could not be accomplished if
vesicle transport along the microtubules were a rate-limiting step. To achieve
extremely fast secretion, a pool of transmitter-loaded vesicles is usually docked to
the presynaptic membrane, waiting for Ca2þ ions as a trigger for final membrane
fusion and rapid transmitter release.
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Endocytosis The term endocytosis describes the uptake of material from the
extracellular space into the cell by vesicle formation at the plasma membrane. Three
uptake mechanisms can be distinguished: phagocytosis describes the inclusion of
particles into endocytic vesicles, pinocytosis is the uptake of fluids, and receptor-
mediated endocytosis describes the uptake of specific molecules that are bound by
receptor proteins in the plasma membrane. All three processes typically start with a
small invagination of the plasma membrane extending to a deeper infolding that is
finally released as vesicle into the cytosol. Depending on the size of the engulfed
particle, phagocytosis vesicles can be large. Typically, the endocytosed vesicles, or
endosomes, will be gradually converted to lysosomes through fusion with acidic
vesicles, filled with lysosomal hydrolases (Figure 7.28). Similarly to phagocytosis,
vesicles formed during pinocytosis can be variable in size. By contrast, receptor-
mediated endocytosis is typically accomplished with vesicles of defined diameter. In
the best-studied case, clathrin-dependent endocytosis, this vesicle diameter is about
100 nm. Clathrin is the typical coat protein of vesicles arising from the plasma
membrane. Vesicles arising from clathrin-coated pits are enriched in transmem-
brane proteins with highly selective extracellular receptor domains. Ligand binding
to the receptor proteins promotes their closer assembly and a deeper infolding of the
pit. The exact shape of the vesicle formed is determined by the geometry of the
surrounding clathrin structure. An important clathrin-independent endocytosis path-
way is associated with lipid rafts, specialized cholesterol-rich areas, in the plasma
membrane. In this case, vesicle formation requires incorporation of the protein
caveolin into the vesicle membrane.

7.2.2
The Differentiated Cell

7.2.2.1 Cell Lineage and Tissue Types
In multicellular organisms, all individual cells have specific functions and, despite
their largely identical genetic resources, mature cells differ in morphology and
functionality according to their specific roles in the organism. A general principle of
cell differentiation is that only a subset of the available genes is used in any given cell.
In extreme cases such as red blood cells, the nucleus with the chromosomes is lost
completely; the cell lives for a limited time without any further flow of information
from the genome. However, specialization alone is not sufficient to form a
viable organism. Importantly, the differentiated cells must act in a coordinated
fashion and structural and/or functional contacts between cells are required to build
up higher order structures, the tissues. Tissues are functional units of cells that
interact closely and they typically contain more than one cell type. In higher
organisms, different tissues can be organized together to form the individual organs.
Despite a huge variability of tissues, three major classes can be distinguished
according to the cell types and cell–cell contacts: epithelial tissue, muscle tissue, and
nervous tissue. A fourth class of tissue is the �connective tissue,� a commonly used term
for all remaining types of cell clusters including bone cells, cartilage, and the various
blood cells.
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Cell Lineage As multicellular organisms grow from a single cell – the fertilized egg
or zygote – that cell must have the capacity to develop into all other cell types of the
adult organism. This initial totipotency is lost when cells differentiate. For example, a
normal keratinocyte of the skin does not retain the potential to form a muscle cell
although the genetic information for the required proteins is still present in its
chromosomes. The program of differentiation starts shortly after fertilization.
During the first cell divisions, all cells have the same appearance and function but
already at day five of the human embryogenesis two different cell types exist. In the
blastocyst, a single layer of trophoblast cells surrounds a fluid-filled cavity and the
inner cell mass (Figure 7.32).

This inner cell mass, or embryoblast, develops into the embryo, while the
trophoblast provides nutrients to the embryo and will later form the placenta. The
decision whether a cell becomes part of the inner cell mass or the trophoblast is the
first differentiation step, andmanymore are to follow throughout the organism�s life.
At this stage, before implantation in the endometrium of the uterus, the blastocyst
consists of about 150 cells. Figure 7.33 depicts the principle of serial decisions on the
way from a totipotent cell to numerous terminally differentiated cells.

The full pattern of cell divisions that lead to a certain cell type is called cell lineage. To
study the mechanisms underlying the decisions that drive a cell in one or another
direction, scientists can isolate cells from the inner cell mass and apply different
signals, such as hormones or growth factors, to these embryonic stem cells. The term
stem cell indicates that a cell has on the one hand the potency for numerous divisions
in an undifferentiated state (self-renewal), and on the other it is able to generatemore
differentiated cells. This differentiation is typically an asymmetric process: a stemcell
divides into one new stem cell and one further differentiated cell. As a general
principle, with every decision on the pathway of cell lineage the degree of potency is
reduced. At an intermediate stage, committed progenitor cells still have the potential to

Figure 7.32 The blastocyst has two cell types. Schematic drawing of a mammalian blastocyst at an
early stage of embryogenesis before nidation. The cells of the inner cell mass will later develop the
embryo, whereas trophoblast cells are responsible for nutrition and contact with the endometrium.
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develop into more than one cell type, but they cannot generate cells of a completely
different lineage that separated off at an earlier stage in the pathway of divisions.

Given this concept, adult organisms would have no potential to regenerate defect
tissues, to heal wounds, or to create new cells, such as blood cells. It is now clear that
adult stem cellswith some residual potency of differentiation reside throughout life in
specific niches of the adult organism. These cells are less potent than embryonic stem
cells, but they can be progenitors for more than one type of terminally differentiated
cell types. Adult stem cells are only aminor fraction of cells in a given tissue and they
usually undergo very slow rounds of self-renewal during the lifetime of the organism.
One of the challenges in regenerative medicine today is to develop a safe method to
coerce terminally differentiated adult somatic cells into pluripotent stem cells,
induced pluripotent stem (iPS) cells.

7.2.2.2 Blood Cells
The concept of stem cells and cell lineage was largely developed based on studies
of blood cells and their continuous renewal. All cells in the blood have a limited
lifetime, hence stem cells must exist to ensure the supply of new blood cells. Despite
the clear differences in shape and function, all blood cells are derived from the same
progenitors, the hematopoietic stem cells. Together with other types of stem cells, they
are found in the bone marrow of large hollow bones. A simplified scheme of
hematopoiesis is given in Figure 7.34. The multipotent hematopoietic stem cells
divide at very low rates. The daughter cells can either be new self-renewing stem cells
or committed hematopoietic progenitors. The latter cell type is stillmultipotent, but it

Figure 7.33 Cell differentiation. Progressive cell differentiation and loss of potency on cell lineage
pathways from totipotent stem cells to terminally differentiated cells.
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has lost the self-renewing potency. At this point, descendants are committed to
undergo either lymphoid or myeloid differentiation. The lymphoid line leads to four
types of immune cells: natural killer (NK) cells, dendritic cells, B cells, and Tcells. The
myeloid line gives rise to erythrocytes (red blood cells), which are the most common
blood cells, and among others, granulocytes, monocytes, and platelets. All blood cells
other than erythrocytes and platelets are commonly termed white blood cells or
leukocytes.

Erythrocytes With about 2–3� 1013 cells in the human adult, the erythrocytes
comprise about one-quarter of the total body cell number and they are by far the
most common cells in the blood. Corresponding to their role as oxygen transporters
for all body organs, erythrocytes are packed with hemoglobin, making up more than
90% of the total protein content. This high concentration and the huge number of
erythrocytes in all parts of the body make hemoglobin one of the major obstacles for
biophotonic in vivo experiments or optical analysis of tissue samples. The mature
erythrocyte is practically devoid of all of the normal cellular organelles such as a
nucleus, ER, and mitochondria. A human erythrocyte is much smaller than most
other cells, with a diameter of about 7mm and a thickness of 2mm. With the typical
discoid shape, red blood cells can be squeezed through small capillaries of less than

Figure 7.34 Hematopoiesis – development of blood cells. Simplified scheme of the lineage
pathways leading from hematopoietic stem cells in the bone marrow to differentiated blood cells.
Not all cell types circulating in the blood are represented.
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half of their own diameter. The red blood cell is highly flexible and easily deformed
but, due to a densenetwork of proteins lining the inner face of the plasmamembrane,
they immediately recover their discoid shape when the compression is relieved.

The average lifetime of human erythrocytes is 120 days, after which they are
removed bymacrophages in the spleen, liver, or bonemarrow. The production of new
erythrocytes in the bone marrow (erythropoiesis) is stimulated by erythropoietin
(EPO), a glycoprotein hormone. EPO is produced by endothelial cells in the kidney
and liver, a process that is regulated by the relative oxygen concentration. In the
circulating blood, part of the EPO is always bound to erythrocytes, such that a reduced
number of cells lead to more free EPO. This mechanism ensures tight coupling of
erythropoiesis and removal of red blood cells. The process of erythropoiesis in the
bone marrow takes about 8 days and follows the myeloid pathway of differentiation
(Figure 7.34). During the first 5 days, the progenitor cells start to differentiate, but
they also divide several times to increase the number of cells. After day five, the cells
differentiate without further cell divisions. The last group of cells before reaching the
mature erythrocyte is the reticulocyte, a cell without a nucleus derived from an
erythroblast. Reticulocytes leave the bone marrow and circulate for one more day
before maturation to an erythrocyte is complete. In the blood, these immature cells
make up about 1% of the total red blood cells.

Leukocytes The white blood cells, or leukocytes, are part of the immune system.
Leukocytes can be derived from both myeloid and lymphoid progenitor cells. B cells
are the producers of antibodies, the primary weapon of the humoral immune
response, whereas T cells have a central role in cell-mediated immunity. Notably,
T cells do not mature in the bone marrow, but progenitor cells travel through the
bloodstream to reach the thymus gland, where they expand to large populations of
immature cells, the thymocytes. Themature Tcells express distinct, individual T-cell
receptors on their surface. Tcells and B cells are part of the specific, adaptive immune
response. By contrast, the NK cell, another descendant of the lymphoid lineage, is an
important player of the innate immune response that provides the first line of defense
against pathogens, before the slower adaptive system can react. Immune cells from
the myeloid lineage comprise monocytes and granulocytes, the latter showing char-
acteristic granules in their cytoplasm. Like NK cells, the neutrophil granulocytes are
part of the innate immune system.Due to their segmented nuclei, they are also called
polymorphnuclear cells. Neutrophils are distinguished from eosinophil and basophil
granulocytes by a different staining behavior in cytological preparations. Monocytes
are moving in the bloodstream, but they are still progenitor cells, responsible for the
continuous supply of the antigen-presenting dendritic cells and macrophages,
specialized phagocytic cells that engulf cellular debris and pathogens. At sites of
infection, monocytes can also leave the bloodstream into the infected tissue, where
they differentiate to resident macrophages or dendritic cells.

In contrast to the blood cells of the immune system, platelets (thrombocytes) have
their unique function in the control of bleeding. When blood vessels are injured,
collagen of the basement membrane becomes exposed to the blood and serves as a
signal to activate platelets, which in turn secrete proinflammatory cytokines and the
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platelet-derived growth factor (PDGF) that triggers new blood vessel formation. The
platelets are also directly involved in wound closure, as they can form insoluble clots
upon activation.With diameters around3 mm, the platelets, without anucleus, are the
smallest cell type in blood. In fact, they are only small anucleated cell fragments of a
much larger progenitor cell, the megakaryocyte. A constitutive release of platelets is
important, as the average lifetime of themature platelet in blood is only about 10 days.
Megakaryocytes, from which platelets are derived, are huge cells with a diameter of
up to 100 mm.During growth, they replicate theirDNA several timeswithout division
of the cell.

7.2.2.3 Cell Contacts and Extracellular Matrix
Cellular contacts are crucial for the three-dimensional organization and integrity of
tissues. The contacts involved in tissue formation follow common principles of
architecture that are found throughout the human body. According to morphology
and function, three major classes of such cell contacts can be distinguished:
communicating contacts, barrier contacts, and anchoring contacts.

Gap Junctions Communicating contacts of mammalian cells are formed as sym-
metric assemblies of connexin proteins. Themembers of thismultigene family share
a uniform structure comprising four transmembrane segments. Six connexin
proteins form the connexon, a hemichannel in the plasma membrane. Two hemi-
channels in membranes of neighboring cells can assemble to form a functional gap
junction, bridging the cytoplasm of both cells. In this configuration, the two adjacent
plasma membranes are separated by a distance of about 3 nm. This characteristic
�gap� between the two cells is reflected in the name of this junction type (Figure 7.35).

Typically, gap junctions are clustered in regions up to 300 nm in diameter, the
plaques. The hydrophilic pore in the center of each gap junction allows free diffusion
of molecules with molecular weight up to 1000 Da. Hence both ions and small
regulatory substances such as cyclic nucleotides can equilibrate between the

Figure 7.35 Gap junctions. Two adjacent plasma membranes connected by gap junctions.
Connexons are hemichannels composed of six connexin proteins. Functional intercellular channels
are formed by the connection of two adjacent hemichannels.
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connected cells. Proteins and other large molecules are generally precluded from
passage through gap junctions. However, gap junction channels are not simply size-
exclusion filters. Individual differences in the selectivities of specific gap junctions
are determinedby the compositionof the connexin proteins. Ahemichannel can exist
as a homomer formed of identical subunits, but heteromeric connexons are also
widespread. Gap junctions can switch between open and closed configurations, but
the exact gating mechanisms are not well understood. Apart from disassembly of
both hemichannels, closure can also be triggered in the joined configuration, for
example, by phosphorylation of critical amino acids in connexin subunits. Channel
closure is also induced by high concentrations of intracellular Ca2þ , a signal that can
eventually induce cell death and therefore must be prevented from spreading across
the cell cluster. The exchange of small messenger molecules between cells has
important physiological consequences. Groups of cells in a tissue can act as a
synchronized functional unit. If only a few cells in a connected cluster are stimulated
by a hormone, the whole cell cluster can respond in a coordinated fashion.
In the same way, the fIux of ions allows the electrical synchronization of cell clusters.
In the heart, such electrical contacts between neighboring cells are of vital impor-
tance. Electrical impulses from the pacemaker region can spread rapidly from cell to
cell as ions flow through the gap junctions, a prerequisite for the synchronous
contraction of heart muscle cells (also see Section 7.3.1.4). Abnormal coupling of
heart muscles can lead to a potentially deadly irregular heartbeat.

Tight Junctions In many epithelial tissues, a tightly sealed cell layer functions as a
barrier precluding solutes from uncontrolled access to the underlying tissue.
Classical examples are epithelial cells of the gut and the lung. In both cases, a space
being in contact with the body�s outer environment, for example, the intestinal
lumen, is separated from inner tissues. Epithelial cells are organized like a well-laid
mosaic with only small interstices between the individual cells. Nevertheless, the tiny
space between neighboring plasma membranes would be sufficient to allow free
access of small water-soluble molecules. The body would lose these molecules and,
on the other hand, potentially harmful molecules, for example from the gut lumen,
could enter the intercellular space of a tissue. Such an uncontrolled exchange is
prevented by tight junctions that function as seals running all around the epithelial
cells. In contrast to gap junctions, there is no space between the opposing mem-
branes of two adjacent cells (Figure 7.36a).

The occluding tight-junction contacts typically contain two types of transmem-
brane proteins, claudins and occludins, both forming homomeric complexes with
each other. These protein interactions bring the plasma membranes of two cells in
close contact and seal the space between them. Whereas in some tissues the tight
junction permeability is extremely low, in other tissue types the sealing property of
the contact is less pronounced. These differences depend on the type of claudin
proteins involved in the structure. Claudins form a family of closely related proteins
withmore than 20members. Tight junctions not only serve as a diffusion barrier, but
also define an important border between the upper (apical) and lower (basolateral)
parts of epithelial cells.
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Anchoring Junctions Anchoring junctions canmake contacts between two cells, and
also contacts between a cell and proteins outside the cell, the extracellular matrix. In
both cases the principle is the same, as contacts are made by a transmembrane
protein that is itself connected to either actin filaments or intermediate filaments of
the cytoskeleton. Figure 7.36 shows two junctions that are both connected to
intracellular actin filaments, the adherens junction with cadherins as the binding
component (b), and focal adherens junction with integrins as the binding transmem-
brane protein (c). Classical cadherins are single-pass transmembrane proteins,
forming lateral dimers in the plasma membrane. The extracellular ends of such
dimers make strong homophilic contacts with an identical cadherin dimer of a
neighboring cell. These contacts depend on the presence of Ca2þ , keeping the
extracellular cadherin domains in a rigid and extended conformation. Most classical
cadherins are associated with catenins as cytosolic adapter proteins that link the
complex to actin filaments. In epithelial cells, adherens junctions often form a belt-
like ring around the cells, localized below the tight-junction ring. By contrast, the
focal adhesions in epithelial cells are concentrated on the basal part of themembrane,
where the extracellular domains of integrins bind to the underlying basilar mem-
brane. In this way, the whole cell layer has a firm hold on the extracellular matrix.
Similarly, muscle cells use focal adhesions to attach to their tendons. The muscle-
specific integrina7 is important for the attachment ofmuscle cells to laminins in the
extracellular matrix. Genetic loss of this integrin is the molecular basis for a severe
form of congenital muscle dystrophy. Integrins and cadherins can also couple to
intermediate filaments instead of the actin cytoskeleton. The corresponding junc-

Figure 7.36 Tight junctions, adherens
junctions, and focal adhesions. (a) Tight
junctions seal the cell–cell contacts in epithelia.
(b) Adherens junctions are based on
homophilic interactions between cadherins
in neighboring cells. In the cytosol,

cadherins are linked via adapter proteins
to the actin cytoskeleton. (c) Focal adhesions
are integrin-mediated contacts of the
cell membrane to proteins of the
extracellular matrix, for example, the basilar
membrane.
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tions are called desmosomes for cadherin-mediated contacts between neighboring
cells and hemidesmosomes for integrin contacts to extracellular matrix proteins.

Nonjunctional Adhesion Contacts Cell adhesions can manifest in microscopically
distinct structures, but they can also occur without visible structures around the
connected sites. Such �nonjunctional� adhesions are often involved in weaker,
transient contacts between cells or between cells and matrix. Just like in junctional
contacts, cadherins and integrins act as major binding proteins. Other transmem-
brane proteins forming nonjunctional adhesions are selectins and Ig-CAMs (immu-
noglobulin-like cell adhesion molecules). Selectins are single-pass transmembrane
proteins with a �lectin� domain at the distal, extracellular end. Lectins are sugar-
binding entities that can make specific contacts with oligosaccharides on other cells.
Heterophilic contacts of this type are especially important for making initial contacts
between blood cells and endothelial cells. L-selectins, found on leukocytes, mediate
contacts with glycoproteins on endothelial cells and thereby facilitate the entry of
blood cells into secondary lymphoid organs. On the other hand, endothelial cells can
also express E-selectins in response to an inflammation and slow the movement of
passing leukocytes. Supported by subsequent stronger contacts, the leukocytesfinally
come to a stop and squeeze between the endothelial cells to migrate into the infected
tissue. The Ig-CAMs mediate Ca2þ -independent cell–cell contacts. A common
feature of this protein class is the presence of one ormore immunoglobulin domains
in the extracellular part. Such domains, stabilized by disulfide bridges, are also
characteristic of antibodymolecules. In neurons, the expression of so-calledN-CAMs
is important for initial contacts with other neurons, especially during embryonic
neural development. Interestingly, N-CAMs can also have opposing effects, prevent-
ing the contact with other cells. This is accomplished by modification of the N-CAM
protein with long polysialic acid chains that hinder attachments between other
adhesion molecules. Whereas N-CAMs typically form homophilic contacts, the
intercellular adhesion molecules (ICAMs) use a heterophilic mechanism, for example,
by binding to integrins on adjacent cells.

The Extracellular Matrix In higher multicellular organisms, the space between the
cells is not just filled with liquid. In order to provide a tear-resistant structure, cells
actively secrete a matrix that allows the cells to adhere and that provides orientation
for the cellular assembly. The major constituents of the extracellular matrix (ECM)
can be divided in two classes of molecules: (a) polysaccharides that can be covalently
linked to proteins and (b) fibrous proteins, including collagen, fibronectin,
and laminin. The ECM contributes significantly to the autofluorescence of
human tissues because collagen and elastin are natural fluorophores with a high
quantum yield.

Glycans of the ECM The typical glycans are highly hydrated and form a gel-like
structure that resists compression but allows free diffusion of nutrients or hormones.
The polysaccharide macromolecules are mostly formed as unbranched chains of 50
ormore disaccharide repeats. As one of the sugars in the disaccharide units is always
an amino sugar (e.g., N-acetylgalactosamine), these macromolecules are termed
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glycosaminoglycans (GAGs) (see Section 7.1.3.1). The amino sugar moieties are in
most cases sulfated, resulting in a highly negative charge of the long chains.
Hyaluronan is a simple type of GAG that lacks sulfation. With a length of up to
25 000 disaccharides per chain, it is one of the largest molecules in the body.
Hyaluronan is found in most body fluids and serves as a lubricant in the joints.
Most other GAGs are proteoglycans, with covalently linked core proteins.
These GAGs are assembled in the Golgi apparatus, where a tetrasaccharide is first
linked to a serine residue of the protein. The sugar chain is then extended with the
typical disaccharides by serial activities of glycosyltransferases in the Golgi com-
partment and later secreted through exocytosis. In contrast to secreted glycoproteins,
the carbohydrate content of the end product can exceed the molecular weight of the
core protein by up to 20-fold. Once a proteoglycan is secreted, it can associate with
other GAGs to form huge polymeric complexes with dimensions of several
micrometers.

Proteins of the ECM The most abundant proteins in the human body are the
collagens,members of a family offibrousmolecules. They can assemble to form stiff,
rope-like structures that further polymerize to extended fibrils, for example, in skin,
cartilage, or blood vessels. Collagen fibrils are typically grouped in bundles of 2mmor
more in diameter. In the tissue, such bundles are arranged as banded patterns with
high periodicity. This has an important consequence for the analysis of skin and other
collagen-rich tissues with optical methods because the periodic fluctuation of the
refractive index in collagen aggregates causes intense Rayleigh scattering in mam-
malian tissue. Collagen is also a major source of autofluorescence, with an emission
maximum of about 380 nm. Collagen proteins are secreted via the secretory pathway
involving ER and Golgi complexes (Figure 7.37). In the Golgi lumen, proline and
lysine residues in the protein chains are hydroxylated to form hydroxyproline and
hydroxylysine. Thesemodified polypeptides assemble to form triple-stranded helical
molecules that are stabilized by interchain hydrogen bonds between the hydroxylated
amino acids. Following secretion of the procollagen, the triple helices are further
modified. Residues at the N- and C-terminal ends of each polypeptide chain are
cleaved off by exoproteases and procollagen modules assemble to larger fibrils. The
stability of the fibrils is greatly increased by covalent cross-links between lysine
residues. Unlike the collagens, fibronectin, another major protein of the ECM, does
not self-assemble intofibrils. On the surface of a cell, however,fibril formation can be
induced by contacts to integrins in the plasma membrane. The salient structure of
fibronectin is a dimer built of two glycoprotein chains that are linked by disulfide
bonds at one end of the dimer.

Elastin, another ECMprotein, is themain component of elasticfibers in connective
tissues. In contrast with collagens and fibronectin, elastin is not glycosylated. The
polypeptide chain comprises hydrophobic segments that are interspersed with
alanine- and lysine-rich a-helical segments. The hydrophobic elements are impor-
tant for the elastic properties, whereas the a-helical segments are required to cross-
link elastinmonomers into larger networks. Elastin is also an important endogenous
fluorophore in tissue with an emission peak around 410 nm.
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7.2.2.4 Epithelial Cells
The cells lining the inner or outer surfaces of the body form epithelial tissues. The
commoncharacteristics of this tissue type are thepresence of a lumen-exposed surface
on one side and of a basementmembrane on the other side. The functions of epithelia
can differmarkedly, but they always act as barriers, separating underlying tissues from
the environment or from an internal lumen. Hence epithelial cells are functionally
contiguouswith one another and the intercellular space between them is very limited.

All glandular organs such as the salivary gland, sweat glands, and liver contain
epithelial cells and all ducts and tubes of the body are lined by epithelia. The
epithelium forming the inner surface of the blood vessels is usually called the
endothelium. With a total number of about 1013, endothelial cells are one of the most
abundant cell types in the human body. Tight junctions are important connections
between epithelia cells, but additional contacts, such as adherens junctions or gap
junctions, are also established. Depending on the density of the tight junctions and
the exact protein composition therein, some epithelia are completely impermeable
whereas others may not act as a tight barrier.

Some epithelia are responsible for the uptake of material from the environment,
such as the intestinal epithelium.Other epithelia, especially those in glands, function
to secrete their own products such as hormones, sweat, or breast milk.

The overall structure of an epithelium differs depending on the number of layers
that it contains. In the simple epithelium, all cells are arranged in a single layer. If two or

Figure 7.37 Synthesis of collagen fibrils of
the extracellular matrix. Triple helices of
collagen are formed in the Golgi complex
and secreted through vesicles. Proline and
lysine residues are hydroxylated and form
hydrogen bonds that help to stabilize the

triple-stranded helix. Following export, the
propeptides are proteolytically shortened on
both ends and triple helices assemble into
large fibrils. Hydroxylation of polypeptide
chains in the final fibril is not shown for
simplicity.
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more cellular layers are formed, the epithelium is called stratified. A squamous simple
epithelium consists of a single layer offlat-shaped cells. Typical examples are the lung
alveolar epithelium or the blood vessel endothelium. An epithelium is cuboidal if the
cells are nearly equal in width and height, as found in many kidney tubules.
Figure 7.38 shows a simple columnar epithelium, characterized by single-layered
epithelial cells with a cell height clearly exceeding the width. The densely packed
microvilli on the apical surface are typical of the epithelia of the small and large
intestine. The enlarged cell surface allows the mass transport of nutrients across the
barrier. The structure of these cell extensions is determined by parallel bundles of
about 25 actin filaments. The densely packed microvilli have very regular diameters
of around 100 nm, hence they are not optically resolved by conventional light
microscopy. Owing to a fuzzy appearance in the light microscope, the zone of the
microvilli has been termed the brush border.

Stratified epithelia are formed by more than one cellular layer. In many glands,
such as mammary glands or salivary glands, the basal layer is formed by actin-rich
contractile cells, the myoepithelial cells. Other cells that produce the specific
secretory product are arranged in layers on top of these cells. Contraction of the
myoepithelial cells then allows the active secretion of the glandular products. The
terminology for epithelia comprising more than one cell type in different layers
follows the pattern of the outermost layer. Accordingly, the epidermis of the skin is
called a stratified squamous epithelium because the outermost cells have squamous
shape, whereas cells in the basal layer are cuboidal.

The epidermis is a good example of the continuous renewal processes in many
tissues, involving cell differentiation, morphology changes, and terminal cell death.
A simplified cartoon of the epidermal cell layers is shown in Figure 7.39. The

Figure 7.38 A simple columnar epithelium.
The cells have a clear polarity, with an apical side
and a basolateral side, being separated by tight
junctions. An epithelium of this type covers the
surface of the small intestine, where the apical

surface area of the cells is increased by
microvilli, reaching into the intestinal lumen.
On the basal side, the cells are anchored to the
upper layer of the basement membrane, the
basal lamina.
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dominant cell type of this epithelium is the keratinocyte. The cuboidal keratinocytes
in the lowest layer are in contact with the basal lamina and they continually divide
to renew the cell layers above. One of the two daughter cells will remain in the basal
layer, whereas the other descendant moves upwards into the stratum spinosum. On
theirmigration through this layer, the cells begin to flatten and to produce keratin, an
insoluble intermediate filament protein. In the thin granular layer, or stratum
granulosum, the keratinocytes contain visible granules filled with the intermediate
filament protein keratohyalin. In the outermost layer, the keratinocytes become
corneocytes, anucleated flattened cells surrounded by a dense layer of lipids. This is
the final differentiation stage that a keratinocyte reaches about 5 weeks after its
�birth� in the basal layer. The highly enriched keratin in the interior of these cells
gives the epidermis mechanical stability. The secreted �cement� around the cells is
made of lipids such as ceramides, cholesterol, and fatty acids. With these substances
the stratum corneum makes an effective barrier against water and all soluble
substances. In the outermost cell layers of the horny part of the epidermis,
the stratum corneum, the cells start to weaken their cell–cell contacts, so that they
are continually lost during washing and rubbing.

There are additional cell types residing in the skin. A dense layer of bacteria lives
between the loosely connected outermost cells and feeds on the cell debris and the
lipids. About 1000 bacteria per square millimeter find their natural habitat here. In
the deeper layers of the epidermis, immune cells (Langerhans cells) patrol between the
keratinocytes. Merkel cells are mechanoreceptor cells in the basal layer that are

Figure 7.39 Schematic drawing of the
epidermis (b) and its location in the skin
(a). The epidermis forms the outermost layer of
the human body. It is separated from the
underlying dermis and by a basal lamina (BL).
Keratinocytes (K) are organized in the layers
stratum basale (SB), stratum spinosum (SS),
and stratum granulosum (SG). The stratum

corneum (SG) is made of terminally
differentiated keratinocytes. These corneocytes
(C) are dead cells without a nucleus. They
are filled with keratin and embedded in a
lipid-rich matrix. Melanocytes (M) are
interspersed in the stratum basale, where
they produce the pigment melanin that is
transferred to keratinocytes.
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connected to sensory nerve endings. Together with the nerve cell, they function as
touch sensors of the skin, responsible for the sensation of gentle touch and the
discrimination of shapes and textures. Another prominent cell of the basal layer is the
pigment-producingmelanocyte. The skin pigment melanin is stored and transported
in the melanosomes, specialized vesicular organelles similar to the ubiquitous
lysosomes. The melanosomes are transported along dendritic processes of the
melanocyte from which they are finally released to be taken up by connected
keratinocytes. The melanocytes comprise less than 10% of the cells in the basal
layer of the epidermis. The skin color is not determined by the number of
melanocytes in the skin, but rather by the amount of melanin they produce and
transfer to the neighboring keratinocytes.

The Basal Lamina All epithelia are separated from underlying stroma by a dense
network structure with a thickness between 30 and 120 nm, the basal lamina. A
similar extracellular matrix structure is wrapped around muscle cells, separating
them from connective tissue. The major protein components of the basal laminae
are type IV collagen and laminins. Laminins are glycoproteins with the inherent
ability to self-assemble as trimeric complexes with a cross-like structure. The long
arm of the cross can be used to anchor cells, whereas the three shorter arms are
connected to other components of the basal lamina. Ultrastructurally, the basal
lamina can be divided into a lighter upper zone (lamina lucida) and an electron-
dense lower layer, called the lamina densa. The latter is tethered to an underlying
thick layer of collagen fibrils. This whole arrangement is usually called the basement
membrane. Basal laminae are more than a structural foundation that anchors
epithelia or muscle tissue. They also influence the connected cells, induce polarity,
and promote cell survival and proliferation.

7.2.2.5 Nerve Cells and Glial Cells
The nervous tissue is built of two very different cell types: neurons and glial cells.
Neurons, or nerve cells, are the electrically excitable cells of the nervous tissue,
responsible for the propagation of electrical signals through the body. The major
functions of glial cells are to accompany neurons, provide physical support, buffer
ions, and supply nutrients and oxygen. In the human brain, both cell types are found
in an approximate 1:1 ratio.

The human body contains nervous tissue in three functional entities: the brain,
the spinal chord, and the peripheral nervous system (PNS). Thefirst two are also called
the central nervous system (CNS). They have in common that nerve cells are
concentrated at high densities and that a bone structure provides mechanical
protection, whereas the blood–brain barrier shields the nerve cells from chemical
threats. This barrier is constituted by the endothelial cells in the CNS vessels tightly
controlling the exchange of soluble molecules between the cerebrospinal fluid
surrounding the nerve cells and blood. Endothelial cells in the CNS are connected
by tight junctions that almost completely restrict the passage of solutes, whereas
hydrophobic hormones and also O2 and CO2 can pass. Entry of soluble molecules,
including glucose as the major source of energy, depends closely on transmembrane
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transporters in the plasma membrane of endothelial cells. The blood–brain barrier
represents an important factor in the design of therapeutic agents; those designed to
treat the brain must pass the blood–brain barrier easily whereas those destined for
other tissues should not pass the barrier.

The PNS resides mainly outside this protected area because it connects the CNS
with all inner organs, the limbs, and the skin. Two types of directional nerves
accomplish this connection. Neurons of the afferent nerves relay information from
the periphery to the CNS, and efferent neurons deliver signals from the CNS to
effector organs, glands, and muscles. The PNS can be further divided into the
autonomic nervous system and somatic nervous system. The former controls all functions
of the body that are not under deliberate, conscious control, such as heart rate,
respiration rate, digestion, andmany others. The tissues controlled by the autonomic
nervous system are smooth muscles, cardiac muscle, and glandular tissues. By
contrast, skeletal muscles are controlled by the somatic nervous system. The efferent
fibers of this system transmit signals from the CNS to the skeletal muscles and allow
the voluntary control ofmuscle activity. Afferent fibers of the somatic nervous system
deliver signals from peripheral sensory neurons to the CNS.

Nerve Cells Neurons come in very different sizes and shapes, but a unifying
morphological feature, applicable to most of them, is a composition of three
functional units, namely cell body (soma), axon, and the dendrites. This basic
structure is depicted in Figure 7.40. The soma contains the nucleus and most of

Figure 7.40 Basic structure of a neuron with a myelinated axon. The magnified sections show
cross-sections through the axon with the myelin sheath and a synaptic contact.
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the cellular synthesis takes place here. Hence proteins or neurotransmitters pro-
duced in the soma need to be transported into dendrites and into the axon. This long-
distance traffic is accomplished as active transport of vesicles along microtubules.

The dendrites are cellular extensions that often resemble the branching pattern of a
tree. For most neurons, the dendrites are the major entrance sites for incoming
electrical signals. They are docking platforms for the synapses from other neurons
and deliver the signal further down to the soma. In addition, incoming synapses can
also be connected to the plasma membrane of the soma itself.

The axon is a long extension of the nerve cell that transmits the electrical signals,
often over long distances. The axon hillock, an area at the beginning of an axon, is
densely packed with voltage-gated sodium channels enabling the cell to generate
action potentials or nerve impulses, the electric information unit of a neuron (see
Section 7.3.1). Two main types of axons can be distinguished, the fast-conducting
myelinated axons and slow-conducting non-myelinated axons. The myelin sheath is
wrapped around the axon, except at the nodes of Ranvier. Themyelin layer is formed
by closely attached glial cells; in the PNS these are Schwann cells and in the CNS
oligodendrocytes. At contact sites to the axon, the membrane of the glial cell grows
continuously until several layers of plasma membrane are concentrically wrapped
around the axon. In the final state, these membrane layers are tightly packed with no
cytoplasmic content lying in between. In contrast to most plasma membranes, the
bilayers inmyelin sheaths are enriched in lipids, with a lipid-to-protein ratio of about
four. The main function of the myelin layer is to provide electrical insulation for the
axon, analogous to the plastic insulation of a power cable. It increases the electrical
resistance across the axon membrane more than 1000-fold and strongly reduces the
electrical capacitance. As a consequence, myelinated axons can conduct electrical
impulses about 50 times faster than non-myelinated axons of the same diameter.
Slowly conducting nerve fibers without myelin sheath are typically found in the
autonomic nervous system. For the continuous control of functions such as heart rate
and digestion, the speed of electrical signal transmission is not critical and myelina-
tion is dispensable. By contrast, skeletal muscles are innervated bymyelinated axons
of the somatic nervous system to allow fast responses.

Glial Cells Schwann cells and oligodendrocytes forming the myelin sheath in the
PNS and CNS, respectively, belong to the macroglial cells. The largest fraction of
macroglia in the CNS are the star-shaped astrocytes. Cells of this type have a direct role
in the formation of the blood–brain barrier as they form tight complexes with
endothelial cells of the capillaries. Importantly, the functions of astrocytes are not
restricted to the passive support of neurons. More recently, it became evident that
astrocytes may participate directly in neurotransmission by releasing neurotrans-
mitters such as glutamate. Linked by gap junctions, astrocytes can form large
syncytial complexes and Ca2þ flux along these connected cells can trigger the release
of neurotransmitters. Additionally, astrocytes are also involved in the reuptake and
clearance of neurotransmitters. In the PNS, satellite cells play a similar role. Like
astrocytes, they can form complexes that are interconnected by gap junctions and
Ca2þ waves can travel along such cell complexes. Various functions are adopted by
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microglia cells, in both the PNS and CNS. This cell type comprises mobile cells that
are capable of phagocytosis and they provide the main immune defense of the CNS.
Microglia cells do not descend from neural progenitor cells like neurons and other
glial cells, but they are derived fromprecursor cells in the bonemarrowand travel into
the CNS.

7.2.2.6 Muscle Cells
Muscles convert chemical energy from ATP into mechanical energy, causing the
movement of organs within the organism or motion of the whole organism. The
fundamental unit of a muscle is the muscle cell with a contractile machinery formed
by actin and myosin filaments. This section is focused on morphology and specific
properties of these cells. Regardless of the type of muscle cell, repeated conforma-
tional changes of myosin proteins cause the myosin filaments to slide along actin
filaments, such that the overall protein assembly and the muscle cell itself are
shortened. In contrast, the relaxation and stretching of muscle cells are passive
processes. Three types of muscle cells can be distinguished based on tissue
organization and function: smooth muscle cells, skeletal muscle cells, and cardiac
muscle cells (Figure 7.41). Like neurons, many muscle cells have excitable plasma
membranes to generate and propagate action potentials. The plasma membrane of
the muscle cells is commonly termed sarcolemma.

Figure 7.41 Three types of muscle cells.
(a) Smooth muscle and (b) cardiac muscle
tissues consist of single contractile cells.
Cardiac cells can be branched; they are
tightly connected to neighboring cells at the
undulated blunt ends. (c) Skeletal muscles

consist of large polynucleated cells
(muscle fibers) generated by fusion of
progenitor cells (myoblasts). The assembly
of myosin and actin filaments in myofibrils
causes a striped (striated) appearance of
skeletal muscle fibers.
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SmoothMuscle Cells Smoothmuscles consist of spindle-shaped cells (Figure 7.41a)
with a length ranging from 10 mm in artery walls to 600 mm in the uterus during
pregnancy. Consistent with their involvement in involuntary contraction, smooth
muscles are innervated through the autonomous nervous system. In multi-unit
muscles, innervation is directed to individual, functionally independentmuscle cells.
In single-unit smooth muscle, for example in the intestinal walls, the cells are
connected by gap junctions. This allows electrical contact and concerted contractions
of a larger cluster. Such muscle cell clusters contract spontaneously if stretched. In
the cytoplasm of smooth muscle cells, bundles of actin filament are arranged such
that one end of the bundle isfixed to dense bodies in the cytoplasm, while the other end
is connected to a second actin bundle via intercalating myosin filaments. Repeated
sets of this structure are coupled in long chains (myofibrils) through the whole
cytoplasm of the cells. On the surface of the plasma membrane, these myofibrils are
fixed to attachment plaques. As the repeating structures in the myofibrils are not
aligned between neighboring cells, the overall appearance of the tissue is smooth and
not striped as in skeletal muscle cells. The contraction of smooth muscle cells is
slower than in skeletal muscle, but the contracted state can bemuchmore sustained.

Skeletal Muscle Cells Skeletal muscles consist of cylindrical-shaped muscle fibers
with an average length of 1–3 cm and diameters ranging from 10 to 100 mm. The
longest fibers of about 30 cm are found in the sartorius muscle that runs down the
thigh. Each muscle fiber is a huge cell with many nuclei, originating from the fusion
of committed progenitor cells, the myoblasts (Figure 7.41c). In the mature muscle
fiber, the individual nuclei are located underneath the sarcolemma. The outer surface
of the sarcolemma is covered with a thin and flexible layer of collagens and
polyglycans. Importantly, the cytoplasmic protein dystrophin is a central part of a
protein complex that connects the cytoskeleton through the membrane to the
surrounding extracellular matrix. Mutation or loss of dystrophin causes Duchenne
muscular dystrophy, a severe and eventually lethal disease. The fusion of myoblasts
occurs both during development and throughout adulthood when muscles grow or
need regeneration. In the adult muscle, small satellite cells are closely attached to the
muscle fibers. They represent persistent myoblasts that are needed to regenerate the
multinucleated muscle fibers after damage. The innervation of skeletal muscle cells
comes from the somatic nervous system and allows voluntary control of muscle
contractions.

As in smoothmuscle, the basic unit of skeletal muscle contraction is themyofibril.
In the cytoplasm of skeletal muscle cells, these long bundles of actin and myosin
filaments are organized in parallel, such that themuscle fiber has a striped or striated
appearance. Each stripe is formed from two sets of actinfilaments and an intercalated
set of myosin filaments. The outer ends of the actin proteins are fixed at the Z-discs.
Contraction is brought about by a sliding filament mechanism in which the myosin
filaments move deeper between the actin filaments. In the relaxed muscle, each
sarcomere has a length of approximately 3mm,whereas contracted sarcomeres are on
average 1.5mm long. As an important specialization of the skeletal muscle cell, the
ER, here called SR, is organized as an envelope around each of themyofibrils. The SR
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structure does not form a tight seal around the filaments, but rather looks like a
curtain with many holes. The purpose of the SR is to store and quickly release Ca2þ

ions in response to excitation and Ca2þ ions are the trigger for the slidingmovement
of myosin filaments.

Cardiac Muscle Cells Cardiac muscle cells (cardiomyocytes) are not fused
(Figure 7.41b), but with close end-to-end connections each cell acts like a block in
a tightly assembled pavement. The mature tissue has no prominent progenitor cell
population like the satellite cells of skeletal muscle and cardiac muscle tissue hardly
regenerates after injuries and cell death. However, more recent evidence suggests
that some cardiac progenitor cells exist even in adult tissue. Given the highmortality
rates caused by myocardial infarction, there is a strong research interest in cardiac
stem cells, but the therapeutic potential awaits further clarification. The contractile
machinery of cardiomyocytes follows a similar building plan as in skeletal muscle,
although the cells are not fused. The myofibrils are also striated with repeated
modules of actin and myosin filaments between Z-discs. At the cell membrane the
filaments end in intercalated discs instead of a Z-disc. At these blunt ends, each
cardiomyocyte is closely connected to the next cardiomyocyte, forming a system of
functionally coordinated cells. The inner cell architecture and the SR also resemble
the skeletal muscle, but only one set of T-tubules is found per sarcomere. The cardiac
muscle is not under voluntary control as it is innervated by the autonomous
nervous system.

7.2.3
The Biological Diversity of Cells

7.2.3.1 Biological Diversity and Taxonomy
All living cells share principal structures such as DNA, proteins, or lipid bilayers; the
life of all cells involves common principles such as the universal genetic code or the
use of energy-rich ATP to drive enzyme reactions. However, based on this common
ground, over some billions of years evolution has generated an enormous diversity of
cells and organisms and it is obvious that bacteria, single-celled algae, and mam-
malian cells differ significantly in many of their cellular structures and biochemical
properties. In consequence, experiments with biological samples from different
organisms require at least some knowledge of the specific properties of the object
under study and of the phylogenetic relations between different species.

It is a common practice to employ model organisms for the investigation of
biological principles that can be extrapolated to other organisms of interest. This can
have practical or ethical reasons, for example, the genome of a mouse can be
specifically altered to study gene function with relevance for other mammals
including humans. However, every model has its limitations and transfer of
knowledge from one organism to another requires great caution. For example, the
bacterium E. coli is routinely used to propagate andmanipulate humanDNA, but it is
important to remember that bacterial cells have no nucleus and, hence, human gene
regulation cannot be studied easily in this model organism.
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This section cannot provide a comprehensive introduction to biological diversity,
rather it is aimed at giving a first insight into the major classes of organisms and at
highlighting phylogenetic relationships between them.

Taxonomy Taxonomy is the science of classification of living beings. The modern
system of scientific classification aims for an unbiased representation of the
phylogenetic relatedness between species, regardless of superficial analogies in the
outer appearance. Based on its position in the classification system, every species
then derives its unambiguous scientific name. The so-called binomial nomenclature
system for organisms dates back to Carl Linnaeus who published a systematic
overview of life forms in the eighteenth century. According to his system, all species
are named such that the two lowest scientific ranks, genus and species, form the
name of an organism. For instance, in the nameHomo sapiens, �Homo� is the more
generic term, which includes many extinct relatives such as Homo neanderthalensis
and Homo erectus. The specific name �sapiens� refers to the species. By definition,
this is a group of organisms capable of interbreeding and separated from other
groups with which no interbreeding occurs. According to scientific standards, italic
letters are used to highlight scientific species names in the literature. If there are no
ambiguities possible, the genus name is often abbreviated, for example, E. coli. A
scheme depicting the current hierarchical rank system is shown in Figure 7.42.

Three Domains of Life Linnaeus divided all organisms into two kingdoms: animals
and plants. Themodern taxonomy system now distinguishes six kingdoms: bacteria,
archaea, animals, plants, fungi, and protists. On top of this, a new category, the
domain, was installed when the microbiologist Carl Woese had analyzed and

Figure 7.42 Hierarchy of biological
classification ranks. The two lowest levels,
genus and species, are used to build the
unambiguous scientific names for all
organisms. In addition to ourselves

(Homo sapiens), typical model organisms
are shown: the bacterium Escherichia
coli, the mouse-ear cress Arabidopsis
thaliana, and the fruit fly Drosophila
melanogaster.
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compared ribosomal RNA sequences between species. Ribosomes are common to all
known organisms and the vital function of this protein-producing machine caused a
stable conservation of rRNA sequences over extremely long periods of evolution.
Molecular phylogeny assumes that the degree of divergence between the gene
sequences in two given species correlates with the evolutionary distance between
them. The most conserved sequences, such as rRNA, can be used to judge the
evolutionary distance between non-related species, whereas more specialized genes,
undergoing more rapid changes, allow closer relatives to be differentiated. Based on
Woese�s comparisons, it became evident that the evolutionary distance between
certain bacterial species is just as large as the distances of both kinds of bacteria to
animals or plants. There is now general agreement to divide all life forms into three
major categories or �domains�: archaea, eukarya, and bacteria (Figure 7.43).

Despite the superficial morphological resemblance of archaea (or archaebacteria)
and �normal� bacteria (eubacteria), sequence similarities imply that archaea and
eukarya separated later during evolution. The three-domain system replaced the
formerly used differentiation between eukaryotes and prokaryotes. Nevertheless, both
categories are still commonly used to distinguish cells with amembrane-surrounded
nucleus (eukaryotes) from bacterial cells without nucleus (prokaryotes). For archaea
and bacteria, the domain category is equivalent to the �kingdom.� The domain
eukarya is further divided into four kingdoms: animals, plants, fungi, and protists.

It is obvious today that the kingdom �protists� does not reflect a homogenous,
monophyletic category, but rather comprises several more or less unrelated groups.
The slime molds resemble fungi, as they typically use spores to reproduce. In contrast,
plant-like photoautotrophic protists, called protophyta, are able to gain energy from

Figure 7.43 Three domains of life. The
represented phylogenetic relationship tree is
based on the comparison of ribosomal RNA
sequences. It assumes that all organisms
descended from a common type of

progenitor cell. Irrespective of the phylogenetic
distance, archaea and bacteria are often
grouped together as �prokaryotes� to
distinguish them from organisms with
nucleated cells, the �eukaryotes.�
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sunlight. Other protists, called protozoa, have animal-like characteristics, such as a
dependence on the uptake of other organisms or at least of energy-rich parts of other
organisms. This group includes, for example, the genus Paramecium and also the
malaria parasites of the genus Plasmodium.

The kingdom animals appearsmost familiar, as the colloquial term animal is often
associatedwith the closer relatives of humans, the vertebrates. It is important to know
that these animals with a vertebral column and spinal chord, including fish,
amphibians, reptiles, birds, and mammals, form only one of many groups in the
animal kingdom. The larger diversity within this kingdom may be illustrated by a
single example of a more distant relative, the jellyfish. This organism is now
prominent in biophotonics, as the green fluorescent protein (GFP) was isolated
from the species Aequoria victoria, living in the Pacific Ocean. Jellyfish are unrelated
to vertebrate fish and the commonly known umbrella-shaped type of jellyfish
represents only one step in a two-stage life cycle. In the first stage of the cycle,
jellyfish form sessile stalks with feeding tentacles. These polyps can asexually
produce the free-floating, umbrella-shaped medusae, which are either male or
female. Upon sexual reproduction between them, the life cycle starts again with a
polyp. The bioluminescent medusa can generate flashes of blue–green light. The
emission is triggered by calcium ions that induce conformational changes in the
photoprotein aequorin, a 22 kDa molecule carrying coelenterazine as a prosthetic
group. Upon oxidation, this cyclic organic molecule is converted into an excited state
fromwhich it relaxes with the emission of blue light. Part of the energy is transmitted
by FRET (F€orster resonance energy transfer) to the GFP, finally resulting in green
fluorescence emission. Surprisingly, it is still unknown what the benefit of this
sophisticated bioluminescence system is for the animal.

7.2.3.2 Plant Cells
Plants are one of the kingdomsalready introduced by Linnaeus, but since then several
refinements in the definition have occurred. Fungi and some groups of algae were
separated to form their own branches of eukarya. Plants can be divided into four
major groups: seed plants, green algae, ferns and their relatives, and the bryophytes, a
group including the mosses. Among all plant species that have been identified thus
far, the seed plants are by far the largest group with over 250 000 species. Gymnos-
perms are seed plants with unenclosed �naked� seeds, a group that includes the
conifers and the Gingko tree. The colloquial term �plant� is most often used for the
largest group of seed plants, the angiosperms or flowering plants. A typical cell of a
flowering plant is shown as a cartoon in Figure 7.44.

As an important difference from animal cells (Figure 7.21), the flowering plant cell
is surrounded by a stable cell wall composed of cellulose and hemicellulose fibrils
embedded in a matrix of pectin. This wall around the plasma membrane provides
physical rigidity and prevents the plant cell from swelling by water influx. Cellulose is
built of glucose, the same compound as in starch but with a reverse orientation of the
bonds between the glucose molecules. The pectins are more complex heterosacchar-
ides containing galacturonic acid residues. With increasing age, the cell walls gain
higher mechanical stability and hydrophobicity through incorporation of lignin, a
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huge phenol-containing macromolecule that cross-links to the polysaccharides of
the cell wall. The wooden parts of a plant are usually rich in lignin. Enclosed in the
corset of their cell walls, plant cells still have direct contacts to their neighboring cells
via the plasmodesmata. These small tunnels with diameters around 50 nm are
surrounded by the plasma membrane. Between 1000 and 10 000 plasmodesmata
connect the cytoplasm of a single cell with its neighboring cells. Small water-soluble
molecules and even small proteins canpass through the plasmodesmata, such that all
cells of the plant form an interconnected system, the so-called symplast.

A striking peculiarity within the cytoplasm of most plant cells is the vacuole, a
water-filled organelle surrounded by a membrane, the tonoplast. Vacuoles have an
acidic pHand inmany respects they fulfill the role of the lysosomes in animal cells, as
they contain hydrolytic enzymes and they are involved in autophagy, the breakdown
of other organelles. In addition, the vacuole with its large content of small, osmot-
ically-active molecules is important for the hydrostatic pressure of the plant cell. In
plants without rigid cell walls this pressure, or turgor, is responsible for keeping the
whole plant erect. Another difference from animal cells is the lack of centrioles in the
centrosomes of the plant cell. Nevertheless, plant centrosomeshave similar functions
to their animal counterparts, serving as anchor sites for the minus ends of micro-
tubules. Apart frommicrotubules, the cytoskeleton of a plant cell also contains actin
filaments, but intermediate filaments are usually rare or even absent in plant cells.

Chloroplasts Maybe themost important achievement of the plant cell is chloroplasts.
It can be assumed that cyanobacteria, as progenitors of themodern chloroplast, were
taken up by eukaryotic cells as a second endosymbiotic organelle besides mitochon-
dria. Chloroplasts still have their own genome and bacterial-type ribosomes, but like

Figure 7.44 A typical cell of a flowering plant.
The plant cell is surrounded by a stable primary
cell wall. When the cell stops growing, a
secondary wall can be formed between plasma
membrane and primary wall. Plasmodesmata
are cytosol bridges that connect neighboring

cells. The vacuole, surrounded by the tonoplast
membrane, is functionally related to lysosomes
in animal cells. Chloroplasts are the sites of
photosynthesis in plant cells. They are
endosymbiotic organelles derived from
cyanobacteria.
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mitochondria, many of the genes required to build the functional chloroplast were
translocated into the nucleus of the host cell during evolution. Thus, chloroplasts
cannot live outside the host cell and plant cells depleted of their chloroplasts are
unable to regenerate the organelles de novo. Due to the endosymbiotic origin of
the chloroplasts, the stroma of the chloroplast is surrounded by twomembranes, the
inner one originally belonging to the cyanobacterium and an outer membrane
derived from the eukaryotic host cell plasma membrane.

Sequence analysis of the chloroplast genomes frommany different plants implies
that the uptake of cyanobacteria by a eukaryotic cell was no unique event, but may
have occurred several times during evolution. Interestingly, not only were cyano-
bacteria integrated into nucleated cells, but also eukaryotic algae with chloroplasts
can be engulfed by another eukaryotic cell. An example is the marine algaGuillardia
theta that contains four different genomes: in its own nucleus, in the mitochondria,
in the vestige of the co-opted nucleus (the nucleomorph), and in the chloroplasts of
the engulfed cell.

The great benefit of cyanobacteria uptake by the host is that the organism can
switch from a heterotrophic lifestyle with the dependence on energy-rich nutrition to
an autotrophic way of life. A cell with chloroplasts is able to use the energy from
sunlight to build up organic material from CO2 and water. During evolution,
multicellular plants gradually developed from simple unicellular algae, but chlor-
oplasts remain vital for thewhole organism. In a seed plant, not all cells are exposed to
sunlight and consequently not all cells have green chloroplasts. In the developing
plant, chloroplasts are derived from undifferentiated precursors, the proplastids. In
light-exposed cells, the proplastids differentiate to mature chloroplasts, but in other
tissues, such as the roots, they can also give rise to other plastids, for example, the
starch-storing amyloplasts. When a proplastid develops into a mature chloroplast, a
prominent structural change is the formation of disk-like membrane-surrounded
suborganelles, the thylakoids. The thylakoid membranes harbor the light-harvesting
pigments: the porphyrin chlorophyll and different carotinoids, which are isoprenoid
molecules with 40 carbon atoms. Several thylakoids are typically assembled as stacks,
the so-called grana. In the mature stage, the chloroplast lumen, or stroma, is densely
filled with these grana. The pigments in the thylakoid membranes form light-
harvesting complexes in which the energy of absorbed photons is funneled to central
chlorophyllmolecules by resonance energy transfer. From these central chlorophylls,
excited electrons are transferred to neighboring acceptors and at the end of a chain
reaction NADPH is formed in the chloroplast stroma. The reducing power of this
molecule can be used in light-independent reactions to generate sugar molecules
from CO2. The ATP required for this synthesis is also generated at the thylakoid
membrane. In the thylakoid lumen, protons are set free through the light-dependent
lysis of water molecules. The accumulation of protons in the thylakoids generates a
steep concentration gradient towards the chloroplast lumen and the flux of protons
through a membrane-spanning ATPase drives the formation of ATP on the stroma
side. Oxygen, produced as a byproduct of water photolysis, leaves the plant as a gas.
This is of vital importance for the life of humans andmany other organisms on Earth
that need oxygen to gain energy from their food.
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Plant Cell Differentiation and Tissues Just like animal cells, most cells in a plant are
differentiated to take on a specific task in a tissue. In a flowering plant, different cell
types are found in roots, stem, and leaves. Importantly, the stem forms two types of
vascular systems to mediate transport from root to leaves and vice versa. The xylem
system is responsible for the transport of water and inorganic solutes, whereas
transport of organic molecules is performed in the phloem system. The source for
the growth and regeneration of all plant tissues is undifferentiated meristematic cells.
Just like animal stem cells, these cells undergo asymmetric cell divisions, producing a
newstemcell and amoredifferentiated cell. Primarymeristemzones are foundat the tip
of the roots and at apical shoot tips in specific growth zones. To allow secondary growth
of aplant, lateral, secondarymeristems surrounding the stempromote the formationof
secondary xylem and phloem such that the plant can grow in diameter. In a tree, xylem
forms the central wooden part, whereas only the inner part of the bark is phloem.

7.2.3.3 Bacterial Cells
Bacteriawere neglected for a long timebecause they are too small to be identifiedwith
the naked eye. Bacterial cells are about 10 times smaller than most animal cells with
dimensions between 0.5 and 5mm. It was in 1676 when the Dutch tradesmanAntoni
van Leeuwenhoek reported that he had seen little �animalcules� in pond water and in
saliva through his home-made one-lensmicroscope. At that time the relevance of his
observation was not realized and it was only in the second half of the nineteenth
century when Louis Pasteur and Robert Koch found that bacteria can be causative
agents of diseases.

Today it is clear that bacteria colonize almost every place on the planet and that
pathogenic germs are only a small minority among the prokaryotes. In contrast to
eukaryote cells, the outer shape of bacterial cells is not characterized by wide
variability. Most prokaryotic cells fall in the categories of either round cells (cocci),
elongated rod-like cells (bacilli), or spiral cells (spirochetes). More complex shapes
such as comma forms and cells with long appendages exist, but the degree of
morphological diversity by no means compares with the differences between, for
example, neurons, retinal sensory cells, and blood cells. The variability of bacteria
becomes more obvious when the metabolic properties of these cells are inspected.
Bacteria can be classified according to their relation to oxygen. Aerobic bacteria
require the presence of oxygen, whereas anaerobes can only live in the total absence of
gaseous oxygen, such as in deep-sea sediments. A third group of bacteria, the
facultative anaerobes, prefer to live with oxygen, but can also grow without. Alter-
natively, bacteria can be classified according to their preferred source of energy.
Photoautotrophic bacteriamake use of the energy from light to fix carbon from carbon
dioxide, whereas chemoautotrophs gain their energy by the oxidation of sulfur,
nitrogen, or other elements. By contrast, the heterotrophs must take up energy-rich
molecules from their surroundings. The breakdown of these nutrients can occur
either in the presence of oxygen (respiration) or in the absence of oxygen (fermen-
tation). Traditionally, these and other metabolic properties were used to classify
bacteria, but DNA sequence comparisons indicate that the criteria do not reflect the
underlying phylogenetic relationships.
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As outlined above, themost extensive reorganization of bacterial classification was
introduced to distinguish between archaebacteria and eubacteria. Regardless of the
relatively large phylogenetic distance between the two groups, a common charac-
teristic of both is the lack of a membrane-surrounded nucleus. Prokaryotic chro-
mosomal DNA is usually a single ring structure that is localized in a confined area of
the cytosol, the nucleoid. In contrast to eukaryotic chromosomes, the DNA is
optimized as a compact, space-saving array of genes that usually lack introns.
However, introns in principle could have existed in bacteria and archaebacteria in
the past andwhether the lack of intron sequences in prokaroytic genes now is just due
to a secondary loss during evolution is unclear. Another similarity between the
prokaryotes of both domains concerns the translation machinery. Whereas archaea
and eubacteria have ribosomes of 70S (according to their Svedberg sedimentation
coefficient), eukaryotes harbor 80S ribosomes.

Eubacteria The relations between the major eubacterial groups or phyla are too
complex to be discussed in brief and a large number of bacterial organisms have not
even been grouped yet. Importantly, a major distinction in the eubacterial domain
can still be made on the basis a simple staining technique that Hans Christian Gram
empirically invented and published in 1884. Using his method, typicalGram-positive
cells are stained purple, whereas Gram-negative bacteria remain unstained or pink.
The reason for this difference is a 20–80 nm thick mesh-like cell wall of Gram-
positives that retains the applied dye (Figure 7.45). This cell wall is formed of
peptidoglycan (murein) – a polymer of sugars and amino acids. Gram-negatives also
have a peptidoglycan layer, but at about 7 nm it is just as thick as lipid bilayer. It should
be noted that Gram-positive staining behavior is not exclusive to eubacteria, as some
archaebacteria with complex-polymer cell walls are also positive for the Gram
staining procedure.

The eubacterial Gram-positives form a rather homogeneous phylogenetic group
with well-known genera such as the round-shaped Streptococcus and Staphylococcus,
or rod-likemembers of the generaBacillus orClostridium. SomeGram-positives have
a flagellum, a whip-like filament built of the protein flagellin. Flagella are anchored
with ring-like structures in the peptidoglycan layer and in the plasma membrane. A
proton gradient across the plasmamembrane can be used by the bacterium to rotate
the flagellum and thereby to drive a forward movement of the entire cell. In some
species of Gram-positives the thick peptidoglycan is not the outermost boundary of
the cell, but an extensive layer of polysaccharides, the capsule, can be found on top of
the cell wall. In pathogenic bacteria such as Streptococcus pneumoniae and Staphy-
lococcus aureus, the capsule can be an important virulence factor that protects the
bacteria from the host immune cells. Thewater-rich polysaccharide layer also forms a
barrier for hydrophobic molecules. In combination with the hydrophobic plasma
membrane, this results in protection of the bacterium against potentially harmful
small molecules, including antibiotics.

Gram-negatives The Gram-negative eubacteria form several distinct phylogenetic
groups. Apart from the thinner peptidoglycan, another important characteristic is
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the outer membrane. As depicted in Figures 7.45 and 7.46, a second bilayer surrounds
the peptidoglycan layer and, due to a constant distance between them, an additional
cellular compartment is formed, the periplasmic space. Importantly, there is noATP in
the periplasm and no proton gradient is established across the outermembrane. The
outer membrane is firmly anchored to the peptidoglycan by lipoproteins. A lysine
residue at the C-terminal end of this protein is covalently bound to residues of the
peptidoglycan layer, whereas at the opposite side of the lipoprotein cysteine-linked
lipids are embedded in the inner leaflet of the outer membrane.

The outer membrane bilayer has a very specific and asymmetric composition.
Whereas the inner leaflet resembles a normal, phospholipid-dominated membrane
layer, the outer leafletmainly contains lipopolysaccharides (LPS) or endotoxin. These
molecules comprise three parts, the lipid A structure in the membrane, a conserved
core domain of a polysaccharide chain, and a variable outer part of the polysaccharide.
The polysaccharides exposed as the outermost layer serve a similar function to
hydrophilic capsules, forming a hydrophilic barrier for hydrophobic molecules. An
additional layer of free capsule polysaccharides can also be assembled on top of the
LPS. For pathogens, such asSalmonella typhi anddisease-causing strains ofE. coli, the
variable outer parts of the polysaccharides constitute an important strategy for

Figure 7.45 Comparison ofGram-positive and
Gram-negative bacterial cells. Gram staining is
determined by the thickness of the
peptidoglycan cell wall. (a) Gram-positive
cells have a thick, multilayered peptidoglycan
but no outer membrane. (b) In Gram-negative

cells, a thin peptidoglycan layer is found
between the plasma membrane and outer
membrane. The compartment between the
two membranes is the periplasmic space.
Both bacterial cell types can have rotating
flagella for cell motility.
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escaping the host�s immune system. Immune cells that could remove the bacteria
identify the enemy by its outer layer. Owing to the variability in the sugar patterns of
bacterial LPS, the resistance of a host organism can never be perfect. During the long
co-evolution of humans and pathogenic germs, the immune system developed a
sophisticated early warning system: whenever the hydrophobicmembrane anchor of
an LPS molecule, the lipid A moiety, is recognized in the bloodstream, this is a first
indicator of a bacteremia and triggers a generalized activation of the immune system
and fever. LPS isfirst bound by a soluble lipid-binding protein (LBP) and this complex
in turn activates membrane-standing receptor proteins of the immune cells. Via
internal signaling cascades, this will finally trigger the release of proinflammatory
cytokines to stimulate other immune cells. This is beneficial for the infected
individual, but an overshooting reaction is dangerous as it can cause septic shock,
a major cause of death in intensive care units.

The outer membrane provides a protective layer for the bacterium, but it also
necessitates additional transport functions to ensure the uptake of nutrients. The
outer membrane is typically rich in porins, b-barrel-type transmembrane proteins
with a water-filled pore that allow the free diffusional exchange of small hydrophilic
molecules between the exterior and the periplasmic space. In addition, more specific
porins act as gated pores for the uptake of amino acids, sugars, and iron complexes.
For pathogenic bacteria, the extremely low availability of free iron in the bodyfluids is
a growth-limiting factor and several independent iron-uptake receptors can exist in

Figure 7.46 Membrane structure of
Gram-negative bacteria. In addition to a
normal cytoplasmic membrane, Gram-negative
eubacteria are enveloped by an outer
membrane. This bilayer is highly asymmetric,
with lipopolysaccharides (LPS) dominating the
outer leaflet. In pathogenic Gram-negatives,
variability of the outer sugar chain ends of LPS

serve as an immune-escape mechanism. The
outer membrane is covalently attached to a thin
layer of peptidoglycan via lipoproteins. The
periplasmic space between the twomembranes
is in direct contact with the extracellular
medium; small solutes pass freely through
porins in the outer membrane.
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the outermembrane of a Gram-negative bacterium. The subsequent translocation of
cargo from the outermembrane into the cytosol involves soluble periplasmic binding
proteins and transporter proteins in the cytoplasmic membrane.

Archaebacteria The domain archaea is divided into four phyla, but further groups
might exist. The classification is difficult, as the majority of archaebacterial species
cannot be studied in the laboratory. The name archaea was inspired by many
archaebacterial species living in ecological niches resembling the geological condi-
tions of the early Earth. This includes hot springs, salt lakes, and even hydrothermal
vents in the deep sea. Being adapted to such habitats, many species can live at
temperatures around 100 �C. However, not all archaebacteria are extremophiles, for
example, methanogenic archaebacteria live as commensals in the guts of humans
and cattle. In contrast to eubacteria, no pathogenic archaea are known although
humans have always had contact with archaeal species.

The adaptation of many archaea to extreme temperatures makes them an impor-
tant source of thermostable enzymes for biotechnology. Life at high temperatures
not only requires proteins with higher thermal stability, but also the cell membranes
must be adapted. Normal phospholipid membranes become more fluid with
increasing temperature and at 100 �C the integrity of human or eubacterial mem-
branes would be completely lost. In archaebacterial membranes, the phospholipids
carry isoprenoid side chains instead of fatty acids. Methyl side groups in these
structures reduce the rotationalmobility andmake themembranesmore compact. In
extreme cases, archaebacterial membranes are composed of phospholipids with
isoprenoid chains that are fused in the middle, such that a very stable monolayer is
built from molecules with hydrophilic headgroups on both sides.

7.3
Cell Signaling

Cells of multicellular organisms are not self-sufficient and isolated – they need to
communicate with one another to exchange material and information and to ensure
proper coordination of vital functions. Complexmolecular languages have evolved to
accomplish these tasks. To tackle the problem, collectively termed �cell signaling,� we
will define a signal in terms of cellular communication and discuss according to the
medium (carrier,mediator) of the signal, how signals travel (signal transmission), and
how they are converted to signals of other kinds (signal transduction).

Acellular signal can be anymolecular or cellular state characterizedbywell-defined
parameters. It becomes a meaningful signal when a state or a set of states has some
functional interpretation. Signals (or states) therefore can be extremely diverse and
can only be interpreted in a context-dependent manner. In Figure 7.47, typical
signaling mechanisms are illustrated. In (a) the mediator of the signal may be a
molecule that first needs to travel through the plasma membrane; it then enters the
nucleus, and finally alters the gene transcription program in a specific manner, here
indicated by a change in nucleus color fromblue to yellow. This is a typical example of
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hormone signaling in which the active gene transcription pattern is considered a
state. In (b) is illustrated a case in which an electrical signal is sent along a neuronal
axon. At the nerve ending, the synapse, the electrical signal triggers the release of a
chemical messenger – a case of signal transduction. Part (c) illustrates two cases of
chemical signal transmission. Achemicalmediator released fromcell A feeds back to
the same cell, a process called autocrine signaling.When themediator travels to a cell
nearby (cell B), that represents a case of paracrine signaling. Classical hormone
signaling is shown in (d), where a chemical mediator is released from cell A,
distributed via the bloodstream in the body to exert its effect at a far distance at
the target cell (B), a process termed endocrine signaling.

In the following sectionwefirst address electrical and rapid chemical signaling as it
occurs in neurons, muscle, and endocrine cells. Then chemical signaling, in
particular involving secondary intracellular mediators, is discussed, followed by
some examples of hormone signaling with long-term consequences for the gene
transcription profile. �Signaling pathways� provide a brief insight into contemporary
thinking of how intracellular signals are processed in a parallel manner.

7.3.1
Electrical and Rapid Chemical Signaling

7.3.1.1 Ions and Membrane Potential
One parameter characterizing the state of a cell is the electrical membrane potential
or the voltage between the cytosol and the extracellular space. By convention, the
bulk extracellular space is set to zero potential. The membrane potentials of cells
in a resting state, the resting membrane potentials, typically are between �40

Figure 7.47 Types of cell signaling. (a) Signal
transduction mediated by an extracellular
signaling molecule that crosses the plasma
membrane and subsequently enters the nucleus
to affect gene transcription and, hence, renders
the cell in an altered state. (b) Transmission
of signals along neurons and the subsequent

release of synaptic signaling molecules.
(c) Release of signaling molecules from a cell
can affect itself (A toA: autocrine) or a cell within
the diffusion distance (A to B: paracrine).
(d) Endocrine signaling: hormones released
from cell A are circulated with the blood and
affect cell B at some distance away.
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and �90mV. Excitable cells such as neurons and skeletal muscle cells can generate
action potentials, that is, paradigmatic changes in themembrane potential. These action
potentials are sometimes called nerve/muscle impulses or spikes. Also in nonexcitable
cells the membrane potential is of vital importance because it largely determines the
gradient for the import and export of molecules.

Alteration of the membrane voltage, for example action potentials of a neuron,
on the one hand can be considered a signal. On the other hand, changes in
membrane potential will change the equilibrium concentrations of ions and
other molecules. The signaling aspect is always coupled to a transport of material
and vice versa.

The physical reason for that coupling is expressed by the definition of electro-
chemical gradients. If an ion species is distributed in anunequalmanner between the
inside and the outside of the cell, and when the membrane is only permeable to that
ion species, then the diffusion of ions along their concentration gradient can be
exactly compensated by an electrical potential difference, called the Nernst potential
or the equilibrium potential:

Eion ¼ RT
zF

ln
½M�out
½M�in

� �
ð7:1Þ

where R is the gas constant, T the absolute temperature, z the valence of the ion
under consideration, F the Faraday constant, and [M] the ion concentrations on
either side of the plasmamembrane. In Figure 7.48a, typical distribution of themost
relevant ions is illustrated for a human skeletalmuscle cell with the arrows indicating
the direction of the concentration gradients. The extracellular solutions are usually
rich in Naþ and Cl�, whereas in the cytosol Kþ ions are most abundant.

Figure 7.48 Ion distributions and membrane
potential. (a) Distributions of the major small
ions in a typical human skeletal muscle cell. The
arrows indicate the chemical gradients to the
extracellular space. Also indicated are the
Nernst potentials (Eion) predicted for the given
gradients at 37 �C. Note that in some other cell
types the intracellular Cl� concentration can be

substantially higher. Bulk electroneutrality is
established by a high concentration of
intracellular organic anions (note depicted).
(b) The membrane potential is defined as the
electrical voltage of the cell interior with respect
to a ground electrode in the extracellular space.
A typical resting membrane potential of a
skeletal muscle cell is �90mV.

7.3 Cell Signaling j591



In real cells, the ion flux throughmembranes is never governed by one ion species
only. Therefore, to estimate the net ion flux for a given membrane voltage, other
contributing ion species, weighted by their permeabilities, must be considered –

typically using a formalism referred to as theGoldman–Hodgkin–Katz equation. The
membrane voltage at which the net electric current vanishes is called the reversal
potential, Erev.

The reversal potential of typical Naþ conductance is positive (> þ 40mV),
whereas the reversal potentials of Kþ and Cl� conductances are typically negative
(�70 to �90mV). Hence in excitable cells, resting membrane potentials are largely
determinedby the gradient of Kþ andCl�; the asymmetric distributions of these ions
work to hyperpolarize the membrane. Any Naþ conductance will counteract
this process and, hence, it will depolarize the membrane.

Free Ca2þ ions are a special case because their bulk cytosolic concentration
typically is very low, about 100 nM. The Ca2þ concentration in the extracellular space
is between 1 and 2mM. Therefore, the equilibrium potential for Ca2þ is very high
(>100mV) and Ca2þ influx also depolarizes the membrane.

The fluxes of the mentioned ions manifest themselves as a transport of electric
charge through ion-selective channel proteins (see below), measurable as electric
current. For the example shown inFigure 7.48 and amembrane potential of 0mV, the
flux of Ca2þ and Naþ ions will result in an inward flux of cations, that is, a negative
electric current. Kþ ions would leave the cell and Cl� ions would enter the cell;
because of their opposite electrical charges, both would give rise to a positive electric
current. Net negative currents promote depolarization whereas net positive currents
promote hyperpolarization of the membrane.

7.3.1.2 Action Potentials – Coding of Information

Excitable Cells Excitable cells have the ability to develop temporal changes in the
membrane potential in a relatively stereotypical manner, referred to as action
potentials. Depending on the cell type, these waveforms of membrane potential
can be rather brief (less than 1ms in neurons), intermediate (a few hundred
milliseconds in cardiac muscle cells), or very slow (several seconds in some
smooth muscle cells). The maximum amplitude of an action potential largely
depends on the type of ion responsible for the depolarization of the membrane.
Most commonly in mammals that is Naþ ; according to Figure 7.48a, the Nernst
potential for Naþ is about þ 50mV and, hence, the peak amplitude of an action
potential driven byNaþ influx cannot be greater than that value.Other types of action
potentials are driven by Ca2þ influx; they are typically slower than those driven by
Naþ . The action potential of cardiac cells is triggered by Naþ current but then
sustained by Ca2þ influx.

Although the shapes and durations of action potentials can vary substantially, all
have in common that they work essentially according to an all-or-none principle, that
is, typically an action potential only develops when themembrane potential crosses a
certain threshold value. Within the limit of this simplification, the action potential
itself does not containmuchmore information than a single bit, that is, �on� or �off.�
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The information transmitted by neurons is then provided not by the quality of action
potentials but largely by their frequency of occurrence.

This situation is illustrated in Figure 7.49, showing a schematic sensory neuron.
Let us suppose that the ending of this neuron resides in a fingertip and extends via its
long axon to the spinal cord where it makes contact with another neuron, ultimately
sending signals to the brain. The cell body, the soma, of this neuron is not directly in
line with the axon. The task of this sensory neuron is to transmit electrical signals
reporting on an external stimulus. In this example, this stimulus is a mechanical
agitation of the nerve ending, and thus it is a mechano-sensitive neuron. If the nerve
ending is stimulated by a brief andweak pressure, themembrane of the nerve ending
is depolarized in a gradedmanner causing a receptor potential. This receptor potential
then spreads passively along the axon while decreasing in size. It reaches a trigger
zone close to the first myelinated section, that is, the electrically insulated area of the
axon formedbywrapped-aroundSchwann cells. If the receptor potential at the trigger

Figure 7.49 Schematic presentation of
electrical signal coding by a sensory neuron.
(a) Cartoon of a sensory neuron with the nerve
ending acting as transduction site, the
myelinated axon, the cell body, and a synapse.
(b) Four scenarios of how a mechanical
agitation of the transduction site generates a
receptor potential, how this triggers action
potentials, and finally how the transmitted
action potentials result in transmitter

release at the synapse: (i) mechanical stimulus,
(ii) receptor potential at transduction site,
(iii) membrane potential at trigger zone,
(iv) membrane potential at the synapse,
(v) released transmitter molecules. The sensory
neuron acts as complex DA/AD converter with
integrating and differentiating capacity. Small
Roman numerals in (a) indicate where signals
shown in (b) were measured (adapted from
Kandel et al. [10]).
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zone exceeds a certain threshold, an action potential is generated – on top of the
receptor potential. Generation of an action potential is said to be an active process.

Stronger andmore extended receptor potentials generatemore andmore frequent
action potentials. This electrical activity is then transmitted passively through the
axonal cable to the next node of Ranvier where it is actively amplified. In this way, the
signal travels section by section, that is, from one node of Ranvier to the next. This
process of saltatory conduction results in very rapid signaling of up to 100ms�1 in
humans, ensuring that the brain receives the sensory information within �10ms.

Owing to the combination of passive signal transport under themyelin sheath and
active action potential generation at thenodes, theDCcomponent of the initial signal,
that is, the receptor potential, is filtered such that only a sequence of action potentials
arrives at the synapse (DC filtering). Since at this point the entire information of the
mechanical stimulus is encoded as a sequence of action potentials, the signal
underwent an analog-to-digital conversion. At the synapse the opposite process
takes place. Themore action potentials arrive at the synapse, themoreCa2þ can enter
the cytoplasm from the extracellular space during the brief depolarization episodes.
Since Ca2þ is constantly cleared from the synapse by activemechanisms (see below),
the intracellular Ca2þ concentration in the synapse is a measure of a transient
integral (or running average) of the incoming action potentials. The local Ca2þ

concentration in turn determines how much neurotransmitter (Section 7.3.1.4)
is released from the synapse to stimulate the receiving cell.

This simple example shows that already a single nerve cell – consider that there are
about 100 000 000 000 (1011) neurons in a human brain – can perform complex tasks,
e.g., it can transduce an external signal (here mechanical) into an analog electrical
signal (receptor potential), reject sub-threshold input, encode the analog signal by a
series of action potentials, remove DC values by differentiation, integrate digital
electrical input to produce an analog chemical signal (Ca2þ concentration) in the
synapse, and finally send a chemical message (neurotransmitter) to the next neuron.

Nonexcitable Cells Even in nonexcitable cells, those which do not generate action
potentials, the electrical membrane potential serves an important functional role.
Here, excursions inmembranepotential donot occurwith a stereotypical time course
but vary with the cellular state and quality and also with the degree of external
stimulation.Often one end result of depolarization is, as in excitable cells, an increase
in the intracellular Ca2þ concentration and, hence, a trigger for the release of
chemicals such as liberating hormones in gland cells. In addition, the membrane
voltage regulates the transport of ions across the plasma membrane – an important
task in all epithelial cells. Therefore, in a simplified manner, we can state that
excursions of the electrical membrane voltage are either a �signal� to be transmitted
or a �driving force� for the transport of material. While both aspects are always
coupled, the signal aspect is more relevant in excitable cells and the transport is the
important feature in nonexcitable cells.

Measurement of Electrical Cell Signals Electrical membrane potentials are typically
recorded with electrophysiological methods. They require an electrical contact with
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the cell interior for measuring the voltage difference between �inside� and �outside�
of the cell. Various methods exist to insert fine-tipped electrodes, either electrolyte-
filled glass capillaries or metal electrodes, into individual cells and sensitive ampli-
fication electronics permits the registration of electrical signals of individual cells.
Depending on the mode of operation, one even can record the membrane potential
while maintaining a desired current flow (current clamp) or record the current
through the plasma membrane at a given voltage (voltage clamp). Although such
methods are extremely powerful and indispensable for physiological research, they
are very tedious, expensive, and time consuming. In addition, they are typically only
suited for recording signals from individual cells – or just a few cells. Moreover,
impalement of cellswith electrodes requires direct access and often is not feasible in a
noninvasive manner.

Voltage-Sensitive Dyes Therefore, great effort has gone into the development of
optical methods for monitoring the electrical cell potential. Several amphiphilic dyes
are available that partition into the plasma membrane and undergo conformational
changes depending on the membrane voltage. Such changes then result in an
alteration the dye�s spectral properties. Some voltage-sensitive dye systems rely on
fluorescent resonance energy transfer between two dyes (e.g., dibutylbarbituric
acid–trimethine oxonol and coumarin). Further, a great variety of such dyes are
available according to their speed (i.e., how quickly they respond to changes in the
membrane potential), their spectral properties, or the signal intensity. Commonly
used fast voltage-sensitive dyes are substituted aminonaphthylethenylpyridinium
(ANEP) dyes, such as di-4-ANEPPS and di-8-ANEPPS. ANNINE-6plus is a voltage-
sensitive dye with a very fast response time in the nanosecond range and high voltage
sensitivity. Recent years have seen development and deployment of genetically
encoded voltage-sensitive fluorescent proteins. Although the field may still be in
its early stages, the approach holds great promise.

7.3.1.3 Ion Channels, Transporters and Pumps
Electrical signals, as discussed above, are changes in the transmembrane voltage
necessarily accompanied by the transport of charges, typically ions, across the
membrane. Thus, for generating an electrical signal, cells need to be equipped with
very specificmechanisms regulating the transport of ions through themembrane. As
discussed in Section 7.2.1.1, an artificial lipid bilayer is a nearly perfect electrical
insulator.Only lipophilic or small unchargedmolecules can easily traverse the bilayer
in a passive manner (Figure 7.50a). Charged molecules, such as the physiologically
most relevant ions Hþ , Naþ , Kþ , Ca2þ , and Cl�, require specialized membrane
proteins – ion channels (Figure 7.50b) or carriers – to cross themembrane according to
their respective electrochemical gradients.

However, ions and other molecules are also transported against their electro-
chemical gradients at the expense of energy from other sources. One distinguishes
between primary active and secondary active transporters. Primary active transporters
are so-called ion pumps. These proteins transport one or more types of ions against
their electrochemical gradients often at the expense of ATP, which is hydrolyzed to
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ADP for each transport cycle (Figure 7.50c). The electrochemical gradients thus
established are in turn the energy sources for secondary active transport systems.
One of these cases is illustrated in Figure 7.50d, showing a so-called antiport or
exchanger, that is, a transport protein that transports one type of molecule in one
direction while transporting another one in the opposite direction. If one molecule
follows its electrochemical gradient, say the one indicated by the blue arrow, the other
can be transported against its gradient provided that the overall energy balance
permits that process. In symports, two types of molecules are simultaneously
transported in the same direction using the gradient of one type. One example in
mammals is the secondary transport of glucose, driven by the primary gradient of
Naþ ions.

Ion Pumps Some ion pumps, in particular those transporting protons (Hþ ), obtain
their energy from absorbed photons or redox processes. In mammals, however, the
most common forms are powered by hydrolysis of ATP, and therefore they are often
referred to asATPases.Naþ /Kþ -ATPase is a fundamentally important transporter in
animals. For everymolecule of ATP hydrolyzed, this protein complex physiologically
transports three Naþ ions out of the cell while importing two Kþ ions. Because the
net transport of charge is þ 1, this pump is electrogenic. By means of Naþ /Kþ -
ATPase, the intracellular concentration of Naþ is kept low (about 5–15mmol l�1)
and the concentration of Kþ high (120–150mmol l�1). The net export of ions is
important for an osmotic balance; a failure of Naþ /Kþ -ATPase, such as when an
individual suffers an ischemic stroke, ultimately would lead to cell swelling.Whereas
the gradient of Kþ is used in most cells to establish or to maintain the resting
membrane voltage (see below), the Naþ gradient serves as an energy source for the
secondary transport of other types of molecules.

Figure 7.50 Membrane transport – illustration
of pathways by which molecules can cross
biological membranes. (a) Passive diffusion.
(b) Ion channels. (c) Active transporter or
pump. At the expense of ATP these proteins
pump molecules against their electrochemical
gradient into or out of the cell. (d) Secondary
active transporters. The example shows an

antiport, that is, a transport protein that
exchanges two molecule species. Typically
the gradient for the one species is used to
transport the other species against its gradient.
The examples indicate an Naþ /Kþ pump
(c) and an Naþ /Ca2þ exchanger (d). Large
arrow heads indicate electrochemical
driving forces.
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An example of a secondary transport, coupled to theNaþ gradient, is the extrusion
of Ca2þ ions from the cytosol of cardiac muscle cells via the Naþ /Ca2þ exchanger
(antiport, Figure 7.50d). Along with the action of a plasma membrane Ca2þ pump,
the Naþ /Ca2þ exchanger keeps the intracellular Ca2þ concentration at a low level
such that the cardiac muscle cells contract at a submaximal force level. Once the
Naþ /Kþ -ATPase has been blocked by specific inhibitors such as digoxin (or
digitalis), a cardiac glycoside extracted from the foxglove plant, the Naþ gradient
is diminished. As a consequence, Ca2þ cannot be cleared efficiently from the cytosol
via the Naþ /Ca2þ exchanger, resulting in stronger cardiac muscle contractions.
High doses of digoxin, however, can be fatal.

Ion Channels Ion channel proteins mediate the passive flow of ions across cell and
organellemembranes down their respective electrochemical gradients. Typically, ion
channels are complexes formed from several protein units. In humans, a very large
number of genes, close to 1000, code for ion channel proteins or proteins that take
part in directly forming ion channel complexes; hence here we can only concentrate
on some of the fundamental features and functional principles.

The most remarkable feature that distinguishes ion channels from other ion
transport mechanisms, such as transporters and pumps, is their typically
large transport rate, on the order of up to 107 ions s�1. For a monovalent ion, say
Naþ , this transport is equivalent to an electric current of 107 s�1 times the elementary
charge e0, that is, �1.6� 10�12 A (1.6 pA). Although this is an incredibly small
current, it can bemeasured when a very small area of cell membrane containing one
channel (sometimes more) is sealed on to the tip of a fine glass capillary tube
connected to amplification electronics. The development of this so-called patch-clamp
method permits the direct real-time observation of how individual proteins, down to a
single protein, operate; thediscovery earnedErwinNeher andBert Sakmann theNobel
Prize in Physiology or Medicine in 1991. Although nowadays proteins are typically
classified according to the respective genes based on homology and phylogenetic
relationships, classification of ion channel proteins according to (a) the ion selectivity,
that is, the types of ions that can pass a channel, and (b) the mode of operation, that is,
by which means an ion channel is triggered to open or close, is very practical.

Some channel types are very specific for a certain type of ion, some do not
distinguish much among the monovalent cations and only exclude anions and
multivalent cations, others only discriminate between anions and cations, and yet
others are also completely nonselective channels passing both ions and larger
molecules.

Because the physiologically most relevant ions are Hþ , Naþ , Kþ , Ca2þ , and Cl�,
it does not come as a surprise that there are ion channels specialized to conduct
exactly these ions only – or at least preferentially. For example, Kþ channels are
typically very selective, that is, Kþ permeates through them >100 times better than
Naþ . Naþ channels and Ca2þ channels are slightly less selective. Cl� channels do
not need to be very selective because Cl� is virtually the only small anion available.
Therefore, under physiological conditions, an open Cl� channel only conducts Cl�

ions. The effectively high selectivity of Kþ and Cl� channels is an important
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prerequisite for them acting as channels to determine the restingmembrane voltage,
which is then largely defined by the gradient of Kþ or Cl� ions. For the generation of
an action potential, the membrane needs to be depolarized – a task that is typically
accomplished by Naþ and/or Ca2þ channels. Termination of an action potential and
its exact shape and repetition frequency depend on many factors such as the
spontaneous closure of Naþ and Ca2þ channels once the action potential starts,
and the activity of Kþ channels that open only under depolarized conditions – to
counteract the influx of Naþ and/or Ca2þ .

What becomes clear in this scenario is that at least those ion channels being
involved in the rapid electrical signaling need to be controlled by the membrane
voltage itself. Such voltage-gated ion channels form a large superfamily of proteins,
most of them being selective for Kþ , Naþ , or Ca2þ . These channels are typically
closed at resting membrane voltage. Moderate depolarizations, induced by receptor
potentials (Figure 7.50) or by the activity of so-called pacemaker channels, may
increase the probability that voltage-gated Naþ or Ca2þ channels open. In particular
Naþ channels can then open their gates very quickly (�100 ms) in a very steeply
voltage-dependent manner to depolarize the membrane further in an all-or-none
fashion. The activity of Naþ channels is self-limiting because the Naþ influx
diminishes when the potential comes close to the Nernst potential for Naþ . In
addition, the channels undergo very rapid inactivation; they spontaneously close
within about 1ms after opening. Moreover, the delayed opening of voltage-gated Kþ

channels helps to terminate the action potential by bringing themembrane potential
back to the resting voltage. Among others, depending on the Naþ channels� recovery
from inactivation and the closure of Kþ channels, the next action potential can be
fired, resulting in a train of electrical activity. This fundamental basic principle of
nerve and muscle electrical excitability (illustrated in Figure 7.51) was reported in
1952 by Alan L. Hodgkin and Andrew F. Huxley, who received the Nobel Prize in
Physiology or Medicine in 1963 together with John C. Eccles.

Aswewill see below, alteration in themembrane voltage is not the only stimulus by
which ion channels are gated. In the example shown in Figure 7.49, the development
of a receptor potential by mechanical agitation of a nerve ending is brought about by
the activation of mechano-sensitive ion channels. Likewise, there are ion channel
types being activated by chemicals (extracellular or intracellular), heat/cold, the
absorption of photons, or intracellular chemical reactions; some channel types do not
appear to be �gated� at all – they are open throughout their lifetime and are only
regulated by means of protein synthesis and degradation.

7.3.1.4 Synapses and Chemical Signaling
For the transmission of electrical signals from one cell to another, they need to make
physical contacts. In a simple case, two cells are in close proximity and the adjacent
membranes are physically coupled by so-called cell–cell channels or gap junctions
(Figure 7.35). Such channel complexes consisting of two six-subunit proteins, one
from each cell, form large channels with little ion selectivity and they establish
electrical contacts between the cells; a change in membrane potential in one cell is
also experienced by the neighboring cell, attenuated by the electrical impedance
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formed by the resistance of the gap junctions and the membrane capacitance. These
electrical synapses play an important role when cells in an organ are to be synchro-
nized, as is required, for example, for the concerted contraction ofmuscle cells in the
heart. If cells in a tissue are electrically coupled in such amanner, they are said to form
a syncytium.

The great advantage of an electrical synapse is its coupling speed; however, it is
largely bidirectional and does not provide much specificity. More complex rapid
cell–cell communication therefore happens via chemical synapses, which means a
�sending� presynaptic cell liberates a chemical, termed a transmitter, which then
diffuses to the �receiving� postsynaptic cell to elicit a response. The speed of this
signaling largely depends on the diffusion of the transmitter from the sending to the
receiving cell and, therefore, the synaptic cleft usually is very narrow (20–100 nm).

Figure 7.51 Components underlying a
neuronal action potential. (a) Time course of an
action potential with an indication of the
equilibrium potentials for Naþ and Kþ .
(b) Membrane conductance during the action
potential, separated in those of Naþ and Kþ .

(c) Driving forces. (d) Net ion current flowing
across the membrane (black) and the
underlying Naþ and Kþ currents flowing in
opposite directions. The results depicted
schematically represent a large invertebrate
nerve action potential.
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The size and shape of synapses can vary substantially depending on the cell type,
but usually they are confined cellular areas forming so-called nerve terminals
(Figure 7.52). Since these terminals (both presynaptic and postsynaptic) are small
and topologically confined, they are specialized sites with local properties regarding
membrane potential and intracellular milieu (e.g., Ca2þ concentration). Local
membrane potentials of synaptic terminals in presynaptic and postsynaptic cells
are referred to as pre- and postsynaptic potentials, respectively.

Action potentials, mostly created by the activity of voltage-gated Naþ and Kþ

channels, arrive at the presynaptic terminal where they activate voltage-gated Ca2þ

channels. The resulting increase in the local intracellular Ca2þ concentration is the
trigger for a reservoir of transmitter-filled vesicles to fuse with the synaptic mem-
brane (see Section 7.2.1.9), and to liberate their content into the synaptic cleft. This
process is also very rapid because the vesicles are already in place, closely attached to
sites of fusion, the active zone.

At the postsynaptic membrane, the transmitter molecules bind to their specific
receptors, many of which are also ion channels. They subsequently open and permit
an ion flow that contributes to an alteration of the postsynaptic potential.

Figure 7.52 Chemical signaling via synapses.
Synaptic cell contacts formed by a presynaptic
(left) and a postsynaptic (right) terminal
separated by the synaptic cleft. Incoming action
potentials generated by Naþ and Kþ channels
depolarize the synapse to open Ca2þ channels.
The Ca2þ influx triggers the release of
neurotransmitter, stored in vesicles. Upon
diffusion to the postsynaptic membrane, the
neurotransmitter opens ligand-gated ion
channels and changes the postsynaptic

potential, Vm(t). (a) Excitatory synaptic contact:
an excitatory neurotransmitter, for example,
acetylcholine or glutamate, is released. This
opens cation-selective ligand-gated ion
channels in the postsynaptic membrane to
generate an EPSP (excitatory postsynaptic
potential). (b) Inhibitory synaptic contact: an
inhibitory neurotransmitter, for example,
glycine, activates Cl�-selective ion channels to
generate an IPSP (inhibitory postsynaptic
potential).
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The specificity of synaptic transmission resides in both the type of transmitter
released and the type of receiving receptor, which together determine whether a
synaptic contact is excitatory or inhibitory. As illustrated in Figure 7.52a, the trans-
mitter of an excitatory synapse activates ion channels in the postsynaptic cell that
depolarize the membrane, that is, they excite the cell and potentially generate a new
action potential. In mammals, typical excitatory transmitters are acetylcholine and
glutamate; they open postsynaptic ligand-gated cation channels, in the first place
resulting in a postsynaptic influx of Naþ and (in some cases) Ca2þ and causing an
excitatory postsynaptic potential (EPSP). A single action potential arriving at the
presynaptic terminal may not be sufficient to elicit a postsynaptic action potential.
Only when the frequency of action potentials is high enough will many EPSPs
integrate in the postsynaptic cell finally to trigger firing and propagation of an action
potential.

Figure 7.52b shows the scenario for an inhibitory synapse. Here the typical
transmitters are glycine and c-aminobutyric acid (GABA); they activate Cl�-perme-
able ligand-gated channels in the postsynaptic membrane, thus typically (but not
necessarily) causing a hyperpolarization [inhibitory postsynaptic potential (IPSP)]
and damping electrical activity.

Some neurons utilize more than one transmitter type, which often operate on
different time scales (e.g., milliseconds versus seconds). Typically, however, neurons
are classified according to their principal neurotransmitter type that they release. For
example, glutaminergic neurons release glutamate and GABAergic neurons release
GABA. The receiving postsynaptic cell receives inputs from a variety of presynaptic
neurons and possesses the appropriate receptors to detect the neurotransmitters. As
a consequence, the electrical activity of a neuron in the brain is determined by the
temporal and local superposition of many excitatory and inhibitory inputs.

Ligand-Gated Ion Channels The examples above showed that there are several types
of ion channels activated by extracellular ligands or neurotransmitters. These
channels typically are formed from up to five protein subunits and are classified
according to their ion selectivity (cation or anion selective) or their specific activating
ligand. Typical examples of ligand-gated cation channels are those activated by
acetylcholine (nicotinic acetylcholine receptor channel) and glutamate. Whereas
acetylcholine is a transmitter oftenmediating signal transmission in peripheral cells,
for example, at the interface between neurons and muscle cells (neuromuscular
junction), glutamate is a transmitter primarily found in the CNS. Both acetylcholine
receptor channels and glutamate receptor channels exist as various isoforms
and some are able to conduct Ca2þ in addition to monovalent cations. Typical
examples of Cl�-permeable ligand-gated ion channels are those activated by the
amino acid glycine and by GABA. Both glycine receptor channels and GABAA

receptor channels play an important role in inhibitory signal transduction in the
CNS, including the brain stem and spinal cord.

Learning and Memory A human brain consists of about 1011 neurons in addition to
about the same number of glial cells that are increasingly recognized to participate in

7.3 Cell Signaling j601



information processing. Each of the neurons has on average 7000 synaptic connec-
tions to other neurons. Although this impressive number of about 1015 synapses per
brain decays in the adult by about one order of magnitude, the remaining 1014

synapses form the basis of the gigantic cognitive power of a human brain. Given that
a synapse can either be excitatory or inhibitory, a tremendously complexmeshwork of
electrical wiring can be achieved.However, a chemical synapse is by nomeans a static
element like a connection in an electronic circuit. Synapses exhibit a high degree of
plasticity, that is, their transmission efficiency is subject to activity-dependent
regulation. The use of a synapse, that is, the frequency of action potentials arriving,
will change the synaptic strength on various time scales. Some of the long-term
changes in synaptic strength studied by neurobiologists include long-term poten-
tiation (LTP) and long-term depression (LTD). The strengthening or weakening of
synaptic contacts is a cellular basis for such complex phenomena as learning and
memory. For more insight, the interested reader may refer to textbooks on
neurobiology.

7.3.2
Ligands, Receptors and Second Messengers

In the previous sections we have already made use of the terms ligand and receptor.
Here we will consider how to distinguish various types of ligands and receptors and
how signals, encoded by ligands, are processed.

In Figure 7.53, several terms used in this context are illustrated. A ligand is a
diffusible molecule (chemical signaling) that binds to a specific receiving molecular
complex – a receptor. Ligands can have various names depending on their specifi-
cation; we have already discussed hormones and transmitters (e.g., neurotransmit-
ters). Since ligands usually mediate a specific response, they are often referred to as
mediators. If mediators are not responsible for a major cellular response but only
alter this response in a graded manner, they may be called modulators. When
�activating� a receptor they are referred to as agonists, but if they inhibit a receptor
often the name antagonist is used.

The chemical structures of ligands range from large peptide structures (e.g., the
hormone insulin and the immune system signal interferon), amino acids (e.g.,
glycine) and low molecular weight compounds such as acetylcholine, ATP and
steroids, to ions such as Hþ , Ca2þ and Zn2þ . The size and physicochemical
properties of a ligand largely determine how quickly and where it reaches its target.
Large or permanently charged ligandswill not be able to enter a cell and therefore can
only bind to receptors situated on the plasma membrane. Others, such as steroid
hormones, are readily membrane permeable and can bind to receptors in the cytosol
or even directly in organelles such as the nucleus.

Receptors typically are proteins with binding sites for their specific ligands.
Depending on the receptor type, they transmit the received signal in various ways.
The processes involved in the reception of a signal by a receptor and the generation
of subsequent signals are collectively referred to as signal transduction, to be detailed
in the following sections. As illustrated in Figure 7.53, receptors delimited to the
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plasma membrane can largely be grouped into those acting as ion channels,
receptors that in effect produce or release another ligand, a so-called second
messenger, receptors that �activate� other cellular proteins, and receptors that
acquire enzymatic activity when stimulated. This list is by no means complete or
exclusive; some receptors have multiple functions and depend strongly on the
cellular state itself. Only some ligands directly produce a cellular response by
binding to membrane receptors. In many cases the initial binding to a receptor –
either in the plasma membrane or somewhere intracellularly – is only the first step
in a so-called signaling cascade (see Section 7.3.4), often involving intracellular
second messengers, formation and breakage of protein complexes, and post-
translational protein modifications.

7.3.2.1 Second Messengers
A second messenger is a chemical substance whose concentration is altered in
response to a primary signal mediated by a primary messenger (ligand). It can be
synthesized by enzymes or released by ion channels. Removal of secondmessengers
from the cytosol involves chemical breakdown by specific reactions or active export.
The principal purpose of second messengers is to relay extracellular signals, which
cannot cross the cell membrane, to intracellular sites. Here they trigger signal
cascades and finally result in a cellular response to the primary stimulus.

In addition to accomplishing the mere signal transduction, second messenger
systems fulfill more complex tasks (Figure 7.54). Inmost cases they strongly amplify
the chemical signal. For example, a single neurotransmitter molecule bound to a
plasma membrane ion channel may open that channel to permit the influx of many

Figure 7.53 Signal transduction. Schematic
illustration of how diffusible extracellular
signaling molecules (red), so-called primary
messengers, are receivedby variousmembrane-
delimited and intracellular receptors (blue).
Recognition of the initial signal either directly
initiates a cellular response or it is only the first
step in a signaling cascade. Small intracellular

signaling molecules, second messengers, play
an important role; most of them bind to
intracellular constituents and thus relay the
�message,� others can even leave the cell to
initiate retrograde signaling. Many receptors
can activate further signaling proteins by direct
association or by post-translational
modification such as protein phosphorylation.
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millions of Ca2þ ions, which act as second messenger molecules. Various different
types of extracellular stimuli may affect the same secondmessenger and, hence,may
induce signal integration. Another important feature is that the production and
breakdown of second messengers can be local such that a cell is capable of
simultaneously performing multiple spatially separated signaling tasks.

There are three basic types of secondary messenger molecules. Hydrophilic
messengers are water soluble, relatively free to diffuse in the cytosol or stored in
organelles (Ca2þ , cAMP, cGMP, IP3).Hydrophobicmessengers typically are derived
from membrane lipids; they are poorly soluble in water and therefore remain
preferentially in the lipid phase where they can reach and regulate effector proteins
in or at the membrane [diacylglycerol (DAG), phosphatidylinositols, arachidonic
acid]. Finally, there are gaseous second messenger molecules that readily diffuse
through the cytosol and across membranes so as to reach neighboring cells [nitric
oxide (NO), carbon monoxide (CO), hydrogen sulfide (H2S)].

In the following we will briefly discuss the most important second messengers,
their generation and some of their secondary effectors.

Figure 7.54 Second messenger systems.
Schematic presentation of three selected
second messenger systems coexisting in a
cell. Left, Ca2þ system. Ca2þ ions enter the
cytosol via Ca2þ channels in the plasma
membrane or in intracellular Ca2þ stores;
this influx is antagonized by Ca2þ export
systems such as SERCA. Center, inositol–lipid
system. Activation of a G protein-coupled
receptor (GPCR) by an extracellular agonist
liberates the heterotrimeric G protein that
subsequently activates phospholipase C (PLC).
PLC cleaves the membrane lipid PIP2 into the

second messengers DAG (diacylglycerol)
and IP3 (inositol triphosphate). DAG is an
activator of the Ca2þ -dependent kinase PKC,
whereas IP3 liberates Ca

2þ from internal
stores by binding to IP3-receptor channels.
Right, cAMP system. Agonist binding to a
GPCR activates adenylate cyclase (AC)
mediated by a G protein. AC produces
cAMP from AMP and is antagonized
by phosphodiesterases (PDE). cAMP is an
activator of protein kinase A (PKA), which
then phosphorylates target proteins at
specific serine and/or threonine residues.
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Calcium Free Ca2þ ions are a special case of second messengers because they are
not synthesized and degraded by enzymatic activity but enter the cytosol via Ca2þ -
permeable channels in the plasma membrane and they are released from Ca2þ -
loaded intracellular stores such as the ER (or SR in muscle cells) and the mitochon-
dria. Ca2þ is by far the most important and versatile intracellular messenger as
numerousmolecular processes taking place in the cytosol depend on the intracellular
free Ca2þ concentration, [Ca2þ ]i. In resting cells [Ca2þ ]i is very low (about 100 nM),
whereas the Ca2þ concentration is typically high (>1mM) in the extracellular space
and in the Ca2þ stores.

Ca2þ influx into the cytosol mainly is mediated by specific Ca2þ -permeable ion
channels. In the plasma membrane these are typically voltage-gated Ca2þ channels
(CaV), which open when the membrane is depolarized such as when an action
potential reaches the respective site. In addition, there are several other types of ion
channels that are selective to cations and, hence, upon activation contribute to an
increase in [Ca2þ ]i. To name a few, there are transient receptor potential (TRP)
channels and specific forms of ligand-gated channels responding to the transmitters
glutamate [NMDA (N-methyl D-aspartate) receptors] or acetylcholine (nicotinic
acetylcholine receptors). Intracellular Ca2þ stores release their Ca2þ into the cytosol
by means of ligand-gated Ca2þ channels such as ryanodine receptors (RyRs) and
IP3 receptors. Some RyRs are specialized to permit very rapid Ca2þ release from the
SR in skeletal muscle cells by directly coupling to select CaVs in the plasma
membrane. In contrast, release of Ca2þ via IP3 receptors is typically a slower process.
In addition, there are so-called store-operated Ca2þ channels in the plasma mem-
brane that permit Ca2þ influx from the extracellular space once the intracellular
stores send an �empty� signal.

An increase in [Ca2þ ]i typically is a transient event as Ca
2þ is constantly removed

from the cytosol. In the plasma membrane there are two important Ca2þ export
systems: the plasma membrane Ca2þ -ATPase and Naþ /Ca2þ exchangers (see
Section 7.3.1.3). The major system for refilling the intracellular Ca2þ stores is the
ion pump SERCA (sarcoplasmic/endoplasmic reticulum Ca2þ -ATPase). SERCA
itself is under the control of phospholamban, a protein whose activity is regulated by
phosphorylation by protein kinase A (PKA).

Because very many cellular constituents bind Ca2þ , there is a great difference
between the free and total (bound plus free) concentrations of intracellular Ca2þ . For
example, inside the SR the protein calsequestrin strongly binds Ca2þ and thereby
reduces the concentration of free Ca2þ . The gradient of free Ca2þ against which
SERCAmust pump is thus diminished, although the total Ca2þ concentration inside
the SR can be 10 000 times higher than in the cytosol. Another consequence of the
presence of cytoplasmic mobile and stationary Ca2þ -binding molecules (Ca2þ

buffers) is that the distribution of free Ca2þ inside the cytosol is not determined
solely by the diffusion of Ca2þ in solution and that [Ca2þ ]i is by no means
homogenous inside a cell. At the sites of Ca2þ influx, local [Ca2þ ]i can be much
higher (>>1mM) than [Ca2þ ]i averaged over the entire cytosol, allowing for local and
temporally limited Ca2þ signaling inside a cell. Typical phenomena observed in this
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context are Ca2þ sparks (local transients in [Ca2þ ]i) and Ca2þ waves (spatial and
temporal oscillations in [Ca2þ ]i).

We have briefly mentioned prominent examples of Ca2þ -triggered processes
such as muscle contraction and the release of transmitters (exocytosis). However,
many other cellular functions, in one way or the other, depend on Ca2þ ions and
therefore the effector proteins of the second messenger Ca2þ are extremely diverse.
Some proteins possess specific Ca2þ -binding moieties such that Ca2þ binding
exerts a conformational change, leading to a change in function of the respective
protein. For example, Ca2þ entering the cell during an action potential may bind
directly to the cytosolic domain of a Ca2þ - and voltage-activated Kþ channel.
This channel then opens and the resulting efflux of Kþ hyperpolarizes the cell.
In many cases, however, the effector protein itself does not have an intrinsic capacity
to bind Ca2þ directly. Instead, specific Ca2þ -binding proteins are utilized to �sense�
the intracellular Ca2þ concentration and relay that information to the effector
protein. Among the very many Ca2þ -binding proteins, the most ubiquitous is
calmodulin (CaM); it harbors four so-called EF-hand structures and undergoes a
substantial conformational change when Ca2þ is bound to them. When associated
with an effector protein, CaM thus transmits the �Ca2þ signal� to the target protein.
Owing to the different Ca2þ sensitivities of the EF-hand motifs, such signaling
can occur at low and high [Ca2þ ]i levels. Other Ca2þ signaling steps involve
chemical reactions such as protein phosphorylation. Specific Ca2þ -dependent
kinases (e.g., CDPK) or Ca2þ /calmodulin-dependent kinases (CaMKs) phosphory-
late the effector protein in response to an increase in [Ca2þ ]i. Ultimately, Ca2þ -
dependent molecular processes may affect gene transcription, thus exerting long-
term changes to the cell.

Cyclic Nucleotides Cyclic adenosine monophosphate (cAMP) is a second messenger
controlled by enzymatic reactions for its generation and removal. The precursor of
cAMP is ATP (see Section 7.1.6), which is dephosphorylated and cyclized to cAMPby
the enzyme adenylate cyclase [synonymous with adenylyl cyclase (AC)]. In turn, AC
itself is activated by receptor stimulation and stimulatory Gproteins (see below). The
lifespan of cAMP is limited by phosphodiesterases (PDEs), a large class of enzymes
that hydrolyze cAMP to yield AMP.

The primary effector proteins of the second messenger cAMP are cAMP-depen-
dent protein kinases (PKA)s. Once activated, the enzymes phosphorylate amultitude
of target proteins such as phospholamban, as mentioned above. Another prominent
example of a PKA-mediated process is the liberation of glucose in muscle cells upon
stimulation by the stress hormone adrenaline (synonymous with epinephrine). As
for Ca2þ -dependent kinases, the activation of PKAs can lead to long-lasting altera-
tions of cellular states by modulating gene transcription.

Cyclic guanosine monophosphate (cGMP) is chemically very similar to cAMP. It is
produced from GTP by the action of guanylate cyclase [synonymous with guanylyl
cyclase (GC)]. GCs are either membrane receptors, activated by ligands, or soluble in
the cytosol (sGC), activated by nitric oxide. As for cAMP, breakdown of cGMP is
mediated by PDEs.
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In addition to the effects mediated by kinases, both cAMP and cGMP also have
direct impacts on proteins such as cyclic nucleotide-gated ion channels (cNGCs).
These channels play an important role in the sensing of odorants (cAMP) and light
(cGMP) (see Section 7.3.2.2).

The balance between the concentrations of free AMP versus cAMP and that
betweenGMPversus cGMP, respectively, are tightly controlled by the activity of PDE.
The action of caffeine, for example, is partly mediated by an inhibition of PDE, thus
slowing the decay of cAMP. On the other hand, the hormone insulin activates PDE,
thus lowering the concentration of cAMP and limiting the liberation of glucose. One
of the major effects of cGMP is relaxation of smooth muscle cells. Since penile
erection relies on the relaxation of vascular smoothmuscles in the corpus cavernosum,
inhibition of the cGMP-specific PDE-5 by sildenafil is a way to treat erectile
dysfunction by maintaining an elevated cGMP concentration.

Lipid-Derived Second Messengers Two second messengers belonging to the phos-
phoinositol system are released upon enzymatic cleavage of a membrane lipid
molecule. When stimulated by a receptor (see below), the membrane-delimited
enzyme PLC cleaves PIP2 (see Section 7.1.4.3), to yield DAG and IP3.

DAG largely remains in the membrane compartment and is a potent activator of
the Ca2þ -dependent protein kinase C (PKC), thus initiating a cascade of phosphor-
ylation events. IP3 is a water-soluble molecule that diffuses inside the cytosol to
activate IP3 receptor channels to liberate Ca2þ from intracellular stores. This is an
example where Ca2þ could be considered a thirdmessenger, because it is �activated�
by the secondmessenger IP3. As we shall see below, the concept of third- and higher
order messengers has limited usefulness because all second messenger systems are
highly coupled and interdependent.

By the action of the enzyme phospholipase A2 (PLA2), the polyunsaturated fatty
acid arachidonic acid is cleaved from membrane phospholipids. Alternatively, it is
derived from DAG. It acts as a lipid second messenger and stimulates secretion. In
addition, it is a precursor of a large family of tissue hormones – the prostaglandins.
Because arachidonic acid is lipid soluble, it can pass the plasma membrane and can
affect neighboring cells.

Gaseous Messengers – NO and CO Gaseous messengers such as nitric oxide (NO)
and carbon monoxide (CO) can diffuse freely beyond cell borders and therefore are
both second messengers within the parent cell and primary messengers for the
neighboring cells. NO is generated from the amino acid arginine by specific
enzymes, the nitric oxide synthases (NOSs). As mentioned above, a prime target
of NO is the soluble guanylate cyclase containing heme as the prosthetic group. By
means of cGMP production, NO therefore plays an important role as a vasodilator by
relaxing vascular smooth muscle cells. In specialized glutamatergic synapses, NO
acts as so-called retrogrademessenger; produced by activation of the postsynaptic cell
(via increased Ca2þ levels), NO diffuses back to the presynaptic cell to close ion
channels. This feedback system is an important element in the priming of synaptic
contacts and it is probably one key component in learning and memory.
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CO is increasingly recognized as a secondmessenger. It is largely generatedduring
the breakdown of the blood pigment heme by heme oxygenase (HMOX) and
contributes to the relaxation of smooth muscle cells.

Photonic Detection and Manipulation of Second Messengers Owing to the central
role of second messengers in controlling cellular functions, there is tremendous
interest inmeasuring their concentrations in living cells at high temporal and spatial
resolution and to manipulate their concentrations in the cytosol. Biophotonic
experimental approaches are well suited for these tasks. A variety of Ca2þ -selective
dyes are available to measure [Ca2þ ]i. The selection depends on the range of Ca2þ

concentrations to be observed, the speed of response, and the instrumentational
availability of excitation and emission wavelengths. One dye frequently used is
FURA-2; excited with about 340 and 380nm light, it can provide relatively accurate
measurements of [Ca2þ ]i in a ratiometricmanner. Likewise, there are systems for the
visualization of cAMP and cGMP, based on either engineered proteins or low
molecular weight compounds. Quantitative measurement of other second messen-
gers – remember that we have addressed a few prominent examples only – is still an
active field of research.

So-called caged compounds are used to liberate second messengers inside a cell
upon stimulation by light. Typically these are light-sensitive substances that bind a
messenger and release it once the compound is photochemically cleaved or has
undergone a photoinduced conformational change. For the liberation of Ca2þ with
near-UV light, substances such as DM-nitrophen [1-(2-nitro-4,5-dimethoxyphenyl)-
1,2-diaminoethane-N,N,N0,N0-tetraacetic acid] and NP-EGTA (nitrophenyl ethylene
glycol tetraacetic acid) are often used.

7.3.2.2 G Protein-Coupled Receptors
The physiological generation of most second messengers typically requires the
activation of a membrane receptor by an extracellular stimulus. The information
about receptor activation must be relayed to other downstream components in
the cytosol through a second messenger. The coupling interface between the
numerous types of transmitters or agonists that carry a chemical signal to the cell
on the onehand and the secondmessenger systems andeffector proteins on the other
is a double-layered system of (very many) receptor proteins and (much fewer)
heterotrimeric GTP-binding proteins, so-called G proteins (Figure 7.55a).

The receptor proteins that belong to that system are referred to as G protein-
coupled receptors (GPCRs). They all have in common a topology with seven
transmembrane helical elements (therefore they are also called serpentine recep-
tors or 7-helix receptors) with a central binding site for a specific agonist. The
agonists vary in size and structure; they include light-sensitive compounds, odor
molecules, pheromones, hormones, and neutrotransmitters. GPCRs are by far the
largest family of membrane receptor proteins (>1000 in humans). Typically they
are classified according to their functional properties and agonists. In the neuro-
biological literature, GPCRs are often called metabotropic receptors in order to
distinguish them from ionotropic receptors, that is, ligand-gated ion channels. For
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example, whereas the nicotinic acetylcholine receptor (nAChR) is an ion channel,
the metabotropic acetylcholine receptor (mAChR) is a GPCR. Likewise, there are
metabotropic glutamate and serotonin receptors.

Activation of a GPCR is terminated by dissociation of the agonist. In addition, the
sustained presence of an agonist in many cases results in receptor desensitization;
the receptor progressively loses its sensitivity towards the respective agonist. This
feedback process is an important mechanism by which the sensitivity of a receptor is
adjusted, effectively increasing the dynamic range of detection.

GPCRs play key roles in modern medicine; about 30% of all prescribed drugs act
on GPCRs and some are prescribed fairly frequently, such as b-blockers, neurolep-
tics, antihistamines, opiates, and sympathomimetics. For example, b-blockers are
used for multiple forms of cardiovascular disease, including high blood pressure.

Heterotrimeric G Proteins The activity of GPCRs is signaled to the cell interior by
means of heterotrimeric G proteins. These are membrane-associated proteins
consisting of three distinct subunits, a, b, and c. In an inactive form, GDP is bound
to the a subunit in the complex. The GPCR, in close contact with the G protein,
undergoes a conformation change upon ligand binding and thereby acquires a
function as a guanine nucleotide exchange factor (GEF). This activity facilitates the
exchange of GDP for a GTPmolecule at the G protein and the GTP-bound G protein

Figure 7.55 G protein-coupled receptors.
(a) Sequence of G protein activation. (1) The
receptor (R) is associated with the GDP-bound
G protein complex consisting of a and b/c
subunits. (2) Upon agonist binding to the
receptor, GTP is exchanged for GDP at the a

subunit. (3) The G protein complex dissociates
from the receptor. (4) TheGTP-bounda subunit
dissociates from b/c. Both are now free to
interact with downstream targets. (b) GPCRs

selectively couple to different types of G
proteins: stimulatory Gs and inhibitory Gi

proteins regulating the activity of adenylate
cyclase (AC), and also Gq proteins leading to
phospholipase C (PLC) activation. While the
generated second messengers subsequently
regulate kinases (e.g., PKA, PKC) and ion
channels, G proteins also directly interact with
targets such as the protein and lipid kinase
(PI3K c) and ion channels.
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is released from the GPCR. The GTP-bound a subunit then separates from the b/c
complex (Figure 7.55a). Depending on the exact situation, an activated G protein, the
liberated a subunit, or the b/c subunits can then interact with target proteins. With
time, the a subunit hydrolyzes the bound GTP to GDP and reassociates with the b/c
complex, terminating the signal.

Typically, G proteins are classified according to the functional impact of their
activated a subunit. Stimulatory Gs proteins activate whereas inhibitory Gi proteins
inactivate the cAMP pathway. G proteins of the Gq subfamily activate the phosphoi-
nositol messenger system (Figure 7.55b). In addition, both G-a and G-b/c can
directly affect other proteins such as ion channels. For example, activation of a G
protein cascade may hyperpolarize a cell by opening of Kþ channels by the G-a
subunit. On the other hand, the b/c complex can increase the open probability of
Ca2þ channels, hence leading to cell depolarization. Some ion channels are
controlled by GPCRs in a twofold manner: rapid activation by direct G protein
binding is followed by a delayed modulation via a second messenger.

For studying G protein-mediated cell signaling, two molecules are of particular
interest. The GTP analog GTP-c-S is not easily hydrolyzed by the G-a subunit under
physiological conditions. When applied to a cell it binds to G proteins in an
irreversible manner, causing sustained G protein activation. GDP-b-S is a GDP
analog; when bound to a G protein it cannot be exchanged for GTP and, hence,
causes G protein inhibition. Both analogs exist in labeled forms (radioactive or
fluorescent) and provide experimental insight into the complex processes underlying
G protein signaling.

Photoreception As discussed in Section 7.1.5.1, rhodopsins (see Figure 7.18), the
photoreceptor proteins in the rods of the eye retina, are a special group of GPCRs.
Here the �agonist� is the prebound retinal that becomes active upon photon
absorption. The activated rhodopsin then activates the associated G protein, here
called transducin, which in turn directly activates a class of cGMP phosphodies-
terase. The latter catalyzes the breakdown of the second messenger cGMP to 50-
GMP. In the plasma membrane of rod cells, there are cation-selective cGMP-
activated ion channels creating an influx of Naþ and some Ca2þ when the cGMP
concentration is high – the dark current. A decrease in the cGMP concentration as a
result of photon absorption closes the ion channels and hyperpolarizes the rod cell,
providing a signal that is relayed to the synapse of the photoreceptor cell. This
process is very efficient: by means of G protein coupling, the absorption of one
photon by the retinal in rhodopsin can lead to the hydrolysis of about 100 000 cGMP
molecules. This is a good illustration of how the second messenger system is used
to amplify the primary signal, one photon in this example.

7.3.3
Receptor Kinases, Hormones, and Transcription Regulation

Whereas ion channels have an immediate impact on cell function by permitting ions
to cross the cell membrane, GPCRs also affect cell functions via G proteins and

610j 7 Biology



second messengers. The latter then often activate kinases that phosphorylate (and
thereby activate or inactivate) a wide range of target proteins. Inmany cases, however,
the initial activation of a kinase is only the beginning of a phosphorylation cascade,
that is, a sequence of phosphorylation events in which the initial �signal� is relayed
from one kinase to the next and so forth. Moreover, the primary receptor can be a
kinase itself – a so-called receptor kinase.

By means of a sequence of molecular events, the initial chemical signal eventually
leads toanalterationofgene transcription, thusmodifying the�state�of a cell.The latter
often is classified according to rather coarse cellular phenotypes such as �proliferation�
(cells divide), �migration� (cells move), �differentiation� (cells change morphology
and adopt a more specialized function), or �apoptosis� (cells undergo a programmed
cell death). In the following we discuss a few steps in this �signaling cascade.�

7.3.3.1 Receptor Tyrosine Kinases
Tyrosine kinases are enzymes that phosphorylate proteins at tyrosine side chains. In
humans there are 90 genes coding for tyrosine kinases, and 58 encode those that are
also capable of receiving chemical signals – the receptor tyrosine kinases (RTKs).
RTKs are localized at the cell surface and they typically respond to the binding of
peptide signaling molecules such as growth factors, cytokines, and hormones. We
discuss RTKs inmore detail because of their pivotal role in regular cell functions and
also their implication in the development and progression of various types of cancer
(see Section 7.4.1).

Although diverse in structure, RTKs have in common a single transmembrane
segment anchoring them in the plasmamembrane, a variable extracellular structure
with specific binding motifs for their ligands, and a more conserved intracellular
catalytic domain harboring kinase activity (Figure 7.56). Ligand binding to the
receptor triggers a sequence of molecular events, here exemplified for the epidermal
growth factor receptor (EGFR); activation of the EGFR can lead to cell proliferation
and migration, hence this receptor plays an important role in some forms of cancer.
Once the agonist, epidermal growth factor (EGF), is bound to the extracellular
binding site, two receptor monomers form an active dimer, stabilized by a disulfide
bridge. The conformational change is transmitted to the catalytic domains, which
then phosphorylate themselves. The catalytic domain, phosphorylated at tyrosine
residues, then forms the target of a class of proteins that bind via their SH2 (Src
Homology 2) domain. One such adapter protein is Grb-2 (growth factor receptor-
bound protein 2). Grb-2 attracts the guanosine nucleotide exchange factor protein
SOS (Son of Sevenless), which transiently interacts with and activates a small G
protein (see Section 7.3.2.2),finally triggering an avalanche of further signaling event
(see below).

RTKs are diverse in both structure and function, and can deviate markedly from
the example above. RTKs are grouped into about 20different classes; a fewprominent
examples are the following:

. the ErbB family, of which EGFR is a member

. insulin receptors
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. receptors for various growth factors such as PDGF (platelet-derived growth factor
receptor), FGR (fibroblast growth factor receptor), and VEGF (vascular endothe-
lial growth factor).

They all have in common that the binding of the specific agonist activates the
receptor, which then stimulates subsequent intracellular events, in many cases
manifesting itself as an alteration of the gene transcription pattern.

RTK signaling is terminated by dephosphorylation of the receptor. This is achieved
by protein tyrosine phosphatases (PTPs). Since PTPs are the natural counterparts of
RTKs, they are important elements regulating the �level of activation.� Therefore, like
RTKs, PTPs are involved in cellular processes such as cell growth, differentiation,
mitosis, and oncogenic transformation, that is, a dysfunction of PTPs may cause
cancer and can have fatal consequences.

7.3.3.2 Small G Proteins – Intracellular Bimodal Switches
Extracellular signals relayed into the cell by membrane receptors are frequently
�translated� into second messengers or the activation of membrane-bound hetero-
trimeric G proteins (large G proteins). Receptor tyrosine kinases also follow the
general paradigm with the exception that, rather than activating a heterotrimeric G
protein, they are coupled to a class of so-called small G proteins (20–25 kDa). The
latter are similar to thea subunits of heterotrimericGproteins and they belong to the
Ras superfamily of small GTPases.

Small G proteins to a certain extent can be considered as second messengers,
because they carry a message depending on their association with guanosine

Figure 7.56 Receptor tyrosine kinase (RTK).
Sequence of events during the activation of an
RTK, for example the epidermal growth factor
receptor (EGFR). (1) An agonist, here the small
signal protein epidermal growth factor (EGF),
binds to the receptor, which is anchored in
the plasma membrane with only one
transmembrane a-helix. (2) Upon binding,
two activated receptors associate to form a
dimer (3). (4) Their intrinsic tyrosine kinase
activity results in autophosphorylation of

their intracellular catalytic domains.
(5) Once phosphorylated, the receptor
becomes a binding target for adapter
proteins, such as Grb-2 (growth factor
receptor-bound protein 2). (6) Further
association of guanosine nucleotide
exchange factor proteins (GEF), such as
SOS, activate the small G protein Ras by
exchange of GTP for GDP. Activated Ras
then starts a signaling cascade involving a series
of phosphorylation events (see Figure 7.57).
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nucleotide. When bound to GDP, small G proteins are in an inactive form; they are
activated when GDP is exchanged for GTP. This reaction is facilitated by GEF
proteins, such as SOS (Figure 7.56). GEF actually helps GDP to dissociate from the
G protein and, because of the cytosolic excess of GTP, separation of GEF will most
likely result in a reassociation of GTP, thus completing the exchange cycle. The
Gprotein is inactivated by hydrolysis ofGTP, and this reaction is catalyzed byGTPase-
activating proteins (GAPs). Guanosine nucleotide dissociation inhibitors (GDI) keep the
Gprotein in its GDP-bound inactive form. The balance betweenGEF, GAP, andGDI
activity determines the guanine nucleotide status of Ras proteins. The small G
proteins therefore are bimodal �on/off switches�. Because they are small and often
soluble in the cytosol, small G proteins can carry the information stored in their
activation state to various sites inside a cell.

There are more than 100 members in the superfamily of Ras proteins, including
Rho, Ran, Rab, Arf, and many more. The Ras family is generally responsible for cell
proliferation, Rho for cellmorphology, Ran for nuclear transport, andRab andArf for
vesicle transport. Owing to their involvement in elementary cell functions such as
proliferation andmigration, Ras proteins are so-called proto-oncogens, that is, excess
Ras activity can lead to uncontrolled cell growth and tumor formation.

Ras proteins have various effector proteins such as lipid kinases (PI3K). A very well
studied signal cascade triggered by Ras is the mitogen-activated protein kinase
pathway, which starts with the Ras-mediated activation of Raf (rapidly growing
fibrosarcoma) proteins.

7.3.3.3 Mitogen-Activated Protein Kinase
Ras initiates a phosphorylation cascade, culminating in the activation of MAPK,
which enters the nucleus and phosphorylates various nuclear transcription
factors (such as Elk1). This general complex of signal transduction is presented
in a simplified manner in Figure 7.57a. An extracellular ligand binds to a receptor.
Upon binding, the receptor becomes a target for adapter proteins – intracellular
proteins that bind to the receptor at cytosolic moieties. This complex formation
is an important aspect in cell signaling and it strongly determines cellular states. It
not only happens at membrane-spanning receptor proteins but is practically
relevant for all signaling proteins found throughout the cell. The adapter proteins
may then �recruit� further proteins into the complex. In our example in Figure 7.57
these are GEFs that activate nearby small G proteins. This is the starting point of a
so-called phosphorylation cascade. This means that a protein becomes phosphor-
ylated with the aid of the activated G protein. The target protein, however, is a kinase
itself, such that it can now – in its activated form – phosphorylate additional
proteins, which can be kinases again. In the example discussed here, the final
kinase is the mitogen-activated protein kinase MAPK. Therefore, kinases phos-
phorylating MAPK are referred to as mitogen-activated protein kinase kinases
(MAPKKs), and so forth. From a signaling point of view, the �information� now
resides in the phosphorylation status of a sequence of proteins. Depending on the
final target, that is, the regulation of a transcription factor in the nucleus, signal
transduction results in a long-lasting cellular response such as �proliferation.� It is
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very obvious that complex processes such as �proliferation� cannot be elicited by
only turning one knob inside a cell. Therefore, to understand the final cellular
outcome of an extracellular chemical signal one must consider all possible reactions
(for clarity we show only one here) and, instead of setting individual switches by
activated MAPK, rather a complex program of altered gene transcription is typically
launched.

In Figure 7.57b, a specific example of MAKP signaling is illustrated. The
membrane receptor is here the RTK ErbB. Autophosphorylated RTK recruits the
adapter protein Grb-2 and the guanine nucleotide exchange factor SOS. Membrane-
delimited Ras is activated, starting a phosphorylation sequence involving the serine/
threonine kinases Raf, MEK (mitogen-activated kinase kinase), and ERK (extracel-
lular signal-regulated kinase). ERK is the actual MAP kinase and can, among other
reactions, affect the transcription factors Elk-1 and SAP in the nucleus.

7.3.3.4 Nuclear Receptors
The extracellular chemical signals discussed thus far are received by the cell via
receptor proteins residing in the plasmamembrane. Such signals can then be relayed
into the nucleus to alter transcription using second messengers, MAPK, or related
pathways. However, some ligands, such as steroids, thyroid hormones, vitamin A,
and vitamin D, are hydrophobic enough to pass through the plasma membrane.

Figure 7.57 Mitogen-activated protein
kinase pathway. (a) Signal transduction via
the MAPK pathway, starting with the
activation of a membrane receptor and
subsequently of a G protein. The latter
activates a kinase that phosphorylates

further kinases, finally the MAP kinase. MAPK
then affects transcription factors in the nucleus,
that is, proteins that regulate how a gene is
transcribed into mRNA. (b) The same
pathway as in (a) showing a specific example
(for details, see text).
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Hence these ligands can directly reach their receptors within the interior of the cell or
even inside the nucleus. In the first place, such nuclear receptors regulate gene
expression and thereby control complex cellular functions such as development and
metabolism. In contrast to the signaling proteins discussed thus far, nuclear receptors
have the ability to bind to DNA and function as transcription factors. Owing to the
profound importance of nuclear receptors for development, these proteins are
promising therapeutic drug targets. However, lipophilic xenobiotics binding to
nuclear receptors can cause severe intoxication and developmental disorders.

Twomajor groups ofnuclear receptors are recognizedaccording to their localization
and the mechanism of activation. Nuclear receptors of type I reside in the cytosol as a
component ofmultimeric protein complexes; when bound to a ligand, type I receptors
are liberated from the protein complexes and are transported into thenucleus (nuclear
translocation). In the nucleus they bind to genomic DNA at specific sequences, the
hormone response elements (HREs). Binding of the receptor toDNA then triggers the
association of additional proteins that finally regulate the transcription of a gene
downstream of the HRE. Examples of hormones binding to type I nuclear receptors
are androgens, estrogen, progesterone, and glucocorticoids.

Nuclear receptors of type II are always inside the nucleus, associated with DNA.
Ligand binding initiates a conformational change of the receptor, enabling it to
change its interaction with other proteins (e.g., corepressor and coactivator proteins)
that actually regulate gene transcription. Type II receptors include the retinoic acid
receptor and the thyroid hormone receptor.

7.3.3.5 Gene Regulation
The term gene regulation comprises all molecular steps necessary to transcribe
specific genes into mRNA and, finally, to generate the corresponding proteins.
These include the regulation of the chromosomal structure, that is, the arrangements
of chromatin domains, the transcription, post-transcriptional modification (e.g.,
mRNA splicing and editing, regulatory RNAs), transport of mRNA, the translation,
and finally the termination of translation regulated by mRNA degradation.

All these steps are tightly regulated by numerous proteins. External signaling
input to cells often cumulates in an effect on gene regulation, thus enabling the cell
to change its state within a fewminutes. Such altered �states� can be transient but they
can also be stabilized to last for very long time – as for example during
the differentiation of stem cells to specialized neurons (see Section 7.2.2.1).
Although discussed here as the final result of a signaling cascade, gene regulation
can also be considered the birth of a new signal (ormultiple signals), thus being part of
a gigantic meshwork of mutual dependences continuously changing with time.

& Site-Specific Labeling of Proteins

When a protein is to be monitored in living cells, its intrinsic photonic properties
may not be sufficient for efficient detection. Onemay employ fluorescently labeled
antibodies that bind to specific epitopes at the protein. However, antibodies have
several disadvantages, such as limited accessibility and localization of the epitope
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(see the Box �Antibodies� in Section 7.1.2.5) and time and costs required for
antibody production. An alternative is to perform a direct covalent coupling of a
fluorescent dye to a specific site on the protein. Although such couplings are in
principle possible at any amino acid, the easiest andmost relevant side chain used
cysteine. By means of a disulfide formation bond, dyes with a free thiol group can
becoupled toproteinsefficiently.Althoughnative cysteines are sometimesused for
labeling, a more frequently used approach is to introduce cysteines at specific sites
of the protein by mutating the coding DNA and by heterologously expressing the
protein in a host cell system. Such methods are often applied to extracellularly
accessible domains of membrane proteins. Typical examples of cysteine-specific
labeling compounds are methanethiosulfonate (MTS) reagents.

One of the major challenges in biophotonics research is to shed light on this
puzzling complexity, for example, to provide tools allowing for the spatially and
temporally resolved visualization of gene activity. A combinatorial approach utilizing
multiple fluorescentmarkers, such as enhanced blue/cyan/green/yellow fluorescent
proteins, may allow such visualization in the future.

7.3.4
Signaling Pathways

The examples discussed above give us a simplified view of how cellular signals are
processed inside a cell. Signals thereby are manifested as �states,� that is, a specific
structural property of the cells such as the local concentration of secondmessengers,
the status of proteins being activated by phosphorylation or by binding of nucleotides,
or by the formation or dissociation of protein complexes, to name just a few. Such
�states� then often propagate inside a cell, giving rise to terms such as �signaling
cascade� or �signaling pathway.� Hence we may talk about a cAMP pathway or a
MAPK pathway, for example. When characterizing such pathways, the direction is
indicated, referring to upstream and downstream events, where the start of a pathway
usually is the initial binding of an extracellular ligand to a receptor in the plasma
membrane or inside a cell.

Among the obvious reasons for having such signaling pathways in cellular systems
is their potential for signal amplification: a single transmittermolecule can trigger an
avalanche of cellular reactions. In addition, multi-step signaling enables a cell to
generate responses with different time courses: while the intracellular Ca2þ con-
centration rises locally within a few 100 ms upon an activation of a Ca2þ channel in
the plasma membrane, subsequent Ca2þ -mediated alterations of the gene tran-
scription program may take minutes or hours. The cell hence has capabilities of
effectively processing initial signals such as to perform temporal and spatial
differentiation and/or integration.

Cellular signaling pathways are enormously complex; there are numerous path-
ways and there are alternative routes in the downstream and upstream directions. As
a consequence, the physiological outcome of activated signaling pathways can only be
understood when all other pathways are properly controlled. Activation of pathway A,
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for example, may cause the inhibition or activation of pathway B, leading to concepts
such as signal, crosstalk, and transactivation.

The only way to deal with this bewildering complexity is a systematic approach of
pathway analysis. On the one hand complete experimental data sets are needed to
describe the activity of genes, the existence of proteins (maybe even including their
state of modification), and the existence and concentration of all other metabolites
insidecells.Suchdatasetsarenowcompiledusingmodernmicroarray technologies to
detect mRNA (genomics) and proteins (proteomics) of the entire genome under
consideration (pangenomic arrays). In addition, high-endmass spectrometric meth-
ods provide detailed and quantitative insight into the cellular content of proteins and
metabolites (metabolomics). This very rich source of experimental results needs to be
processed so as to gain manageable information reflecting a biologically relevant
meaning. This urgent need has triggered the development of systems biology as a new
branchof science that tries todescribe biological systems (e.g.,microorganisms, cells,
or even higher organisms) as one unit composed of very many interacting elements.

Information from highly parallel �omics� experiments is then analyzed with
systems biological methods to isolate individual pathways and to detect their
coupling to other pathways. An example illustrating several pathways in one cell
is shown in Figure 7.58. Meanwhile there are many databases available providing

Figure 7.58 Pathway analysis and crosstalk.
Schematic description of a few pathways
important in cellular signaling. This illustration,
although showing only a very small subset of
cellular signaling components, already indicates
that there are very many more types of

receptors, adaptors, mediators, and effectors
than discussed in this brief overview of cell
signaling. Not illustrated are diffusible second
messengers, such as Ca2þ and cAMP, which
also strongly modulate the individual
intracellular reactions.
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information on pathways in cellular signaling. Owing to the complexity, these are
often specialized to certain scientific subtopics such as a disease or a specific drug
or protein. The reader may try to localize such information on the Internet by
searching for �cancer signaling pathway� or may look at the Kyoto Encyclopedia of
Genes and Genomes (KEGG) database.

Although of impressive complexity and completeness, the currently available data
that form the basis of contemporary pathway analysis often lack sufficient temporal
and spatial resolution. In addition, inmany cases only rough estimates regarding the
concentrations of interaction partners and activated elements are available. There-
fore, future researchwill aim at the analysis of cell signaling in living cells in real time
with subcellular resolution. The development and use ofmethods frombiophotonics
are a logical approach because of the advantage of the minimal invasiveness of
light–matter applications.

7.4
Some Examples of Diseases

A disease is any condition in which the normal body function is impaired. The
cause of the condition (etiology) and the disease progression (pathogenesis) varywidely.
Many diseases remain idiopathic; their causes are unknown. Selected examples are
presented below to illustrate the disease diversity.

7.4.1
Cancer – Loss of Proliferation Control

Cancer is a group of frequently fatal diseases characterized by uncontrolled
cell growth. Cancer is a general term referring to a disease state with dysregulated
cell growth, whereas a tumor is a solid accumulation of cancer cells. Primary
cancer manifested as a tumor in one organ may spread via lymph or blood, and
invade other organs, forming metastatic cancer elsewhere. The risk of cancer
development is markedly influenced by both genetic factors and environmental
factors, including exposures to toxins and viruses. Mechanistically, cancer is a
dysfunction of cell growth; as such, a primer of cell division and cell cycle is
presented below before our discussion of select cancer cases and potential
therapy options.

7.4.1.1 Cell Division
All cells of an adult human are the result of serial cell divisions starting with the
fertilized oocyte, as the founder cell of the whole organism. The process by which a
cell is split in two, cytokinesis, involves the equatorial assembly of a contractile ring
made from actin andmyosin filaments. This ring ofmotor proteins constricts the cell
membrane to forma deepening cleavage furrow that eventually splits the cell into two
daughter cells. Tightly linked to cytokinesis is a process calledmitosis, during which
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all chromosomes are symmetrically arranged and evenly distributed between the two
cell halves. This separation of chromosomes follows a strictly organized program that
involves the transient halt of RNA synthesis, maximum condensation of all chromo-
somes, disassembly of the nuclear envelope, and the fixation of the chromosomal
centromeres to microtubules arising from microtubule-organizing centers (see
Section 7.2.1.8) in both hemispheres of the cell. These microtubules are responsible
for the mechanical work that drives two sets of chromosomes into each half of the
dividing cell. At the end ofmitosis, nuclear envelopes are re-formed in both daughter
cells, chromosomal packaging is loosened, and normal transcriptional activity
resumes. Mitosis and cytokinesis are precisely coordinated and the whole process
takes about an hour in most animal cells. Importantly, cell division and the
mechanical separation of chromosomes are only the final steps of a more complex
series of events, the cell cycle.

Cell Cycle Phases and Checkpoint Control Animal cell growth is not a simple
continuous process of macromolecule accumulation and increase in cell
volume, but can be divided into four discrete functional phases (G1, S, G2, and
M) (Figure 7.59). Cell cycle progression is also by no means automatic, but requires
the cell tomake decisions at several checkpoints. Immediately after a new cell results
from division, it starts to produce mRNA and proteins and the overall production of
macromolecules proceeds until the next mitosis starts. However, DNA replication,
the duplication of chromosomes, is delayed for at least several hours. This first cell
cycle period with no replication activity is called G1 (first gap) phase, as it separates
mitosis and theDNAsynthesis (S) phase. Theduration ofG1 is not only dependent on
the availability of nutrients and thereby the speed of cell growth, but is also

Figure 7.59 The cell cycle of amammalian cell.
Dividing cells pass through four distinct phases
with checkpoints (CP) to ensure that
progression is linked to specific conditions.
Major prerequisites for S, G2, and M phase
progression are genome integrity,
completed replication, and proper
chromatid assembly, respectively. In G1,

the cell is primarily controlled by extracellular
signals that decide if progression to DNA
synthesis occurs or if the cell enters
the quiescent state G0. The molecular
basis of the control system is provided by
cyclins, which are present at oscillating
concentrations, and cyclin-dependent
protein kinases (CDKs).
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characterized as a period of pronounced responsiveness to extracellular signals. As
outlined in Section 7.3, mitogenic signals that can stimulate cell proliferation via
membrane receptors and downstream signaling pathways are normally required to
drive cell proliferation. The G1 phase is the time period during which a cell is
responsive towards this kind of extracellular signals and, even if nutrients are
available in abundance, it will not proceed to the S phase without such a signal.

However, extracellular signals not only trigger cell proliferation but also control cell
differentiation. If a cell in G1 experiences an excess of differentiation signals over
proliferative signals, it will not proceed to DNA replication, but rather remain in a
stable, differentiated state called the G0 phase. By contrast, if sufficient proliferative
signals were received, the cell will proceed past the so-called restriction point (�R
point�) (Figure 7.59) and from there on behave largely independently of extracellular
signals. Shortly after passing the R point, during the S phase the cell duplicates all
chromosomes, a mandatory requirement for the next cell division. The S phase also
includes a checkpoint and replication will be halted if any DNAdamage is detected at
this stage. Only if repair enzymes successfully restore genome integrity can a halted
cell proceed past this point. The S phase is complete when all chromosomes have
been replicated. The cell will not directly enter mitosis, but remain in a second gap
phase (G2) for at least some hours. Another checkpoint at the entrance of theMphase
blocks the cycle again if the genome duplication is not fully completed. Once the cell
has passed this point, the mitosis proceeds according to a predetermined program,
unless at the �spindle attachment checkpoint� chromatids are not properly assem-
bled on the mitotic microtubule spindle. Overall, the mammalian cell cycle is a
process with four clearly distinct phases and multiple checkpoints at which a clear
decision is required before the cell is allowed to proceed.

Cyclins and Cyclin-Dependent Kinases When the cell cycle works much like a
precision clock,what controls speed, direction, andpotential halts at the checkpoints?
A first insight came from studies on mitosis in frog embryos, which revealed very
precise and synchronous oscillations of concentration of a protein termed cyclin B. A
gradual increase in cyclin B concentration is followed by a rapid degradation of the
protein that is triggered by polyubiquitin chains added by a specific ubiquitin ligase.
Later it was found that other cyclins show very similar fluctuations but with peaks at
other points of the cell cycle. The complete absence of cyclin B after mitosis prevents
any cell from direct re-entry into mitosis, as this would be fatal before DNA
replication. Whereas cyclins B, E, and A are regulated by rapid protein degradation,
cyclinD1 andotherD cyclins that peak duringG1 are not degraded, but exported from
the nucleus into the cytosol and thereby rendered inactive. Thismobile characteristic
of the D cyclins is important for the role of conveying extracellular signals to the cell
cycle. Incoming mitogenic signals can cause D cyclins to migrate back into the
nucleus and thereby promote cell cycle progression. The two describedmechanisms
underlying cyclin fluctuations explain the timing of the different phases and
unidirectional progression, but the actual effectors of checkpoint decisions are
protein kinases that must form heterodimers with individual cyclins to become
active, the cyclin-dependent kinases (CDKs).One activity of the cyclinB–CDK1 complex
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is to phosphorylate nuclear lamins, thereby triggering nuclear lamina breakdown
during mitosis. Another prominent example of CDK activity is phosphorylation of
the retinoblastoma protein (pRb) by cyclin D–CDK4/6 complexes and by cyclin
E–CDK2 during G1. The tumor suppressor protein pRb with no or only a few
phosphorylated sites can bind and inactivate transcription factors required for the
progression beyond the restriction point. In contrast, hyperphosphorylation of pRb
by the cumulative activities of both cyclin–CDK complexes prevents this inhibiting
function of pRb and, hence, drives cell progression beyond the G1 phase into the S
phase.

7.4.1.2 Cell Death
Cell death is not necessarily a misadventure in multicellular organisms, but rather a
normal process occurring throughout the organism�s life, during both development
and adulthood. For instance, normal sculpting of the fingers requires that cells in the
areas of the hand that are supposed to become the intervening spaces die during
development. This controlled interdigital cell death follows a stereotypical signaling
program called apoptosis, a form of programmed cell death (PCD). Apoptotic cells not
only stop their metabolism and destroy their own DNA, but they also signal
phagocytic cells to engulf the dead cells or their resulting fragments in membrane
vesicles called apoptotic bodies. This apoptosis program is needed during develop-
ment but it also provides an important safety mechanism throughout adult life.
Whenever cells experience unusual challenges, such asDNAdamage, viral infection,
or severe dysregulation of signaling pathways, induction of apoptosis is a common
way to avert damage to the surrounding tissue and the whole organism. However,
apoptotic cell death is not the only way to end the life of a cell. In many surface
epithelia such as the intestine or the epidermis of the skin, old and inactive cells are
continuously shed to the exterior (Section 7.2.2.4). Epidermal keratinocytes in their
terminal differentiation state in the outermost cell layers of the skin are dead and
without a nucleus; the cells are not actively removed by other cells but simply lost
upon washing or rubbing. Loss of selected cells such as exfoliation of the skin cells
does not pose a problem for the organism. However, if metabolically active cells are
damaged and cannot be cleared, the leakage of cell contents might severely damage
neighboring cells of the tissue. This uncontrolled cell death or necrosis is a common
consequence of burns and frostbite. In contrast to apoptosis, the cell remnants arenot
trapped in membrane-sorrounded vesicles, but cytosol and even the content of
lysosomes packed digestive enzymes can be released. Necrotic wounds are therefore
dangerous for the organism and they often impair wound healing.

Apoptosis Signaling The program of apoptotic cell death is inherent to all cells of the
body and the signaling system effecting this event must be tightly controlled to avoid
unwanted loss of cells. The last steps and the terminal result of apoptosis are always
similar, but with respect to the initiating steps, intrinsic and extrinsic pathways need to
be distinguished (see Figure 7.60). Intracellular (intrinsic) apoptosis signals can be
triggered by DNA damage through UV radiation, by cytotoxic drugs, or by oxidative
stress. The intracellular signals typically lead to the same critical event, namely the

7.4 Some Examples of Diseases j621



release of the small heme protein cytochrome c from the mitochondrial inter-
membrane space into the cytosol. Here, cytochrome c binds to the protein Apaf-1
and together they form a wheel-like structure with sevenfold symmetry, the apopto-
some. This complex then binds and activates the protein procaspase-9.Caspases are a
family of cysteine-dependent aspartate-directed proteases. They are produced as
inactive precursor proteins that can be activated by cleavage of the inhibiting
prodomain. Two functional classes of caspases are known: initiator caspases that
cleave and activate other caspases, and effector caspases that cleave other substrates.
Caspase-9 acts as an initiator and activates procaspase-3. The active caspase-3 in turn
cleaves a broad variety of substrates including actin, tubulin, and pRb, with the
inevitable consequence of apoptotic cell death.

Whereas many internal signals finally affect the mitochondrial membrane and its
permeability to cytochrome c, extrinsic signals use a separate pathway to activate the
caspase cascade. The membrane receptors responsible for conveying extracellular
apoptosis signals are called death receptors. Activating ligands can be soluble proteins
but alsomembrane-bound proteins on the surface of immune cells. Thus,monocytes
or other immune cells can instruct a suspicious cell to undergo apoptosis as a suicide
program. This is particularly important for the control and removal of tumor cells or
virus-infected cells. Death ligand binding causes death receptor trimerization and in
turn triggers the binding of cytosolic proteins to the receptor. The Fas-associated

Figure 7.60 Apoptosis – programmed cell
death. Controlled cell death enables the
organism to remove individual cells during
development or in response to cell stress and
damage. Cell death commands are conveyed by
caspases, proteinases that are primed by
proteolytic cleavage of procaspases. Initiationof

a caspase cascade can be triggered either by the
activation of death receptors or by cytochrome c
release frommitochondria. Caspase 3 and other
effector caspases at the end of the signaling
cascade cleave various protein targets in the cell
and thereby cause apoptotic cell death.
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death domain (FADD) protein is such a cytosolic adapter protein and together with
the death receptor and procaspase-8, it forms the death-inducing signaling complex
(DISC). Active caspase-8 formed by this complex can directly cleave the effector
caspases such as caspase-3. Thus, extrinsic and intrinsic pathways converge and
result in very similarfinal stages of apoptosis. One typical hallmark of apoptosis is the
fragmentation of chromosomal DNA such that pieces 130–180 bp in length are
generated. Another important step is the activation of scramblases in the plasma
membrane due to increased cytosolic Ca2þ levels. As a consequence, the phospho-
lipid phosphatidylserine, which is normally localized to the inner leaf of the plasma
membrane, will appear on the outer surface of the cell membrane as a signal for
macrophages to remove the apoptotic cell.

7.4.1.3 Cancer – Diagnosis and Therapy
Cancer is a general term for a diverse and large group of diseases that can affect all
parts of the body.Acommon feature in cancer is the uncontrolled growth of abnormal
cells that grow beyond their normal tissue boundaries, often forming a tumor or a
neoplasm, and eventually invade other parts of the body. This process, termed
metastasis, is the major cause of cancer mortality. With nearly 8 million deaths,
cancer accounted for �13% of all deaths worldwide in 2007. Cancer has long been
recognized as a severe health issue throughout the history of medicine, but it was
not until the twentieth century that themolecularmechanisms underlying this group
of diseases began to emerge. Amajor breakthrough came in the 1970s, whenVarmus
and Bishop provided evidence for genetic mechanisms underlying the uncontrolled
growth of cancer cells. We now know that tumors can arise from normal cells if
mutations in otherwise normal genes occur or if the expression level of a group of
genes is strongly altered.

Cancer Types and Cancer Risk Cancers are typically grouped according to the tissue
fromwhich they arise and approximately 110 different cancerous diseases have been
categorized in this way. Although almost any tissue type can become cancerous, the
incident is not uniform across different tissue types. In those tissues with highly
differentiated cells that do not appreciably undergo cell divisions, such as nerve
tissue, tumor formation is relatively uncommon. By contrast, the epithelium of the
colon, with a high rate of cell division, is a very common site of cancer emergence.
The leading causes of worldwide cancer deaths are tumors arising in the lung,
followed by the stomach, colon, liver, and breast. Thefirstmorphological evidence for
a cancer is enhanced cell growth or the occurrence of less mature cells in a tissue.
Such dysplasias are classified as benign as long as they do not invade nearby tissues. As
soon as such cells grow beyond the normal tissue borders, the tumor is called
malignant. Malignant cell growth in epithelia, termed carcinoma, is responsible for
over 80% of cancer deaths, including carcinomas of the mammary gland, stomach,
intestine, lung, and liver. Nonepithelial cancers arising from connective tissues or
frommyocytes are commonly termed sarcomas. Another major group of cancers are
the leukemias and lymphomas, both arising from cells of the hematopoietic lineage.
The neuroectodermal tumors are a group of cancers arising from the outer cell layer
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of the early embryo. They include different kinds of glioma, neuroblastoma, and
malignant melanoma. The distribution of cancer entities in the body can vary
markedly in different populations. For example, the risk of malignant melanoma
of the skin is about 150-fold higher in Australia than in Japan, and the incidence rate
for cancer of the nasopharynx is 100-fold higher in Hong Kong than in the United
Kingdom. Such extreme differences are in part due to genetic differences between
the populations, but individual lifestyle and environmental factors are even more
important risk determinants. In theUnited States andNorthern Europe, themajority
of lung cancers can be attributed to active smoking and the lung cancer incidence
rates strictly follows the habit of cigarette smoking. Other risk factors with proven
association with cancer incidences comprise diets with high fat, high nitrate, or low
fiber and exposure to specific carcinogenic agents such as radium, arsenic, benzene,
and asbestos.

Oncogenes and Tumor Suppressor Genes Many human diseases are caused by
pathogens such as bacteria and viruses. In 1910, Peyton Rous showed that cancer can
be an infectious disease spread by viruses.He found that a sarcoma in themuscle of a
chicken is transferred to other chickens by the Rous sarcoma virus (RSV). Similarly,
human cancers can be caused by viral infection. Examples are cervical cancer caused
by the human papilloma virus (HPV) and adult T cell lymphoma caused by the
human T cell leukemia/lymphotropic virus type 1 (HTLV-I). However, for the
majority of all cancers no infectious agents could be identified, and it became clear
that alterations in the human genome can have similar effects as viral infections,
leading to a transformed phenotype of individual cells.Detailed analysis of the viral life
cycle within host cells eventually identified molecular mechanisms of tumor for-
mation that apply to both virally spread and nonviral forms of cancer. In the genome
of RSV, a single gene termed src for sarcoma is responsible for the transforming
activity but is not required for normal viral replication. Bishop and Varmus showed
that src is not restricted to viral genomes, but that a gene closely related to src is found
in the chicken genome itself and also in humans. With this observation, the first
cellular oncogenewas discovered, establishing the concept that normal genes canhave
the potential to drive cancerous cell growth.More precisely, the intact gene is called a
proto-oncogene, and mutations can render it hyperactive and induce its oncogenic
activity. In the case of src, it became evident that �12% of advanced human colon
carcinomas carry mutations in this gene. Thus, src can induce cell transformation
independent of any viral activity. Today, a large number of proto-oncogenes are
known in thehumangenome and they have in common that the encoded proteins are
in one way or another involved in cell cycle control, such that hyperactivity causes
increased cell proliferation. The mutations that activate proto-oncogenes are not
always simple single-point mutations. In more than 90% of all patients with chronic
myeloid leukemia (CML), a translocation of genetic material between chromosomes
9 and 22 is present in bone marrow stem cells. At the breakpoint of this rearrange-
ment on chromosome 22, the �Philadelphia chromosome,� part of the bcr gene is
fused to the tyrosine kinase gene abl, with the consequence that the fusion protein
BCR/ABL has increased tyrosine kinase activity.
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The Src protein is also a tyrosine kinase and one of its target proteins is the growth
factor ErbB (Figure 7.57), which initiates signaling along the MAPK pathway. Thus,
a signaling pathway that normally drives cell proliferation in response to extracellular
mitogenic signals can be dysregulated such that growth factor-independent cell
proliferation occurs. Following this rationale, it is no surprise that the receptor ErbB
itself was also found to have significant oncogenic activity. In over 30% of all human
breast cancers, multiple copies of the erbB-2 gene (also called HER-2/neu) are found.
This gene amplification leads to higher densities of the receptor on the cell surface
and thereby enhanced mitogenic signaling at normal growth factor concentrations.
Even more direct activation of cell proliferation programs can be triggered if the
machinery driving gene transcription is hyperactive, irrespective of the signaling
cascades. This is the case in juvenile neuroblastoma, where the transcription factor
gene N-myc is often found in 10 or more copies in the genome. This amplification
leads to increased levels of the transcription factor protein and correlates with a poor
prognosis. Irrespective of the cellular role of an oncogene, increased activity often
leads to faster proliferation. Alternatively, oncogenic proteins can increase the cell�s
potential tomigrate and to invade into foreign tissues, and even the formation of new
blood vessels, angiogenesis, can ultimately be triggered by oncogenic factors
(Figure 7.61).

In the normal cell, proliferation is not simply controlled by activating signals, but
rather determined by the balance between activating and inhibitory signals. Hence
any failure of an inhibitory protein can have similar consequences as the increased
activity of a proto-oncogene. The class of genes encoding such inhibitory proteins is
called tumor suppressor genes. Like oncogenes, they can affect all levels of cell
signaling, frommembrane receptors down to transcription factors (Figure 7.61). A
prominent example is the p53 gene, encoding amaster regulator protein of cellular
apoptosis. Cell-cycle abnormalities and DNA damage, as they often occur in fast-
growing tumors, would normally lead to cell cycle arrest and induction of controlled
cell death. However, in a large fraction of tumors, the transcription factor protein p53
is not present in normal amounts, leading to survival of the tumor cells. The lack of a
tumor suppressor protein, such as p53, can be caused by mutations that affect the
protein function. Alternatively, reduced expression of the otherwise normal gene can
be caused by hypermethylation of the promoter or other genetic events.

Tumorigenesis The risk of developing cancer increases appreciably with age. This
characteristic is consistent with the notion that tumor formation is not induced by a
single oncogenic event but it is the consequence of multiple genetic alterations.
Accordingly, identical twins with an inherited oncogenic alteration will not neces-
sarily both develop cancer. As soon as a second, rate-limiting genetic event occurs, a
tumor may become clinically apparent. This multiplicity of genetic alterations is
required because cellular signaling is governed by multidimensional networks
(Figure 7.58), in which dysregulation of a single switch is normally not sufficient
to reprogram the whole system. Furthermore, tumor formation is a multi-step and
multi-dimensional process that depends on more than just enhanced and uncon-
trolled cell growth. Most cancers develop in discrete steps, such as dysplastic tissue
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growth, neoplastic growth into neighboring tissues, spreading along the lymphatic
system, or the dissemination through blood vessels that eventually leads to
distant metastases. During these phases, the requirements for the tumor cells may
vary and a selective advantage at one stagemay be irrelevant or even a disadvantage in
a different stage.

A long-standing concept in cancer biology hypothesized that accumulation of
mutations allows the tumor cell population to acquire new properties, finally leading
to a highly malignant and aggressive cell type. This sequential model was challenged
by the later finding that not all cells in a tumor are functionally equivalent. Just like
stem cells in normal tissues, small subpopulations of slowly dividing cells with self-
renewing capacity have been identified in otherwise rapidly dividing leukemias and
also in breast cancer and other solid tumors. Such cancer stem cells are thought to
initiate new tumors and to give rise to the more aggressive, fast-dividing cell type.
Whether or not cancer stem cells have common functions and importance in all types
of cancer must be clarified in the future. In any case, tumors are heterogeneous
assemblies of different cell populations.

Cancer Treatment The standard treatment for most solid tumors is surgical resec-
tion in combination with follow-up radiotherapy and/or chemotherapy. The surgical

Figure 7.61 Oncogenic signaling. Signaling in
tumor cells is characterized by an unbalance
between proliferative signals by oncogenic
factors (left) and inhibitory signals from
tumor suppressors (right). Oncogenes
and tumor suppressors can be found on
all levels of cell signaling, from membrane

receptors down to nuclear transcription
factors. Cellular events that either increase
the activity of oncogenes or decrease
tumor suppressor functions can promote
uncontrolled cell division, metastasis,
and the formation of tumor blood
vessels (angiogenesis).
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removal of cancer cells is of limited success if dissemination has occurred. By
contrast, chemotherapy reaches wider areas of the body, including any distant
metastases. The major obstacle in this approach is the lack of selectivity
and consequently often severe side effects. Most commonly administered drugs
are designed to interfere with DNA replication and thus cell division – cytostatic
agents. As a consequence, cancer cells with high proliferation rates are more
susceptible than slowly dividing cells. As many tissues including intestinal epithelia
or bone marrow also need rapid cell division of normal progenitor cells, chemo-
therapy with cytostatics has serious limitations. The finding that slowly dividing
cancer stem cells can reside within the tumor cell mass provides a mechanistic
explanation for the frequent observation that a life-threatening cancer relapse can
follow an initial reduction of the cancer cell mass. These cells with stem cell-like
properties are often more resistant to standard therapeutic treatments than the
majority of the tumor cells. If they survive the therapeutic intervention, this cell
population is the seed for new tumors.

Rational Tumor Therapy The identification of cellular oncogenes and a growing
knowledge of intracellular signaling networks in cancer cells have created new
opportunities. Given the importance of individual oncogene products, it appeared
reasonable to search for drugs that specifically target those signaling proteins instead
of using classical cytostatic drugs made to interfere with the process of DNA
replication. To be �druggable,� an oncoprotein should have a substrate binding
pocket that allows the high-affinity binding of small molecules. One of the first
prominent successes of rational drug design targeting an oncoproteinwas imatinib, a
small multi-ring compound now marketed as Gleevec� or Glivec�. This small
molecule binds to the active site of the hyperactive tyrosine kinase BCR-ABL
responsible for over 90% of all cases of CML. The drug was approved for the
treatment of CML and found to bemore effective than previous standard treatments,
leading to complete remissions in a majority of the treated patients. Imatinib is well
tolerated, but long-term side effects remain to be evaluated fully. The success story of
imatinib is not without a down side, as it has become evident that long-term
treatmentwith the drug can induce a selective pressure forBCR-ABLpointmutations
that interfere with drug binding. Modified imatinib variants were introduced as
second-generation drugs to overcome this problem. Interestingly, imatinib is not
selective for BCR-ABL but c-kit and the platelet-derived growth factor (PDGF)
receptor are also inhibited by the drug. This finding makes imatinib an important
new drug to treat gastrointestinal stromal tumors (GIST). In up to 90% of the GIST
patients, amutation of the c-kit gene, important for tumor progression, is present and
those GISTpatients with normal copies of c-kit often possessmutations in the PDGF
receptor gene. Consequently, imatinib is now frequently and successfully used to
treat patients after surgical removal of the tumor. Imatinib is only one of many
examples of targeted therapy approaches, and many other drugs are currently in
clinical trials or even approved for cancer treatment. Such drugs are not in all cases
small molecules but larger monoclonal antibodies can be valuable tools for the
specific intervention with oncoproteins. For example, cetuximab, marketed under
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the brand name Erbitux�, is a monoclonal antibody against the external domain of
the EGF receptor. This antibody is approved for the treatment of squamous cell
carcinoma of head and neck and for colorectal cancer. Trastuzumab (Herceptin�), a
monoclonal antibody against the receptor HER-2, is approved for the treatment of
HER-2-positive breast cancer.

Given the large number of oncogenes and the heterogeneous pattern ofmutations
in most tumor types, it is unlikely that we will find drugs that cure all patients
suffering from a given tumor or create a �magic bullet� drug for all cancer types.
However, if the diagnosis of an individual patient allows identification of the specific
oncogenes involved in the pathogenesis of each patient�s tumor, it may be possible to
replace the non-selective chemotherapy with an individually tailored targeted
therapy approach. This way to combine refined diagnosis techniques with very
specific drugs is called personalized therapy/personalized medicine (see Section 7.4.7).

7.4.2
Cardiovascular Disease

The cardiovascular system, consisting of the heart and blood vessels, supplies blood
carrying oxygen and nutrients to organs and tissues throughout the body, including
the heart and vessels themselves. The cardiovascular system is a large multi-
component system and prone to dysfunction. In fact, cardiovascular disease (CVD),
a collection of numerous different pathologies often interacting with the immune
system, is the leadingmortality causeworldwide, accounting formore than 25%of all
deaths in recent years, and the figure is likely to increase. Heart attack, stroke, heart
failure, and high blood pressure are some of theCVD formswell known to the public.
Mechanistically, CVD involves a variety of underlying mechanisms including arte-
riosclerosis or hardening of the arteries, ischemia or diminished bloodflow, infection
by bacteria or viruses that often affect the heart valves, and/or abnormal prenatal
development. Various genetic factors contribute to the pathogenesis, making some
individuals more predisposed to develop certain forms of CVD and modulating the
severity of the disease. Certain lifestyle factors, such as cigarette smoking and a diet
rich in saturated fats, are alsowell-recognized risk factors. A few examples ofCVDare
briefly summarized below.

Atherosclerosis One of the most important and extensively studied contributing
factors in many different forms of CVD is atherosclerosis, a chronic inflammatory
vascular condition under which atheromas or cholesterol-containing plaques form
immediately beneath the inner blood-facing surface (the endothelium) of medium-
and large-sized arteries. The vascular endothelium (�intima�) is a one-cell layer lining
blood vessels located on top of the smoothmuscle cell layer (�media�) and produces a
large number of vasoactive signaling molecules including endothelin, bradykinin,
and nitric oxide. What triggers development of atherosclerotic plaques in the first
place is not entirely clear, but it is believed that an injury to the endotheliumcaused by
amechanical or a shear stress typically initiates a vicious cycle of atheroma formation.
Injured endothelial cells exhibit enhanced vascular permeability, allowing various
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molecules to traverse the vascular wall. The dysfunctional endothelial cells also alter
their gene expression pattern. As a result, the endothelial cells start to express cell-
adhesion molecules that facilitate attachment of circulating white blood immune
cells to the injured area, creating a local inflammation and oxidative stress. The
presence of low-density lipoprotein (LDL), which is often referred to as �bad
cholesterol,� is also an important contributing factor. The immune cells infiltrate
andmigrate beneath the endotheliumand facilitate the formation of an atheroma just
outside the normal smoothmuscle layer boundary (�internal elastic lamina�). During
plaque formation, infiltrated immune cells generate reactive species capable of
oxidizing cell components, including LDL. Oxidized LDL is taken up by infiltrated
macrophages, which then transform themselves into foam cells that store oxidized
LDL in their cytoplasm. Furthermore, the infiltrated immune cells release a variety of
autocrine and paracrine signals (see Section 7.4.3.1) and accelerate the development
of atheroma. A collagen fibrous cap eventually surrounds the plaque, which, at the
end, contains cholesterol deposits, ectopic migrated smooth muscle cells, and newly
formed small blood vessels (Figure 7.62). The formation of a mature atheroma
protruding the endothelium to the artery lumen interferes with the laminar flow of
blood, potentially seeding additional plaques nearby.

Heart Attack and Stroke Large atherosclerotic plaques decrease the inner diameter
of the afflicted arteries and compromise supplies of oxygen and nutrients to the
organs and tissues. If this occurs in coronary arteries, ischemic heart disease results,
which in turnmay cause other secondary changes in the heart. Stenosis or narrowing
of coronary arteries by atherosclerotic plaques itself is a serious medical issue, often
manifesting as a form of angina or chest pain called stable angina. The situation
becomes much more urgent if the plaques rupture, exposing the plaque core to the
bloodstream. Plaque rupture can lead to the formation of thrombi or blood clots

Figure 7.62 Atherosclerosis in artery. (a)
Section through a blood vessel. A medium to
large artery is illustrated here. The layer
containing the endothelium is known as the
tunica intima or simply the intima. The layer

containing smooth muscle cells is called the
tunica media or the media. The outermost layer
is called the tunica adventitia. (b) Mature
atherosclerotic plaque causing arterial stenosis
(narrowing cross-section).
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capable of obstructing blood flow, potentially leading to acute coronary syndrome
(ACS) and tomyocardial infarction (heart attack).Without adequate blood supply, the
cells in the affected area die and are eventually replaced with collagen if the patient
survives. The diagnosis of myocardial infarction is aided bymeasurements of serum
biomarkers, such as troponin released from the cytoplasm of dying cardiac muscle
cells. An ischemic stroke results when a similar plaque rupture occurs in an artery
supplying blood to the brain. In some cases, a thrombus may break loose from the
vascular wall and becomes an embolus, whichmay clog blood flow elsewhere – a case
of embolism.

Hypertension Hypertension is a definitive risk factor for many forms of CVD and
also for other diseases, such as renal disease. Today, normal blood pressure is a
systolic pressure of less than 120 mmHg and a diastolic pressure of less than
80 mmHg (120/80). Those individuals with pressure levels of 120/80 to 139/89
mmHg are said to be prehypertensive and those with levels �140/90 mmHg are
considered to be hypertensive. The majority of hypertension cases (�95%) are
essential or primary; no specific cause can be attributed. Undoubtedly, both genetic
and lifestyle factors are at play. Some of the known risk factors include family history,
age, cigarette smoking, diet as such excessive sodium intake, low physical activity
level, and high bodyweight. Physiologically, blood pressure is a function of twomajor
variables: the cardiac function and the vascular resistance. Each of the two variables in
turn depends on numerous factors, making the overall process of blood pressure
regulation extraordinarily complex and the majority of the hypertension cases
essential. Many prehypertensive and hypertensive patients are typically treated with
medications designed to affect the contractility of blood vessels and/or the fluid
handling in the kidney.

Heart Failure When the heart is beating but is not performingwell enough to supply
sufficient blood to organs and tissues, the condition is called heart failure. Heart
failure can be caused by insufficient filling of the heart with blood, known as diastolic
heart failure, and/or by ineffective ejection of blood by the heart, termed systolic heart
failure. Normally, as the heart is filled with a greater volume of blood (diastolic
volume), the heart output (stroke volume) increases, as described by the
Frank–Starling law. In systolic heart failure, the slope of the curve relating the
cardiac output and the diastolic volume is noticeably less than that inhealthy hearts so
that, for a given diastolic volume, the stroke volume is less.Heart failure often leads to
serious secondary pathologies in end organs, such as the lungs, liver, and kidneys.
The underlying etiology of heart failure is diverse, but therapeutic strategies typically
involve lowering blood pressure by manipulating the fluid handling by the kidney
and modulation of vascular and cardiac muscle contractility.

Cardiac Arrhythmia The rhythmic activity of the heart originates as a spontaneous
action potential in the primary pacemaker cells in a small area in the right atrium
called the sinoatrial (SA) node, which then spreads to the atria. The atrial electrical
excitation is transmitted, through the atrioventricular (AV) node, to the ventricles.
Within the ventricles, the action potential spreads through the bundle of His and
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Purkinje fibers, which are essentially modified neuronal cells, and initiate coordi-
nated ventricular muscle contraction. Cardiac arrhythmia or irregular heartbeat may
result when any of the above processes is impaired and this is clinically confirmed
using electrocardiography (ECG/EKG). Arrhythmias are frequently observed follow-
ing myocardial infarction because the normal electrical pathway described above is
disturbed by the nonfunctional cardiac cells. One example of arrhythmia is ventric-
ular fibrillation, observed frequently in patients with ischemic heart disease; the
electrical activity in the ventricle becomes unsynchronized and interferes with
effective blood ejection, potentially leading to sudden cardiac death. Genetic muta-
tions, often in those genes coding for the cardiac ion channel proteins responsible for
generating and shaping the cardiac action potential, predispose the afflicted indi-
viduals to arrhythmia.

Biophotonics in CVD Technological advances, including those utilizing biophotonic
approaches, havemade significant contributions to our understanding of the normal
heart function and also to CVD. Using optical methods, it is now feasible to visualize
the spread of electrical activity and changes in intracellular Ca2þ (see Section 7.3.2.1)
in a beating heart. The beating heart of a patient can be now visualized noninvasively
using an echocardiogram. Biophotonics methods, such as Raman microscopy and
fluorescent microscopy, have been utilized to analyze atheromas. Some commercial
instruments use optical methods, such as measurements of optical density, to detect
blood clots. It is anticipated that biophotonics will continue to play an important role
in the cardiovascular physiology and pathophysiology.

7.4.3
Malfunction of the Immune System

Failures of the immune system can fall in one of three main categories: immuno-
deficiency, autoimmune disease, and hypersensitivity (allergy). Before discussing
selected examples for each category, the following sections give an introduction to
general aspects of the human immune system.

As multicellular eukaryotic organisms evolved, not only did they compete with
single-celled bacteria for nutrition resources but the organisms themselves hap-
pened to be ideal, energy-rich habitats where bacteria could thrive. Successful
evolution therefore required effective defense strategies to keep bacteria out or at
least to restrict their growth and to prevent their attack of the host�s cells. The human
immune system is much more than a class of defensive blood cells; it involves a
collection of multiple defense systems, employing both passive and active safeguard
strategies. In general, two types of immune responses are recognized, the innate and
the adaptive. The innate immune response is already active at birth and it is
nonspecific; it acts rapidly against a wide variety of pathogens in a relatively
generalized and stereotypical manner. In contrast, the adaptive immune system
responds to specific pathogens and improves through multiple exposures to patho-
gens. The memory of adaptive immune cells allows faster and stronger reactions
against previously encountered pathogens.
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7.4.3.1 Immune Cells and Their Functions
The innate immune system can be divided into two parts: the first-line defense is
provided bymultiple barriers of different types to prevent pathogens from entering
body tissues and the second-line defense involves all othermechanisms that kill those
pathogens that crossed the first-line barriers. The skin provides a physical barrier
surrounding the whole body. Tightly packed dead cells of the outer epidermal layers
are embedded in secreted ceramides and other lipids; this barrier is nearly
waterproof and difficult to penetrate. Importantly, the epidermis is not traversed
by blood vessels such that invading bacteria cannot spread but remain localized. At
body orifices, additional barrier mechanisms come into play, such as the lacrimal
apparatus of the eyes and the saliva in the mouth. The constant secretion of tears
from the lacrimal glands flushes potential pathogens and particulate matter out of
the eye. This fluid also contains the antibacterial enzyme lysozyme and IgA
immunoglobulins. Both protective molecules are also found in saliva. Other parts
of the body with a continual inrush of pathogens are covered with mucous
membranes. Such major portals of entry are the respiratory and the genitourinary
tracts. Mucus layers on the outer epithelia help to trap microorganisms that can be
removed by the rhythmic movements of cilia, the hair-like outer appendages of
many epithelial cells. An important chemical barrier is provided by the extreme
acidic environment of the gastric juice. In the genitourinary tract, lactic acid in the
urine and frequent flushing reduce bacterial growth.

Second-line Defense of Innate Immunity Despite the barrier mechanisms in place
described above, numerous bacterial cells and viruses manage to enter the human
body every day. The second line of the protective mechanisms against these invaders
includes cellular responses and chemical activities. A prominent component of the
chemical response is the complement system, a set of about 30 circulating serum
proteins that becomes activated in a cascading manner, leading to multiple con-
sequences including inflammation, recruitment of phagocytes that engulf the
foreign bodies, and lysis of invading cells such as bacteria. As the terminal reaction
of the complement cascade, a membrane attack complex forms on bacterial surfaces
that punches holes into themembrane. The complement cascade can be triggered in
multiple ways, one of which involves the presence of antibody–antigen complexes.
Hole formation in the bacterial plasma membrane causes a breakdown of the vital
proton gradient across this membrane and kills the microbe. The same complement
complex can also form holes in viral coats. This does not remove the virus, but with a
perforated envelope it can no longer infect host cells. Other key reactions of the
second-line response are inflammation and fever, the first being a mainly localized
reaction, whereas fever is a systemic increase of the body temperature. Inflammation
includes the release of histamine, leukotrienes, and prostaglandins. Together, these
mediators cause vasodilation and themigration of phagocytes. Vasodilation increases
the diameter of blood vessels in the affected areas and thereby deliversmore immune
cells. These cells, attracted by local chemical signals, leave the bloodstream and
migrate into the tissue, a process termed extravasation. The general increase in body
temperature during fever is triggered by breakdown products of bacteria such as
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lipopolysaccharide (LPS) from the outer membranes of Gram-negative bacteria. Up
to a point, fever is beneficial for the organism as the elevated temperature inhibits
bacterial growth and bacterial toxins become less active.

Blood Cells Involved in Innate Immunity Several types of white blood cells (see
Figure 7.34) contribute to the nonspecific immune response. Normal monocytes in
the blood stream are nonphagocytic, but when they reach sites of infection, chemical
signals released from other local cells trigger their maturation to become macro-
phages. This immune cell type has very high phagocytic activity and is responsible for
removing bacteria, fungi, or even virus-infected cells. Macrophages not only appear
on acute infections, but also persist in many different tissues as resident macro-
phages. In some tissues, they were given specific names, such as microglia in the
brain and Kupffer cells in the liver. Other cells contributing to innate immunity are
neutrophil, basophil, and eosinophil granulocytes. Neutrophils are also phagocytes
and they are important in guarding mucousmembranes and the skin. An important
task for all immune cells is to distinguish between self and nonself, otherwise also cells
of the own body could become targets of their attack. For immune cells of the innate
response, the identification of nonself largely depends on toll-like receptors (TLRs).
This family ofmembrane receptors is specialized to bindmolecules that are common
to many potential pathogens. The list of such molecules includes LPS from Gram-
negative bacteria, lipoteichoic acid fromGram-positive bacteria, and double-stranded
or single-stranded RNA found in many viruses. Activation of TLRs triggers intra-
cellular signaling pathways that lead to activation of the immune cell.

7.4.3.2 Adaptive Immune Response
In contrast to innate immunity, the acquired immunity changes with every exposure
to pathogens and the set of cells involved in the immune response changes and adapts
to specific challenges. Central elements of acquired immunity are immunoglobulins
with very specific antigen-binding sites. Antigens can be virtually any foreign
molecules that enter the body. A given immunoglobulin does not recognize the
whole antigen structure, but instead binds to very delimited surface areas, so-called
epitopes. Figure 7.63 illustrates the overall structure of the IgG immunoglobulin.
These proteins can either be secreted as antibodies or they can reside on the surface of
B lymphocytes. IgGantibodies are composed of twoheavy and two light chains linked
by disulfide bonds. A constant region is common to all antibodies, but the variable
region of the antibody forms a highly specific antigen-binding site. The stupendous
antibody repertoire is made possible because the antibody proteins are coded by
multiple genes that are assembled in a highly complexmix-and-matchmanner, often
referred to as V(D)J recombination (see below). The term adaptive does notmean that
antibodies adapt to fit to their targets but that selection of the best-fitting antibodies
from a huge repertoire adapts the system to recognize all antigens that have been
encountered over time. Five different isotypes of immunoglobulins exist: IgG, IgA,
IgD, IgE, and IgM, with IgGbeing the predominant antibody in blood and IgA being
secreted into the mucous layers of the intestine and the respiratory tract. IgM
molecules are structurally different as they form large pentameric structures.
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The binding of antibodies to a virus particle or to a bacterium has three important
effects: (i) a pathogen is coated with a layer of antibodies so that it cannot adhere to
body cells any longer; (ii) antibodies cause opsonization of the pathogen, that is, they
mark it for phagocytosis; (iii) antigen–antibody complexes activate the complement
cascade of the innate immune system.

B and T Lymphocytes The cellular carriers of adaptive immunity are B cells and T
cells. B cells are responsible for antibody production, the humoral response,
whereas T cells carry the cellular response. A common feature of the two cell types
is their ability to produce antigen-binding proteins. In contrast to the Y-shaped
antibodies, the membrane-bound T-cell receptors comprise only one antigen-
binding site. The names of the lymphocytes refer to their site of maturation: the
bonemarrow for B cells and the thymus for Tcells. Beforematuration is completed,
the immunoglobulin genes of the precursor cells are irreversibly rearranged, such
that millions of different B and T cells arise, each being able to produce just one
specific type of immunoglobulin. In a process called clonal selection, all cells that
bind self antigens are later deleted to prevent their reaction with the own body cells.
The remaining B and T lymphocytes are so-called naive cells. They become

Figure 7.63 Antibodies and immune cells.
(a) An IgG antibody comprising two light chains
and two heavy chains. The chains are connected
via disulfide bonds (yellow). The variable
domains harbor the antigen binding sites.
(b) Interplay of humoral (antibody) and cellular
immune response. Antigen binding and
activation by helper T cells induce B cells to
become antibody-secreting plasma cells.
A smaller fraction of the activated B cells

remains as memory cells to allow a faster and
stronger response upon subsequent
encounters of the same antigen. Cytotoxic T
cells become activated when virus-infected cells
or tumor cells present an antigen on the major
histocompatibility complex (MHC). Also
activation of cytotoxic T cells needs support
from helper T cells. Most activated T cells will
attack and kill infected cells, but a smaller
population remains as memory cells.
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activated upon binding of an antigen to their surface immunoglobulin. Activation is
a complex process that can involve the mutual interaction of two lymphocytes.

If surface immunoglobulins on a B cell bind an antigen, both receptor and antigen
are taken up by endocytosis. The antigen is degraded into small fragments and the
epitope is returned to the surface, where it is presented to Tcells. Binding of a Tcell in
turn activates the B cell, which will start to proliferate and differentiate into plasma
cells. A plasma cell secretes large amounts of its specific antibody into the blood.
Plasma cells can have lifetimes between days and months, but typically their blood
concentration drops when the pathogen is cleared. Importantly, a small fraction of
activated B cells becomesmemory cells. Thesememory B cells persist and, if they ever
encounter their antigen again, they allowmuch faster proliferation of the appropriate
B cell population.

The T lymphocytes involved in B cell activation belong to the T helper cell
population. Another group of T helper cells exists to activate macrophages
specifically. Both helper T cells can be identified by a common cell surface protein,
termed CD4. Another cell surface protein, CD8, is prominently found in a second
group of T cells called cytotoxic T cells. These killer T cells biochemically induce
death in virus-infected cells, cells that carry intracellular pathogenic bacteria, and
tumor cells. The T cell can successfully identify its targets even in tissues with
mainly healthy cells because it recognizes pathogen-specific antigens present on the
surface of a target cell. Unlike phagocytes, a T cell does not engulf its target cell, but
releases a mixture of cytotoxic proteins that damage the other cell and induce cell
death by apoptosis. As with B cells, a small population of activated T cells differ-
entiates into memory T cells, which allow a more rapid immune response upon
any secondary contact with the same antigen on target cells.

Vaccination The ability of lymphocytes to generate memory cells is an efficient
protection against subsequent infections, provided that the patient survived the first
encounter. However, the same protective benefit can be induced not only with the
whole pathogen itself but also with a characteristic antigen thereof. Such an antigen
may exist on related but less virulent pathogen species, on attenuated or dead
pathogens, or even as isolated proteins or protein fragments. The first reported
successful vaccinationwas performed in 1796 by Edward Jenner. Jenner realized that
milkmaids who were often exposed to cowpox were insensitive to the otherwise
highly fatal smallpox infection. Jenner used material from cowpox blisters to
immunize healthy individuals effectively against smallpox. Today, vaccination is a
powerful way to prevent many serious diseases and it is particularly important for
viral diseases, for which treatment options are limited (see Section 7.4.4.2). Modern
vaccines are in most cases attenuated virus strains or purified virus proteins
administered via many routes, including oral and injection.

7.4.3.3 Failure of the Immune System

Primary Immunodeficiency Diseases Proper function of the human immune system
requires the activity of a large set of genetically encoded components, including
antibodies, receptors, cytokines, and enzymes. As a consequence, any defect in one of
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the underlying genes could severely compromise the immune system function. In
general, immunodeficient patients are more susceptible to infectious diseases but
the actual symptoms differ significantly. Some inherited immunodeficiencies are so
mild that they may remain unnoticed for many years whereas others are severe and
afflicted newborns may require immediate treatment.

The defects in inherited immunodeficiencies primarily affect B cells and T cells;
however, a loss of phagocyte functions or a loss of individual complement compo-
nents may have similar phenotypic effects. Severe combined immunodeficiency (SCID)
is characterized by a lack of functional T cells. As helper T cells are required to
activate B cells properly to produce specific antibodies in large quantities, both arms
of the adaptive immune response, cellular and humoral, are severely debilitated.
Most cases of SCID are due to a defect in the gene encoding an interleukin-2 receptor
subunit, known as X chromosome-linked SCID. With the lack of functional inter-
leukin receptors, Tcell progenitors cannot respond to interleukin signals and proper
Tcell maturation is impaired. A second common cause of SCID is a mutation in the
gene encoding adenosine deaminase, leading to accumulated ATP breakdown
products, which are toxic to B and T lymphocytes. Other defects concern factors
of the complement cascade or the function of phagocytic cells. In chronic granulo-
matous disease, the phagocytic cells are unable to produce hydrogen peroxide,
required to kill ingested bacteria. Consequently, patients suffer from infections by
opportunistic pathogens, which are unable to infect healthy individuals. Prominent
examples are bacteria of the genera Serratia, Klebsiella, and Salmonella and fungi of
the genera Aspergillus and Candida.

Acquired Immunodeficiency Disease (AIDS) Suppression of immune functions is
not necessarily the result of genetic defects. The most important and best-studied
case of a life-threatening immunosuppression caused by a pathogen is acquired
immunodeficiency disease (AIDS), a disease caused by the human immunodefi-
ciency virus (HIV). The World Health Organization (WHO) estimates that about
33millionHIV-infected people lived worldwide in 2008 and that about 2million died
of the disease in the same year. The target cells for HIV are helper Tcells expressing
the membrane protein CD4, as the viral infection relies on binding to this receptor
protein. Cytotoxic T cells also can clear such infected helper T cells; however, a
small population of infected helper T cells typically remains during an asymptomatic
phase that can last for several years. Following a slow increase in the number of
infected cells, patients eventually enter an acute phase of the disease, during which
also the number of cytotoxic T cells drops. Without treatment, the death of the
infected individual is usually caused by opportunistic infections, such as pulmonary
bacterial diseases or infections with oncogenic viruses. Treatment for HIV infections
consists of the combined application of three drugs, known as highly active antire-
troviral therapy (HAART). This medication targets the viral enzymes reverse tran-
scriptase and protease. The drug regimen is effective but does not cure the disease
because the virus cannot be completely cleared from the body. Hence lifelong
treatment is required, a demand that cannot be achieved formost patients worldwide
because of the high drug cost.
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Autoimmune Diseases The immune system is powerful enough to protect the
organism againstmost invading pathogens. However, the immune cells occasionally
become overactive and turn against any normal substance or tissue in the own body,
causing serious problems – autoimmune diseases. While the prevalence of auto-
immune diseases seems to be increasing, most prominently in more economically
developed countries, the underlying disease causes are not understood and therapies
are often limited to symptom management and palliative care. In multiple sclerosis
(MS), the immune system attacks themyelin sheaths aroundnerve axons in the brain
and in the spinal chord, and demyelination impairs the conduction of voltage signals
in the affected nerves. MS is not considered a hereditary disease, but some genetic
alterations may increase the susceptibility to develop the disease. Multiple subtypes
of MS are recognized. In progressive MS cases, the immune system steadily attacks
and damages the nerves and the patients experience increasing disability. The
relapsing-remitting subtype of MS is characterized by relatively discrete periods of
increased disability followed by periods with no noticeable change in the disease
severity. Myelinated axons coordinate a large number of functions in the body, and
MS patients can therefore experience a broad range of neurological symptoms,
including cognitive impairment and depression, pain,muscleweakness, and urinary
incontinence. The fundamental cause of MS is yet to be elucidated but several
immunomodulators and immunosuppressants have been approved to reduce the
frequency and severity of MS attacks.

Other autoimmune diseases include myasthenia gravis (MG), rheumatoid arthri-
tis (RA), and diabetes mellitus type I (discussed in Section 7.4.6), to name just a few.
MG is an autoimmune channelopathy with antibodies directed against nicotinic
acetylcholine (ACh) receptors located on the skeletal muscle fiber, a transmitter-gated
ion channel. MG is characterized by progressive skeletal muscle weakness during
periods of activity that improves with periods of rest. First signs are oftenweaknesses
of the eye muscles or of muscles involved in facial expression or chewing. Typical
treatment mainly involves cholinesterase inhibitors to increase the concentration of
ACh to improve muscle excitation or immunosuppressant drugs to reduce the
autoimmune reaction against the channel protein. RA is a systemic inflammatory
disorder that mainly attacks synovial joints of the hands and feet but sometimes also
larger joints such as the knees. Symptoms include painful swelling of the joints,
stiffness, and destructive erosion of the joint surfaces. Although it is widely accepted
that autoimmunity plays an important role in RA, themolecular pathogenesis is only
poorly understood. Apparently, abnormal interactions between B cells and T cells
result in the excessive production and release of inflammatory cytokines; treatment
with anti-inflammatory drugs can be used to suppress the symptoms.

Hypersensitivity Allergy is the most common type of immune dysfunction, char-
acterized by an exaggerated inflammatory response to otherwise normal environ-
mental substances, known as allergens. Allergic reactions may be elicited by a huge
palette of stimuli, including airborne particles such as pollen and fungal spores, food,
antibiotics, and latex. In the acute phase of the disorder, a subset of helper T cells
stimulates B cells to produce and release IgE-type antibodies against the allergen.
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Circulating IgE antibodies then bind to the surface of mast cells and basophil
granulocytes. With the bound antibodies, both immune cells are sensitized to the
allergen and upon exposure they will release potent inflammatory chemical med-
iators, such as histamine, leukotrienes, and prostaglandins. The symptoms such as
tissue swelling and itchiness can either be localized to the sites of allergen exposure
or systemic, affecting thewhole body. Treatment can include drugs that interferewith
the inflammatory mediators, such as antihistamines or anti-leukotrienes. If specific
allergens could be determined by allergy tests, avoidance of the allergen often solves
the problem. If that is not practical, desensitization is a gradual vaccinationprocedure
against specific allergens. This can be achieved by subcutaneous injections or
sublingual administration of progressive allergen doses with the aim of inducing
the production of IgG antibodies against it. These antibodies are supposed to
neutralize and clear the allergen, thereby preventing it from interactions with IgE
antibodies.

7.4.4
Infectious Diseases

All infections, whether causedby bacteria, viruses, or parasites, follow similar general
principles: (i) the pathogenmustfind away to get into the host; (ii) the pathogenmust
be able to deal with the immune responses to remain inside the host; (iii) the
pathogenmust findways to exit the host and to be transmitted to another host. These
three requirements are sufficient for a successful life cycle of the pathogen. To make
the whole process a disease, the pathogen must cause damage to the host in some
form. If the relationship has no obvious disadvantage for the host, the intruder would
rather be called a commensal. This is the case for many of the bacteria in the human
mouth flora or in the intestine.

As outlined before, major entry sites into the human body are the mucous
membranes of the respiratory tract, the gastrointestinal tract, and the genitourinary
tract. Together, these surfacesmake about 400m2 ofmucousmembrane in a human
adult and, despite the defense mechanisms of innate immunity, numerous bacteria
and viruses have evolved to use the aforementioned entry sites. By contrast, the intact
skin is a near-perfect protective barrier, but the so-called parenteral route of infection
usually depends on breaks in this barrier. Apart from injuries, parenteral
infection can also occur very efficiently if an invader uses biting insects as trans-
mission vector. This is a common entryway for many parasites, including Plasmo-
dium, the malaria agent.

Following the entry, the second task of the invading pathogen is to establish a
pathogen colony. Bacteria physically attach themselves to the host cells using their
filamentous fimbriae or sticky glycolipids (adhesins). Viruses attempt to gain entry
into the cell cytosol to avoid beingflushedout or cleared bymacrophages (Figure 7.64).
Some pathogens, such as Vibrio cholerae, responsible for cholera, and Neisseria
meningitidis, responsible for bacterial meningitis, grow rapidly within the host
whereas others, such as herpes simplex viruses and Epstein–Barr virus, can remain
in a latent state that allows them to stay life long with one host organism.
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Finally, to ensure survival of the pathogen as a species, mechanisms of transmis-
sion to a new host must exist. The major transmission routes are contact transmis-
sion, vehicle transmission, and vector transmission. A typical example of contact
transmission is the transfer of common cold-causing viruses via direct contact of the
hands. Vehicle transport means that the pathogen takes a �piggyback ride� on
something else, for example, contaminated food, dust particles, or water. If the
carrier itself is an organism, the transfer is called vector transmission. Such vectors
can be insects that sting or bite humans, but the carryover of pathogens on human
food is also a vector transmission. A common example is the spread of bacteria on
houseflies that are often found to shuttle between feces and food products.

In the following sections, bacterial and viral infections are briefly discussed.
Although both agents account for themajority of infectious diseases in humans, one
should keep in mind that fungi and parasitic protozoans can be extremely potent
human pathogens. Parasite-mediated diseases such as malaria, the African sleeping
sickness, and the American Chagas disease (trypanosomiasis) cause enormous
medical and economic problems.

7.4.4.1 Bacterial Infection
Pathogenic strains are found among both Gram-positive and Gram-negative eubac-
teria but not among archaebacteria (Figure 7.43). Closely related strains from one
species can behave either as harmless commensals or as causative agents of severe
diseases. The distinguishing factor between such strains is their ability to produce
virulence factors (Figure 7.64). Passive virulence factors protecting the bacterium

Figure 7.64 Principles of infection. (a) Typical routes of entry of bacterial and viral pathogens and
defense strategies of the host (blue). (b) Scheme of a viral lytic cycle. (c) Gram-negative bacterium
and virulence factors.
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include slimy capsules composed of polysaccharides, the variable O-antigens of the
outer membrane LPS in Gram-negatives, and a waxy coating on the outer surface, as
produced byMycobacterium tuberculosis. Active factors can be pore-forming cytolytic
toxins (hemolysin) or toxins that disturb signaling pathways in the host cells.
Importantly, the genes encoding bacterial virulence factors are often found on large
plasmids, circular DNA molecules that are inherited in parallel to the bacterial
chromosome. Such collections of virulence genes can be easily transferred between
bacterial strains, such that nonpathogens can become virulent in very short time.

The Gram-negative pathogen E. coli belongs to the Enterobacteriaceae. Other
important pathogens of this group are found in the species Salmonella and Shigella.
Common to all three species is their typical fecal-to-oral transmission. Most species
that are transferred on this route cause, among other symptoms, severe forms of
diarrhea, a factor that supports their rapid and sometimes epidemic spread. Another
prominent example is theGram-negative bacteriumV. cholerae. The cholera toxin can
induce such severewater loss that untreated patients can diewithin hours. Evenmore
potent toxinsaremadebysomeGram-positivebacteria.Theanthrax toxinproducedby
Bacillus anthracis is like a tripartite weapon consisting of the proteins edema factor,
lethal factor, and protective antigen. Once in the acidic conditions of an endosome,
edema factor and lethal toxin are converted to their active conformations. Together
with the protective antigen, these toxic proteins inactivate macrophages and neutro-
phils of the immune system, cause tissue swelling (edema), and finally kill the host.

B. anthracis is a good example of another dangerous property of many pathogens:
the ability to persist for long time as a dormant spore. When such spores are inhaled
or ingested, they are reactivated and begin to proliferate inside the host. This toxic
potency of the dry spores makes anthrax a deadly biological weapon. Another deadly
spore-forming toxin is Clostridum botulinum, a Gram-positive bacterium that is
sometime found in improperly prepared food items and produces neurotoxic
botulinum toxins.

The toxins contain a complex of several proteins that become dissociated and
activated in the host cells. Deadly paralysis is caused as the toxins bind and cleave
t-SNAREs and v-SNAREs in neurons that innervate muscle cells. As described in
Section 7.2, SNAREs are indispensable facilitators of synaptic exocytosis and the
release of neurotransmitters. The toxin causes death as soon as muscles required for
respiration are inhibited. Although this toxin can be deadly, one component in the
toxin mixture has found therapeutic applications for excessive sweating and skin
wrinkles.When the facialmuscles that contract to formwrinkles are paralyzed by the
toxin, wrinkle formation is prevented.

Antibiotics The most important finding for the treatment of bacterial diseases was
that microbes produce substances to protect themselves against other microbes. In
1928, Alexander Fleming incidentally found that the fungus Penicillium produces a
substance that kills the bacterium S. aureus. Later, it became evident that other
bacterial species, most prominently of the genus Streptomyces, also produce anti-
bacterial toxins. These newly identified and purified substances became powerful
weapons for medicine to defeat bacterial infection.
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Later, the active compounds could also be produced as synthetic or semi-synthetic
molecules. Importantly, antibiotics directed at bacteria-specific targets were identi-
fied, allowing for a thorough antibacterial treatment without severe side effects for
the human host. For example, the target of penicillin and many other antibiotics is
peptidoglycan of the bacterial cell wall, a molecule that is not found in mammalian
cells. Other antibiotics such as erythromycin or tetracyclin inhibit translation in
bacteria; the drugs interfere with bacterial ribosomes but have no activity against
eukaryotic ribosomes. Other antibiotics inhibit common prokaryotic enzymes
involved in transcription and DNA replication.

Unfortunately, with the rising use of antibiotics, it has become evident that
bacteria can acquire antibiotic resistance. For instance, the bacterial enzyme
b-lactamase cleaves the important b-lactam ring of penicillin. Other resistance
mechanisms include small mutations in the antibiotic target molecules, such that
the antibiotic no longer binds to the original target and the activity of the target is
preserved. The intensive use of antibiotics in hospitals puts strong selective
pressure on bacteria and resistant strains have become more and more common
in this sensitive environment. Pathogenic S. aureus strains with penicillin resis-
tancewere found shortly after the introduction of the antibiotic. Somedecades later,
new strains emerged that were also insensitive to the approved treatment with
the b-lactamase-stable antibiotic methicillin/meticillin. These dangerous strains
were named methicillin-resistant (or multidrug-resistant) Staphylococcus aureus
(MRSA). Vancomycin has become the last line of defense against strains, but more
recently even vancomycin-resistant strains (VRSAs) have been discovered, neces-
sitating the use of even newer antibiotics.

7.4.4.2 Viral Infection
The most important difference between viruses and bacteria is that a virus is not
an independent organism but a parasite of a host cell; a virus needs energy and
the enzyme machinery of the host to multiply. Reflecting this infectious arrange-
ment, it has been challenging to design specific and effective anti-viral drugs.
The salient structure of a virus is a protein coat or shell (capsid) that covers
genetic material, either DNA or RNA. Both types of nucleic acids can be packed
as either double strands or single strands. In complex viruses, a phospholipid
membrane with glycoproteins serves as an additional outer envelope surrounding
the capsid.

Two basic capsid structures can be distinguished: icosahedral shapes and helical
shapes. Icosahedral viruses have a capsid with 20 triangular surfaces whereas helical
capsids can be filamentous or rod shaped. Although viruses do not have an
independent life of their own, their infection cycle in many respects resembles the
life of a real organism. During this cycle, the geneticmaterial is duplicated and a new
generation of virus particles is released. Mutations during the replication process
allow the evolution of new traits and new strains evolve from existent strains.

Virus infection of a host cell does not necessarily mean that new virus particles are
made in large numbers immediately. In a lysogenic cycle, viral DNA becomes
integrated into the chromosomal DNA of the host. This ensures that the viral genetic
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material is replicated by the host and transferred to the daughter cells upon mitosis.
Only if such a �sleeper� virus is activated by unusual stress to the host cell or other
triggers does it resume the lytic cycle and capsid protein is made to pack viral nucleic
acid. With the release of virus particles, a new lytic cycle begins. As long as they are
inside the host somewhere, virus particles can attack previously uninfected cells. The
first step is attachment to the membrane or to specific receptor proteins followed by
endocytosis. The endocytosis pathways used by viruses include clathrin-mediated
uptake, caveolar endocytosis, and other mechanisms. To make use of its genetic
material, the viral genetic material must be released from its capsid and envelope.
This can occur at the cell membrane in some cases, but in many cases it happens in
the endosomeor even later in the process. ForRNAviruses, replicationof the genome
includes a transient conversion into DNA by means of a viral reverse transcriptase.
Following genome multiplication, new viral proteins are made to form new capsids
and package nucleic acids. Specific packaging signals on viral nucleic acids identify
them to the capsids to ensure that no host nuclei acid is packed. The final release of
the new virus particles relies either on death and lysis of the host cell or budding from
the plasma membrane. The former is typical for viruses with nonenveloped capsids,
whereas the latter is more frequently used with enveloped viruses.

Viral dissemination and transmission occur via multiple pathways, just like
bacterial infections. The most common entry site is the respiratory tract, as virus-
containing aerosols are easily inhaled. The digestive tract is another common entry
site; however, viruses using this route must be resistant to acid, bile, and proteolytic
enzymes. The urogenital tract is the entry pathway for sexually transmitted viruses,
including HIV, the causative agent of AIDS. As many of the steps in a viral life cycle
involve enzymatic activities of the host, the development of selective antiviral agents is
appreciablymore challenging than that of antibiotics.Nevertheless, viruses oftenhave
Achilles� heels and some drugs are in fact available tomake use of them. Acyclovir is a
nontoxic nucleoside analog of guanine, a building block of DNA. In the cells infected
with herpes simplex virus, this analog is activated by the viral enzyme thymidine
kinase. Acyclovir is then incorporated into DNA, leading to death of the infected cell.
Zanamavir is an inhibitor of the neuraminidase enzyme of the influenza virus and
specific protease inhibitors such as indinavir are used to treat HIV infections. These
antiviral agents offer some hope, but prevention of viral infection by vaccination
remains the most powerful way to combat viral diseases.

7.4.5
Degenerative Diseases Exemplified by Neurodegenerative Diseases

In degenerative diseases, select body functions become progressively impaired over
time. Numerous degenerative human diseases are known, afflicting different organs
and tissues. Some believe that aging in itself is a degenerative disease that could be
treated. Although the exact nature of aging is a matter of debate, aging is associated
with many degenerative conditions. Among them are neurodegenerative diseases of
the CNS, exemplified by Huntington�s disease, transmissible spongiform enceph-
alopathies, Parkinson�s disease, and Alzheimer�s disease, which illustrate the

642j 7 Biology



diversity in etiology and pathogenesis while causing progressive loss of neurons in
different areas of the brain. Because the regenerative capability of the brain is very
limited, the impairment is not currently reversible and there is no cure for any of the
aforementioned conditions today. It is hoped that the ongoing intensive multidis-
ciplinary investigations, including those utilizing biophotonics, will soon lead to
improvements in treatment and care, and eventually to cure and prevention.

Huntington�s Disease Huntington�s disease is an inherited neurodegenerative
disease characterized by progressive impairments in movement and emotional and
cognitive abilities. The initial symptoms, such as abnormal jerky and involuntary
movements, are frequently recognized at age �40 years followed by death typically
10–20 years later from a variety of causes. The disease is autosomal dominant and
caused by mutation in the huntingtin gene on chromosome 4. The gene codes for a
large protein called huntingtin expressed inmany tissues, especially in the brain. The
huntingtin protein in Huntington�s disease patients contains an abnormally greater
and variable number of glutamine residues in a row, referred to as polyglutamine
(polyQ) repeats, coded by CAGrepeats (trinucleotide repeats) in the huntingtin gene.
The number of CAG repeats in the gene can be used to predict whether an individual
develops Huntington�s disease, and genetic testing for the disease is available. The
functions of normal huntingtin are not yet clear but recent evidence suggests that the
protein has a critical role in the neuronal metabolism of cholesterol, which regulates
the cell membrane fluidity. Mutant huntingtin proteins with polyglutamine repeats
are suspected to accumulate in nerve cells and interfere with proper cholesterol
metabolism, eventually causing cell death. Huntington�s disease is only one of so-
called trinucleotide/polyQ diseases and other notable examples include spinocer-
ebellar ataxias and dentatorubral-pallidoluysian atrophy.

Creutzfeldt–Jakob Disease In inherited diseases such as Huntington�s disease, the
transmission agent is nuclear DNA. In contrast, other neurodegenerative diseases
may involve genetic and nongenetic factors. Such a multicausal characteristic is well
evident in Creutzfeldt–Jakob disease, a relatively rare but fatal neurodegenerative
disease that causes dementia. Creutzfeldt–Jakob disease has three forms, depending
on the etiology: sporadic, familial (inherited), and acquired. The sporadic and familial
forms account for the vast majority, >99%, but the acquired form has been well
publicized in part because of its similarity to bovine spongiform encephalopathy
(BSE) or mad cow disease. The initial symptoms of Creutzfeldt–Jakob disease may
include emotional and cognitive changes. Following the symptom onset, patients
deteriorate very rapidly and usually die within 12 months. Postmortem examination
of the brain typically reveals numerous characteristic �holes,� thus giving rise to the
name spongiform encephalopathy.

Creutzfeldt–Jakob disease involves conversion of normal prion proteins into
abnormal pathogenic conformations. The misshaped prion proteins accumulate,
leading to neuronal death. The normal prion protein is a glycosylated membrane-
anchored protein with a large a-helical content. The normal functions of prion
proteins are yet to be established thoroughly but its participation in proper formation
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of insulation around nerve axons (myelination) is likely. One notable characteristic of
prion diseases, including Creutzfeldt–Jakob disease, is that abnormal prion proteins
drive other surrounding normal prion proteins to assume abnormal pathogenic
conformations, which in turn coerce additional prion proteins to be pathogenic. This
vicious cycle may contribute to the rapid progression of the disease. In the familial
form of the disease, a genetic mutation facilitates the conformational conversion of
prion. In the acquired form, it is the abnormal prion proteins themselves that
transmit the disease. �Prion infection,� although rare, does occur by exposure to
tissues containing pathogenic prion proteins isolated from Creutzfeldt–Jakob dis-
ease patients. Decontamination of prion poses a serious challenge because abnormal
pathogenic prion proteins are notoriously difficult to destroy.

Parkinson�s Disease Parkinson�s disease is a relatively common degenerative
disease, disproportionately afflicting older individuals. Parkinson�s disease patients
slowly lose their motor coordination, typically exhibiting bradykinesia, impaired
posture control, and muscle rigidity. Additional nonmotor symptoms may be
observed and, during end stages, different degrees of dementia may be present.
Multiple causal and contributing factors for Parkinson�s disease are known. A small
fraction of Parkinson�s disease cases are inherited and genetic mutations in several
genes are linked with Parkinson�s disease, including those in a-synuclein, parkin,
UCH-L1, DJ-1, PINK-1, ATP13A2, OMI/HTRA2, and LRRK2. Functions of the
proteins coded by these genes are not yet clearly known, but they may have diverse
cellular functions, including a role in synaptic transmission, protein degradation,
and protein phosphorylation. Environmental factors may also contribute to the
development of the disease. Although inconclusive, chemicals contained in drugs
of abuse, insecticides/pesticides/herbicides, exposure to metals that cause oxidative
stress, viruses, and head trauma have been implicated. The aforementioned diverse
factors eventually destroy the melanin/dopamine-containing neurons in the sub-
stantia nigra in the basal ganglia of themidbrain. The surviving neurons in the brain
of a typical Parkinson�s disease patient contain intracellular inclusions called Lewy
bodies filled witha-synuclein fibrils.Whether thea-synuclein-containing inclusions
represent a causal factor for the disease or a cellular defense mechanism against the
disease is uncertain. The presence of Lewy bodies is not a unique characteristic of
Parkinson�s disease; similar intracellular inclusions are also found in other demen-
tia-causing neurodegenerative diseases, including Lewy body disease (LBD).

Because Parkinson�s disease involves destruction of the substantia nigra neurons
that release dopamine as the neurotransmitter, one of the common treatments is to
administer exogenous dopamine precursors, such as levodopa, which are then
converted into dopamine in the surviving neurons. The levodopa treatment is not
entirely satisfactory and new therapeutic options are being actively explored. One
such method is deep brain stimulation, which involves surgical implantation of an
electrical stimulator into the brain. The exact mechanism of the action of deep brain
stimulation is only beginning to be elucidated and a new experimental approach
using genetically engineered light-sensitive ion channels coupled with optical fibers
is providing promising information.
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Alzheimer�s Disease The most common cause of dementia in the older population
today isAlzheimer�s disease, which afflicts>50%of the individuals over the age of 85
years. Because this age group is projected to increase steadily in number in
many countries, Alzheimer�s disease is a significant health and social concern.
Alzheimer�s disease patients show progressive impairment of cognitive skills,
especially short-term memory, and subsequent autopsies typically show marked
brain atrophy and secondary expansion of fluid-filled ventricles. Such postmortem
examination of the brain of a typical Alzheimer�s disease patient using silver stain
reveals two microscopic characteristics of the disease, amyloid plaques and neuro-
fibrillary tangles. The plaques are extracellular deposits outside neuronal cell bodies
and dendrites made of multiple proteins. The plaques are found in all individuals as
they age but they are much more prominent in Alzheimer�s disease patients. The
primary component of the plaques in the Alzheimer�s disease brain is amyloid b42
(Ab42), with the number indicating the number of amino acid residues present.
Ab42 is one of the several peptides formed from the larger single-transmembrane
protein amyloid precursor protein (APP). Proteolytic cleavage of the extracellular
domain of APP by the sequential actions of the proteases a- and c-secretase produce
nonamyloid peptide fragments, but the processing by b- and c-secretases forms
amyloid peptides of two different lengths, 40 and 42 residues.Of the two forms, Ab42
is more intimately implicated for Alzheimer�s disease; aggregation or oligomeriza-
tion of Ab42 is suspected to impair normal neuronal communication, eventually
leading to cell death and brain atrophy. In addition to the extracellular plaques,
intracellular insoluble aggregates consisting of hyperphosphorylated tau proteins,
referred to as neurofibrillary tangles, are readily observed in the Alzheimer�s
disease brain.

Both genetic and nongenetic factors are clearly involved in Alzheimer�s disease.
Rare early onset forms of the disease are familial or inherited; mutations in multiple
genes, including those coding for amyloid precursor protein and presenilin, a
component in c-secretase, are known to be associated with Alzheimer�s disease.
However,mostAlzheimer�sdisease casesare sporadic.Although theetiology remains
to be elucidated, it is believed that certain genetic and environmental factors may
modulate the disease onset and pathogenesis. As is the case for Parkinson�s disease,
exposure to certainmetals, pesticides, and brain trauma are suspected to increase the
disease risk. In contrast, changes in diet and lifestyle may offer some protection.
However, once Alzheimer�s disease has been diagnosed, the only therapeutic options
widely available are to preserve the remaining brain function by reinforcing the
endogenous cholinergic synaptic pathway with inhibitors of cholinesterase that
hydrolyzes the neurotransmitter acetylcholine and to minimize neuronal death
caused by overexcitation by blocking glutaminergic synaptic pathways.

7.4.6
Diabetes: Malfunction of Blood Sugar Regulation

Diabetes mellitus is a group of diseases affecting glucose metabolism. Glucose, a
primary cellular energy source, is transported from the extracellular medium to the
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cell interior across the cell membrane by the action of specific glucose transport
proteins. The glucose uptake facilitated by selected glucose transporters in the liver,
muscle, and fat cells is enhanced by the peptide hormone insulin released from the b
cells in the islets of Langerhans in the pancreas. The insulin release into the blood
occurs in a fluctuating and pulsatory manner from the b cells in response to many
stimuli, including the blood glucose level. The mechanism of glucose utilization is
disrupted in type 1 and type 2 diabetes mellitus in different ways, both resulting in
hyperglycemia, an increase in blood glucose level. Among the initial symptoms
useful for diagnosis of diabetes are the presence of glucose in the urine (glycosuria),
frequent urination (osmotic diuresis), and subsequent dehydration.

Type 1 diabetes, sometimes referred to as juvenile diabetes as its symptoms
typically but not exclusively develop relatively early in life, is accompanied by
hypoinsulinemia caused by the destruction of insulin-secreting b cells. Without
insulin to stimulate glucose transport into cells, the blood glucose level remains
elevated and cells are forced to utilize an alternative energy source. In particular,
the liver cells breakdown stored fat into fatty acids and ketone bodies, the latter of
which in turn cause acidification of the blood known as diabetic ketoacidosis.
The underlying cause or etiology of destruction of the insulin-secreting b cell
observed in type 1 diabetes is not well understood, but it is clearly autoimmune
in nature with the pathogenesis process taking place over days to weeks, possibly
precipitated by viral infection. The hyperglycemia in type 1 diabetes can bemanaged
by exogenous insulin by injections of insulin or through an insulin pump; however, a
cure itself is not currently available but cell replacement therapy using stem cells
holds promise.

In type 2 diabetes patients, b cells typically remain intact and insulin is released at
least initially but cells in the body fail to respond to insulin: insulin resistance.
Without the uptake of glucose normally observed, hyperglycemia results even in the
presence of normal or sometimes greater than normal levels of insulin. Many type 2
diabetic patients are obese and may also suffer from metabolic syndrome. Epide-
miologically, the incidence of type 2 diabetes, by far the most common form of
diabetes (>90%), has increased noticeably in recent years. It is speculated that some
lifestyle habits increase whereas others lower the disease risk. Themolecular etiology
of type 2 diabetes remains elusive; however, several classes of therapeutic agents
targeting different aspects of the glucose regulatory pathway have been developed.
For example, sulfonylureas facilitate insulin secretion from the b cells by inhibiting
their plasma membrane ATP-dependent Kþ channels that otherwise keep the cells
electrically inactive. Thiazolidinediones, in contrast, enter the insulin-target cell
nucleus and alter gene expression to increase the insulin sensitivity.

Long-term consequences of hyperglycemia in untreated diabetes are numerous
and serious, often leading to kidney failure, atherosclerosis, neuropathy, limb
amputation, and blindness. Many of the complications are consequences of the
vascular abnormalities caused by excess nonenzymatic glycosylation of serum
proteins. Accordingly, measurement of glycosylated hemoglobin (HgA1c) is fre-
quently used to monitor the disease progression in diabetic patients. Our under-
standing of the physiology and pathophysiology of blood glucose regulation has been
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aided by several biophotonic approaches. Time- and spatially resolved fluorescence
microscopy has been used successfully to monitor the exocytotic release of insulin
from b cells. Clinically, portable devices based on near-infrared diffuse reflectance
spectroscopy may allow noninvasive monitoring of blood glucose levels.

7.4.7
Personalized Medicine and Outlook

Each and every one of us is different: no two individuals are exactly alike in their
genomic makeup, epigenetic makeup, and environmental experience. The effec-
tiveness of a given medical intervention, whether preventive or curative, could vary
from one individual to the next and an ideal therapeutic plan should be tailored to
each person – personalized medicine. The premise of personalized medicine based
on the molecular genetic mechanistic knowledge and its promise are obvious.
Some genetic variations may increase the risk of developing a disease; establish-
ment of proper genetic markers may permit earlier screening and detection. Other
genetic variations may influence how well patients respond to different drugs –

pharmacogenomics. Ineffective drugs with adverse off-target effects could be avoided
and only the most effective drugs could be administered. Although the potential of
personalized medicine is vast, its implementation, with notable exceptions in the
field of oncology noted earlier, will require additional effort. The reasons for this
challenge are manifold. One of the cornerstones in the implementation of per-
sonalized medicine is to develop reliable disease and therapeutic biomarkers, and
this is not an easy task. Many genes may contribute to the overall risk of developing
a disease and each of the single nucleotide variations may make only a minor
contribution to the risk. The development of epigenetic biomarkers, such as DNA
methylation and histone acetylation, is still in its infancy. Undoubtedly, personal-
ized medicine based on the molecular genetic information will be complemented
with other promising therapeutic approaches, including stem cell-based regener-
ative medicine. In many of these new therapeutic paradigms, biophotonics is
expected to play a leading role – mostly with respect to diagnosis but likely also in
some therapeutic strategies.
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1
Microscopic and Spectroscopic Methods
Brent D. Cameron

Microscopy is a term used to refer tomethods that allow for the visual examination of
the physical properties of a sample on amicron-level scale. Although there are a wide
variety of microscopic methods ranging from optical to electron microscopy,
the focus of this chapter will concentrate on light-based methods. Although micros-
copy by itself sheds insight into the physical structure of a sample, optical spectro-
scopic methods, which concentrate on how photons of light interact with a sample
(e.g., absorbed or scattered), can be used to examine a sample�s chemical structure.
Spectroscopic methods can be performed using single-point measurements or
integrated with microscopic methods to allow for chemical imaging; also known
as microspectroscopy.

1.1
Bright Field Microscopy

One of the most basic microscopy techniques is known as bright field microscopy.
In this approach, sample illumination occurs in transmission mode through the
bottom of the sample under investigation. Visual observation of the sample occurs
from the top through standardmicroscope optics to allow for imagemagnification up
to 1000�. Although this is one of themost commonmicroscopymethods, brightfield
microscopy suffers from contrast limitations and often has difficulty with thick
samples [1], as a considerable amount of the sample under investigation will be out of
focus, which hinders the image resolution. Bright field microscopy often requires
samples to be stained or have sufficient natural pigmentation to allow for proper
viewing [1, 2]. This approach is also well suited for visualization of living prepara-
tions, such as single-cell organisms.

1.2
Dark Field Microscopy

To deal with some of the contrast issues associated with bright field imaging,
especially when dealing with unstained samples, dark fieldmicroscopy is commonly
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employed. For this approach, the configuration uses an opaque disc placed in front of
the light source and behind the condenser lens [1, 2]. At this point, the light interacts
with the sample and only the scattered light is collected due to a direct light block. This
method can significantly improve image contrast and does not require sample
staining [1]. This technique, however, is limited in terms of the intensity of the
image and therefore often requires very intense illumination, which may degrade or
damage the sample. Dark field configurations are commonly used as low-cost
alternatives to phase contrast approaches.

1.3
Phase Contrast Microscopy

When working with biological specimens, a significant amount of the detail is
undetectable when using bright field microscopy due to contrast limitations,
especially for microstructures with similar pigmentation or transparencies. In
1934, a Dutch physicist, Frits Zernike, described a technique known as phase
contrast microscopy. This approach can greatly enhance the contrast of trans-
parent samples, such as microstructures contained in living cells, microorgan-
isms, and thin tissues [3]. The phase contrast method translates minute
variations in a specimen�s refractive indices, which alters the phase relation-
ships within the electric field of light into corresponding changes in ampli-
tude [1–4]. These changes can then be visualized as differences in image
contrast, and therefore details that would normally be transparent or invisible
in bright field imaging can now be easily observed. Furthermore, living cells can
be examined in their natural state without being fixed and/or stained. Such
ability allows the dynamics of various biological processes to be observed and
recorded in significant detail.

In terms of implementation, light is focused on to a specialized annulus positioned
in the condenser prior to the sample (i.e., front focal plane) [1]. The light
then illuminates the sample, at which point it will either pass straight through
(i.e., unaltered) or will be diffracted and/or retarded in phase by structures in the
specimen. Both the undeviated and diffracted light collected by the objective is then
segregated at the back focal plane by a phase plate and focused on to an intermediate
image plane to form the final phase contrast image. It should be noted that without
the phase plate, there would be no destructive interference and therefore no
significant improvement in contrast. The phase plate allows for the slight phase
variations to be converted into visible amplitude changes, which provide for the
contrast enhancement.

1.4
Differential Interference Contrast Microscopy

Differential interference contrast (DIC) microscopy is another technique used to
improve the contrast of highly transparent or unstained samples. DIC microscopy is
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somewhat similar to phase contrast microscopy in that it converts changes in the
phase shift of the electric field of light, due to variations in refractive index, into
detectable intensity or amplitude changes. The resulting image is similar; however, it
is not plagued by the sometimes distracting bright diffraction halo [3, 5]. DIC
microscopy also depicts differences in optical density as something like a three-
dimensional relief image, although this sometimes may not entirely correctly repre-
sent actuality, as the occurrence is due to an optical effect instead of physical geometry.

With regard to implementation, the illumination source is initially linearly
polarized at an angle of 45� and enters an optical component known as a
Nomarski-modified Wollaston prism [5]. This component separates the light
into its two orthogonal polarization components. One ray will be used as the
sampling ray and the other as a reference. The microscope condenser focuses the
rays through the sample; however, they will be slightly spatially offset to each
other. Therefore, the rays may experience slightly different refractive indices
and/or sample thicknesses, resulting in different optical pathlengths. The
resulting rays are then focused by an objective lens and travel through a second
Nomarski–Wollaston prism, which recombines the beams. At this point, the rays
will interfere with each other, either constructively or destructively, leading to
either bright or dark enhancements, respectively, depending on the correspond-
ing optical path difference.

1.5
Confocal Microscopy

One of the most significant advances in the field of optical microscopy was the
development of confocal microscopy. The popularity of this approach lies in its
ability to examine the three-dimensional structure of thick biological samples.
Confocal microscopy produces an optical image using an alternative approach to
the traditional wide-field microscope. This method relies on the use of a scanning
point approach instead of full sample illumination, which provides slightly
higher resolution and considerable enhancement in the optical sectioning
of the sample by eliminating the influence of out-of-focus light that would
otherwise distort the image [6, 7]. In applications where it is desired to investigate
the three-dimensional structure of a sample, confocal microscopy is commonly
employed. Lastly, in terms of implementation, confocal microscopy may be
combined with fluorescence spectroscopy, which allows for further exploration
of biological samples.

1.6
Fluorescence Spectroscopy

Fluorescence spectroscopy is a popular research method used in biomedical
research and clinical pathology. Applications include organic compound analysis,
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DNA sequencing, the study of protein conformational changes, medical diag-
nostics, and so on. Although fluorescence measurements can be performed
using single-point detectors, image-based analysis is very commonplace today.
Fluorescence imaging/microscopy can provide for localization of intracellular
compounds and in certain implementations detection at the level of single
molecules.

Fluorescence is related to the luminescence family of processes in which certain
molecules have the ability to emit light when they are in an excited state. The two
categories of luminescence include fluorescence and phosphorescence, which
specifically depend on the electronic configuration of the excited state and the
emission pathway [8, 9]. Specifically, fluorescence is a property of certain molecules
(e.g., aromatic molecules) that absorb light at a given wavelength which excites the
species from its ground state to one of the various vibrational levels in an excited
electronic state [8]. When the molecule falls back to a specific vibrational level of the
ground state, a photon of light will be emitted in the process. Depending on the
energy level in the drop, this will determine the frequency or wavelength of light
emitted. Therefore, by measuring the emitted wavelengths (i.e., emission spectra)
along with their respective intensities, significant information about the molecule
under investigation can be determined.

In fluorescence microscopy, the fluorescence emission can be characterized not
only by intensity and spatial position, but also by lifetime [10], polarization, and
wavelength. Therefore, fluorescence microscopy is commonly performed using a
variety of configurations. Some of these configurations include epifluorescence or
incident light fluorescence [8], laser scanning fluorescence [6], confocal fluores-
cence [6], fluorescence lifetime imaging [10], and two-photon excitation fluorescence
microscopy [11].

1.7
Infrared Spectroscopy

Infrared (IR) spectroscopy is a well-established technique for the identification of
organicmolecules. Specifically, it is a subcategory of spectroscopy which employs the
IR region of the electromagnetic spectrum, which is normally broken up into the
near-infrared (NIR) (0.78–2.5mm), mid-infrared (MIR) (2.5–50 mm), and far-infrared
(FIR) (50–1000mm) spectral regions [12]. Themethod is based on vibrations of atoms
within a molecule. For analysis, an IR spectrum is normally obtained by passing IR
radiation through a sample and then determining which wavelengths are absorbed
and to what extent. From this analysis, considerable information on the molecular
and bonding structure of the sample can be determined. For biological analysis,
IR spectroscopy allows for detailed examination of complex biomolecules, including
proteins, lipids, carbohydrates, and nucleic acids [13].

In terms of implementation, the two main methods include a dispersive
approach and the more common Fourier transform infrared (FTIR) spectrometer
configuration, which is based on optical interference [12]. Detection can bemade as
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single-point, line, or image-based measurements. MIR spectroscopy can distin-
guish very subtle changes in chemical structure and therefore often this range is
used in the identification of unknown substances. However, since this region of the
electromagnetic spectrum is highly subject to water absorption, analysis of
aqueous samples can prove extremely difficult and often requires alternative
sample preparation (e.g., desiccation) or alternative sampling methods such as
attenuated total reflectance (ATR). NIR spectroscopy is better suited to handle
aqueous samples and is more commonly employed for applications in medical
diagnostics, pharmaceutical analysis, and biological investigations [13–15]. NIR
spectra consist of molecular overtones and combination bands of the fundamental
molecular absorptions found in the MIR region. Therefore, NIR spectra generally
consist of overlapping vibrational bands that may appear nonspecific and/or
difficult to resolve. However, through the use of chemometric multivariate
processing techniques, both qualitative and quantitative analyses have proven
fairly successful [16, 17].

1.8
Raman Spectroscopy

Raman spectroscopy has become an important analytical tool in a multitude of
research disciplines. It can be used for applications ranging through pharmaceu-
ticals, forensics, DNA analysis, andmedical diagnostics [18, 19]. The technique can
provide significant information that may be used for chemical identification,
bonding effect analysis, and characterization of molecular structures. Raman
spectroscopy is a powerful light-scattering technique, which in simple terms can
be thought of as a process in which a photon of light at a specific wavelength
interacts with a sample and scattered light at different wavelengths result. This
scattered light can then be analyzed to characterize the internal structure of
molecules.

More specifically, Raman emissions are generated based on the concept of inelastic
scattering ofmonochromatic light. The source excitation is usually providedby a laser
source in the visible toNIR region of the electromagnetic spectrum [20]. In the case of
inelastic scattering, depending on the molecular and bonding structure of the
sample, a small amount of the light will experience a change in energy. In the case
of reduced energy, longer wavelengths will be emitted that are unique to the sample.
These are referred to as the Stokes bands and are more commonly used for analysis.
In the case of higher energy (due to the molecule already being in an excited
vibrational state), shorter wavelengths will be emitted, also unique to the sample.
These are commonly referred to as the anti-Stokes bands. Inelastic scatter is very
uncommon and accounts for only about 0.001% of the scattered light coming from
the sample; most of the light is elastically scattered at the same wavelength of the
excitation source.

As with IR spectroscopy, in terms of implementation, the two main methods
include a dispersive approach and a Fourier transform (FT) spectrometer configu-
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ration [20]. The information contained in Raman spectra is commonly complemen-
tary to MIR absorption spectroscopy and both organic and inorganic materials
possess Raman spectra. These normally include sharp bands that are representative
of the chemical structure of the sample under investigation. It should be noted,
however, that since Raman measurements are commonly collected in the visible
range of the electromagnetic spectrum, sample autofluorescence can sometimes
mask the weak Raman signature, especially for biological samples [21]. Moving the
excitation source out to the NIR region can normally help minimize this effect.
A main benefit of Raman measurements compared with MIR spectroscopy is
that the sample requires little to no preparation and water absorption is not a
problem (i.e., sample desiccation is not required), hence the approach is well suited
to biological samples.

It should be noted that several variations of Raman spectroscopy are used in
practice. These variants are usually implemented to improve sensitivity or spatial
resolution, or to acquire specific types of information. Some of these techniques
include surface-enhanced Raman spectroscopy (SERS), Raman optical activity
(ROA), coherent anti-Stokes Raman spectroscopy (CARS), and resonance Raman
spectroscopy [21].
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2
Glucose Sensing and Glucose Determination Using
Fluorescent Probes
Mark-Steven Steiner, Axel Duerkop, and Otto S. Wolfbeis

2.1
Why Glucose Sensing?

The measurement of glucose is among the most important analytical tasks. It has
been estimated that about 40% of all blood tests are related to it. In addition, there are
numerous other situations where glucose is to be determined, for example, in
biotechnology, the production and processing of all kinds of food, in biochemistry in
general, and in numerous other areas. The continuing interest in sensing glucose,
mainly in blood, is one result of the increasing age and (alarming) size of the world�s
population, and the fact that about 4% of its (Caucasian) population suffers from
diabetes. Normal blood glucose levels range from 3 to 10mM (54–180mgdl�1).

Themarket for glucose sensors is probably the biggest single one in the diagnostic
field, its size being aboutUS$40 billion per year at present. Given this size, it does not
come as a surprise that any true improvement in sensing glucose represents a major
step forward. The greatest need at present is, however, for continuous sensors.

Both optical and electrochemical sensors can be manufactured at costs that are so
low that they can also be of the disposable type. Clinical multiparametric instru-
mentation (e.g., for sensing glucose and blood parameters such as pO2, pH,Naþ , Kþ ,
Cl�, lactate, and urea) relies on reusable sensors. In this case, a blood sample is
inserted into the instrument, a reading is made, the surface of the sensor is washed,
and the sensor is recalibrated before the next sample is introduced. Electrochemical
methods are mainly used in stand-alone instruments in clinical laboratories and in
near-patient testing. Millions of disposable electrochemical (mediator-based) blood
glucose meters are used in homecare devices that enable glucose to be determined
within less than 1min in blood samples as small as 0.3ml [1]. Electrical wiring of
enzymes [2] has led to smaller quantities of blood being taken, thus leading to almost
painless sampling in a new generation of glucose sensors that have had tremendous
commercial success.

Optical methods are based on the measurement of photons rather than of
electrons. The absence of electrodes can be advantageous in the case of patients
with heart pacemakers. Although optical schemes for sensing glucose have not had
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the success of electrochemical schemes, they still are a topic of highly active research.
In addition to color test strips, a couple of reversible optical sensors rely on the
measurement of the consumption of oxygen. Among the optical methods, photom-
etry (and reflectometry), fluorescence, and surface plasmon resonance (SPR) have
had the greatest success. Almost all optical sensors for continuousmonitoring rely on
either fluorescence or SPR. Not a single reflectometric method is known for use in
continuous sensing. This chapter is restricted to luminescence-based methods.

2.2
Classification of Sensors According to the Recognition Scheme

This review is subdivided into sections according to the method for recognition of
glucose. Once selective recognition of glucose has occurred, it has to be transduced
into (optical) information. The first fundamental type of glucose sensor is based on
the recognition of glucose by certain enzymes (or coenzymes) that subsequently
undergo changes in their intrinsic absorption and/or fluorescence, or carry a label
placed near the site of interaction and capable of reporting the interaction with
glucose. The second class of sensors measure (kinetically) the formation/consump-
tion of metabolites of enzyme activity, mainly of glucose oxidase (GOx). One scheme
is based on the measurement of the quantity of oxygen consumed according to
Eq. (2.1). Alternatively, the hydrogenperoxide (HP) formed according to Eq. (2.1)may
be determined by electrochemical or optical means. A third option consists in the
determination of the quantity of protons formed (i.e., the decrease in pH) [Eq. (2.2)].

b-D-glucoseþO2 !D-glucono-1; 5-lactoneþH2O2 ð2:1Þ

D-glucono-1; 5-lactoneþH2O! gluconateþHþ ð2:2Þ

The enzymeglucose dehydrogenase has also been used. It catalyzes the conversion
of glucose to form NADH according to

b-D-glucoseþNADþ !D-glucono-1; 5-lactoneþNADH ð2:3Þ
The amount of NADH formed according to Eq. (2.3) may bemeasured, for example,
by photometry at 345 nmor bymeasuring itsfluorescence peaking at 455 nm, but this
reaction is not reversible and comes to an end once all the NADþ has been
consumed. Hence it is less suited (and less elegant) in terms of continuous sensing.

The third large group of sensors relies on organic boronic acids that act as
molecular receptors for 1,2-diols and saccharides. The high affinity of boronic acids
towards saccharides facilitates recognition of glucose levels in blood samples
(3–50mM). When coupled to a conjugated p-system (a dye), these show a change
in the optical properties as a result of binding glucose [3, 4]. The fourth large group of
receptors exploits the capability of glucose-binding proteins (GBPs) to bind glucose
with high specificity. This includes concanavalinA (ConA) based sensor schemes and
apo-GOx, a glucose oxidasewhose coenzymehas been removed.On binding glucose,
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some proteins undergo changes in their intrinsic optical properties in the ultraviolet
(UV) region. In order to shift analytical wavelengths into the (longwave) visible
region, they have been labeled with fluorophores. Methods based on labeled proteins
are preferred because the choice of a proper label enables the optical properties of the
system to be fine-tuned.

2.3
Glucose Sensing via the Optical Properties of Oxidative or Reductive Enzymes

2.3.1
Nonlabeled Enzymes

The first group of recognition schemes comprises enzymes and coenzymes that
undergo optical changes in their spectral properties (e.g., GOx [5, 6], glucose
dehydrogenase, glucokinase [7], and apo-GOx). The optical changes usually occur
in the UV region (based on the intrinsic tryptophan fluorescence of GOx) and in the
visible region [the coenzyme flavin adenine dinucleotide (FAD) [8] of GOx]. These
respective enzymes have also been labeled with fluorophores in order to shift the
analytical wavelength into the visible region. Longwave sensing is highly desirable in
view of the reduced absorbance and fluorescence of blood and serum at >600 nm.
Labeling usually does not strongly affect the binding constants of the enzymes.

b-D-glucoseþ FAD!D-glucono-1; 5-lactoneþFADH2 ð2:4Þ

FADH2 þO2 ! FADþH2O2 ð2:5Þ

D-glucono-1; 5-lactoneþH2O! gluconateþHþ ð2:6Þ

Changes of the intrinsic fluorescence may involve (a) the UV fluorescence of
tryptophan groups [excitation/emission maxima (lex/lem) at 295/330 nm] in the
protein [5], (b) the fluorescence of FAD (Figure 2.1) (lex/lem 450/520 nm) [8], or (c)
NADþ (lex/lem 340/460 nm) [9]. An interesting competitive FRET (F€orster reso-
nance energy transfer) assay was presented by D�Auria et al. [10]. They used the
intrinsic tryptophan fluorescence of glucose kinase as donor whereas glucose
derivatized with o-nitrophenyl-b-D-glucose-co-pyranoside is the acceptor. Addition
of glucose increases donor emission and decreases FRET. The analytical range of
these sensors is typically from 0.5 to 20mM, and rarely up to 200mM [7].

2.3.2
Labeled Enzymes

In addition to the intrinsic optical properties of glucose-specific enzymes, the optical
properties of labels of the enzyme may be exploited. Fluorescein [11, 12] and
coumarin [13] are among themost commonly used labels. Excitation at above 400 nm
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is more adequate for determination of glucose in real samples because of the
ubiquitous UV absorption of proteins and other compounds in these samples.

2.4
Fluorescent Sensing of Glucose via Measurement of the Consumption of Oxygen
Caused by the Action of GOx

The measurement of the consumption of oxygen [Eq. (2.1)] via quenchable probes
(luminescent complexes of ruthenium, platinum, or palladium) immobilized in a
sensor layer together with the enzyme is a fairly successful approach. The sensors
described in the literature differ from each other mainly in the kind of fluorescent
probe and the type of polymer matrix [hydrogels, sol–gels, polystyrene (PS)]. Among
the technical layouts, optodes (optical fibers with the sensor layer fixed at the tip) and
planar sensors in microwells or in a microfluidic flow cell have been reported.
Continuous sensing using such enzymes and reversible oxygen sensors became
available in the 1980s.

2.4.1
Planar and Fiber-Optic Sensors

The luminescence of probes such as decacyclene [14], complexes of Pt(II) [15, 16] or
Pd(II) with porphyrins, Ru(phen) [17], Ru(bpy) [18] and Ru(dpp) [19], and Al-
Ferron [20] have been reported to be quenched by molecular oxygen. The metal
complexes can be excited in the visible spectrum, show large Stokes shifts, and have
comparatively long decay times and goodphotostability. The signal increases strongly

G O2GL H2O2

E D P
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Exc
Flu L

1.5 mm

350 µm

4 mm

O

Figure 2.1 Cross-section through the sensing
platelet of a fiber-optic glucose sensor. P,
Plexiglas; D, dialyzing membrane; E, enzyme
solution; O, O-ring; L, light guide. The arrows
indicate the diffusion processes involved
(G, glucose; GL, gluconolactone).
The directions of the exciting light (Exc)

and fluorescence (Flu) are also shown. The
platelet has o.d. 20mm; diameter of cavity,
4mm [8]. Reprinted from W. Trettnak and O.S.
Wolfbeis, Fully reversible fiber-optic glucose
biosensor based on the intrinsic fluorescence of
glucose oxidase, Anal. Chim. Acta, 1989, 221,
195–203, with permission from Elsevier.
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on addition of glucose (because of the consumption of oxygen). Both fluorescence
intensity and lifetime increase. Most common GOx–O2 sensors consist of the
enzyme immobilized on, or in a polymer film (2–5 mm), mostly a hydrogel or
polyacrylamide (PAA) [17]. The oxygen-sensitive indicator dye is immobilized in a
second polymer, preferably absorbed on silica gel beads, and incorporated in a
silicone film [21]. This type of sensor with Ru(dpp) as the probe for oxygen is the only
optical sensor produced commercially in very large numbers. Sensors are also known
where the enzyme and dye are embedded in the same layer. The sensing layers are
then attached to a support such as PS, controlled-pore glass (CPG) [15], or an optical
fiber (Figure 2.2), and are often shielded by a diffusion barrier layer [22].

A fiber-optic dual sensor for the continuous and simultaneous determination of
glucose and oxygen with Ru(bpy)3 as O2 transducer was described in 1995 [18]. The
sensor comprises two sensing sites in defined positions on the distal end of an
imaging fiber (Figure 2.3). Each sensing site contains an individual polymer cone
covalently attached to the activatedfiber surface using localized photopolymerization.
The fluorescence images of both sensing sites are captured with a charge-coupled
device (CCD) camera and oxygen quenching data for both sensing sites are fitted by a
two-site Stern–Volmer quenching model. Within response times from 9 to 28 s,
glucose can be detected in the range 0–20mM with this self-referenced scheme.

Further glucose biosensors have used unusual supports (eggshell membranes or
swim bladder membranes) on which GOx was immobilized [23, 24]. The glucose
biosensor has a long shelf-life and was successfully applied to the determination of
glucose in a beverage sample in a flow cell.

A limitation of oxygen-based detection schemes in general and oxygen-depleting
detection schemes in particular is based on the varying background of oxygen in
samples. This may be overcome by using a large excess of air-saturated buffer

Figure 2.2 Photographs of fiber-optic glucose
biosensors. (a) Sensor prepared from an
unpulled, single-mode, 3–5mm core optical
fiber. The scale bar represents 50mm. (b) Sensor
prepared from a pulled, micrometer-sized
optical fiber tip. The scale bar represents

10 mm [17]. Reprinted with permission from Z.
Rosenzweig and R. Kopelman, Analytical
properties and sensor size effects of a
micrometer-sized optical fiber glucose
biosensor, Anal. Chem., 1996, 68, 1408–1413.
Copyright 1996 American Chemical Society.
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solution, or by compensating the variable oxygen background by determining it
independently, for example, with a second sensor. This kind of dual sensor was
reported first by Li and Walt [18], subsequently by Wolfbeis et al. [22], and more
recently by Klimant�s group [25, 26]. They used a dual sensor, consisting of two
commercially available oxygen optodes in close proximity, where one had been
modified with GOx and the other served as a reference (Figure 2.4). This sensor is
unaffected by fluctuations of the oxygen concentration in the sample and also allows
for the compensation of slight temperature fluctuations. Comparable sensor
schemes have been patented [27–29].

2.4.2
Sensors Based on the Use of Microparticles (mPs) and Nanoparticles (NPs)

Particle-based sensors have attracted substantial interest for intracellular glucose
testing in recent years. They may be applied in the future in the bloodstream as
molecular analytical machines reporting blood glucose levels, provided that the
optical signal they are giving canbe interrogated. Xu et al. incorporatedGOx, sulfo-Ru
(dpp)3 and Oregon Green 488–dextran (as a reference-dye) in 45 nm diameter PAA
nanoparticles to obtain so-called PEBBLE sensors for self-referenced ratiometric
measurements [30]. The PEBBLEs were implanted into living cells with minimal
physical and chemical perturbations to their biological functions. Another implant-
able microsensor was reported by Brown and co-workers (Figure 2.5) [31, 32].

GOx and horseradish peroxidase (HRP) conjugated CdSe/ZnS core–shell quan-
tum dots (QDs) were used for FRET-based glucose sensing. Upon irradiation, the
QDs shuttle electrons to GOx and HRP, upon which they rapidly oxidize glucose to
gluconic acid and reduce H2O2 (or O2). This nonradiative energy transfer results in
quenching of the QD emission proportional to the concentration of glucose up to
28mM with a 30min response time [33].

Figure 2.3 Schematic showing a cross-
sectional view of the glucose and oxygen
sensing sites of a fiber-optic dual sensor for the
continuous and simultaneous determination of
glucose [18]. Reprinted with permission from L.

Li andD.R.Walt, Dual-analyte fiber-optic sensor
for the simultaneous and continuous
measurement of glucose and oxygen, Anal.
Chem., 1995, 67, 3746–3752. Copyright 1995
American Chemical Society.
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Figure 2.4 Schematic representation of
(a) hybrid sensor and (b) implanted hybrid
sensor [26]. Reprinted fromA.Pasic,H. Koehler,
I. Klimant, and L. Schaupp, Miniaturized fiber-

optic hybrid sensor for continuous glucose
monitoring in subcutaneous tissue, Sens.
Actuators B, 2007, 122, 60–68, with permission
from Elsevier.

Figure 2.5 (a) Functional schematic of
nanoengineered optical glucose sensors;
(b) CLSM image of spheres used for glucose
sensitivity experiments [31]. Reprinted from
J.Q. Brown, R. Srivastava, and M.J. McShane,
Encapsulation of glucose oxidase and an

oxygen-quenched fluorophore in
polyelectrolyte-coated calcium alginate
microspheres as optical glucose sensor
systems, Biosens. Bioelectron., 2005, 21,
212–216, with permission from Elsevier.
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GOx-coated magnetite (Fe3O4) nanoparticles with Ru(phen)3 can be used as
nanometric glucose sensors in glucose solutions (Figure 2.6) [34]. This allows the
magnetic separation of the nanoparticles from the analyte sample, permitting reuse
in multiple samples.

The O2 transducer is often influenced by temperature. This drawback can be
compensated for by dual sensors that sense both oxygen and temperature [35]. Here,
the oxygen probe Pt(porph) in a layer of PS and the europium complex Eu(tta)3(dpbt)
in a layer of poly(vinyl methyl ketone) as the temperature probe allow dual lifetime
determination to monitor the consumption of oxygen at varying temperatures. The
layers lie upon one another on a polyester support.

2.5
Fluorescent Sensing of Glucose via Measurement of the Formation of Hydrogen
Peroxide Caused by the Action of GOx

HPproduced in the enzymatic reaction can be linked to the concentration of glucose,
as shown in Eq. (2.1). Monitoring of HP has the advantage of ameasurement against
an almost zero background. Only few sensors for continuous mode operation have
been reported.

A probe for HP was reported consisting of a conjugated cationic polymer
incorporated with boronate-protected peroxyfluorescein. HP deprotects the fluores-
cein to create anionic fluorescein, which interacts electrostatically with the cationic
fluorene. The FRET between fluorene (donor) and fluorescein (acceptor) can be used
to monitor glucose in the nanomolar [36] to micromolar range [37].

Figure 2.6 Covalent conjugation of glucose
oxidase to amino-functionalized magnetic
nanoparticles [34]. Reprinted from L.M. Rossi,
A.D. Quach, and Z. Rosenzweig, Glucose

oxidase–magnetite nanoparticle bioconjugate
for glucose sensing, Anal. Bioanal. Chem., 2004,
380, 606, with permission from Springer
Science þ Business Media.
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An enzymatic assay for glucose based on luminescent europium(III) tetracycline
(EuTc)was described [38].Weakly luminescent EuTc and enzymatically generatedHP
forma strongly luminescent complex (EuTc–HP). The probe can be excited at 400 nm
and emits at 616 nm. It responds to HP by a 15-fold increase in luminescence and a
strong increase in lifetime. This permits lifetime-based measurements of glucose
with a substantially reduced luminescence background (Figure 2.7).

The reaction of EuTc with HP is fully reversible but takes about 10min in both
directions and is strongly pH dependent. The complex was used for time-resolved
imaging of glucose [39]. Furthermore, GOx was covalently labeled to Mn-doped ZnS
QDs.HPproduced in the presence of glucose quenches the emission of the dots. The
nanosensors were successfully applied to serum samples (Figure 2.8) [40].

EuTc + H2O2 EuTc–HP
low luminescence high luminescence
hydrogel (6 µm)

polyester (125 µm)
λexc λem

sample flow

Figure 2.7 Cross-section of the membrane of a glucose biosensor using luminsecent EuTc–HP.

Figure 2.8 Schematic diagram for the
preparation and application of GOx–Mn-doped
ZnS QD bioconjugate for glucose sensing [40].
Reprinted with permission from P. Wu, Y. He,
H.-F. Wang, and X.-P. Yan, Conjugation of

glucose oxidase onto Mn-doped ZnS quantum
dots for phosphorescent sensing of glucose in
biological fluids, Anal. Chem., 2010, 82,
1427–1433. Copyright 2010 American Chemical
Society.
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2.6
Enzymatic Sensing of Glucose via Changes of pH

Changes of pHmay also serve as analytical information to sense glucose according to
Eq. (2.2).However, this approach is limited because often the initial pHof the sample
and its buffer capacity are unknown. Therefore, only a few optical biosensors make
use of pH transducers.

McCurley reported on a cadaverine unit linked to rhodamine that was incorporated
into a hydrogel (alongwith GOx and catalase) placed at the end of an optical fiber [41].
The cadaverine moiety is protonated on the enzymatic reaction of glucose, which
causes swelling of the hydrogel. This, in turn, decreases the fluorescence intensity of
the rhodamine in the 0–1.6mM glucose range.

Tohda and Gratzl [42] covalently immobilized GOx on cellulose acetate beads and
embedded a pH-sensitive phenoxazine derivative in polymer microbeads. These
beads, along with white reference beads, were arranged in a microarray to read the
reversible color change caused by pH with a CCD camera. Another scheme
comprises internally cationically charged biocompatible capsules containing the pH
probe 8-hydroxypyrene-1,3,6-trisulfonic acid (HPTS) and electrostatically adsorbed
GOx. pH changes induce ratiometric changes of emission spectra and aremonitored
as a function of glucose concentration in the physiological range [43]. Two different
sensors with a pH-sensitive azlactone and GOx embedded in a sol–gel were
reported [44]. A setup with immobilization of GOx and fluorescein isothiocyanate
(FITC) as pH reporter in a polymer at the end of an optical fiber was patented by
Applied Research Systems [45].

2.7
Fluorescent Sensing of Glucose via Synthetic Boronic Acids

Boronic acids can reversibly react with 1,2- or 1,3-diols in aqueous solution to form
five- or six-membered cyclic esters. The state of the art in optical boronate probes for
saccharides has been reviewed recently [3]. The rigid cis-diols found in many
saccharides generally form stronger complexes than acyclic diols such as ethylene
glycol and trans-diols. On binding a saccharide, the neutral trigonal boronic acid
transforms into the anionic tetrahedral form and releases a proton (Figure 2.9). This
change in geometry is accompanied by a reduction in the pKa from�9 to�6 because
the electrophilicity of the boronic acid group is enhanced on interaction with a diol.
Hence the trigonal form is present at pH values below the pKa but in the presence of a
saccharide it is converted into its tetrahedral anionic form. The pKa of the boronic
acid is tunable to lower values with electron-withdrawing groups, whereas electron-
donating groups increase the pKa. When attached to an appropriate fluorophore, the
changes in the symmetry of the boronic acid also induce changes in fluorescence
emission (intensity, lifetime, and polarization). One fundamental disadvantage of
most boronic acid-based probes for glucose sensing is either a higher selectivity for
fructose than for glucose or/and a stronger response to fructose than to glucose.
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Three quinoline-based probes for the determination of glucose in tear fluid were
presented [46, 47]. The probes were structurally modified to allow compatibility
with disposable plastic contact lenses. The sugar-bound pKa is reduced, favorable with
themildly acidic lens environment.Oneprobe showsa similar affinity for bothglucose
and fructose from the emission decrease at 450nm. Glucose and fructose were
determined at sub-millimolar levels with a response time of 10min (Figure 2.10).
The probe showed negligible leaching and was quenched only modestly by chloride.

Competitive assay schemes use the reversible interaction between Ru(2,20-bipyr-
idine)2-(5,6-dihydroxy-1,10-phenanthroline) and arylboronic acid derivatives at pH
8 [48, 49]. Complexation is accompanied by a strong increase in fluorescence
intensity at 620 nm. Addition of glucose reduces emission intensity because of
intercepting the binding between boronic acid and the metal complex. The ruthe-
nium complex may also be incorporated into a glucose-permeable and implantable
polymer [50, 51].

Singaramand co-workers [52] reported on a two-component system comprising an
anionicfluorescent dye and a cationic viologenquencher containing a bisboronic acid
functionality to form a nonfluorescent ion pair. Their electrostatic interaction is
reduced when a saccharide binds to the viologen to yield a negatively charged
boronate ester and the fluorescence intensity is increased (Figure 2.11). A modular
ensemble composed of three different viologen quenchers was also shown. The
increase in luminescence of 11 anionic fluorescent dyes (e.g., HPTS) on addition of
12 saccharides in the presence of these three quenchers was determined and
evaluated via two-dimensional linear discriminant analysis. Differentiation between
glucose, fructose, mannose, and galactose at a concentration of 2mM was
accomplished [53].
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Figure 2.9 Geometries of reaction products of boronic acids with water or 1,2-diols (e.g., glucose).
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Figure 2.10 Potentialmethods for noninvasive
continuous tear glucose monitoring.
(a) Contact lens doped with optical probe for
glucose. (b) Sensor spots on the surface of the
lens to monitor additionally other analytes in
addition to glucose, such as chloride or oxygen.
Sensor spot regions may also allow for
ratiometric, lifetime, or polarization based

fluorescence glucose sensing [47]. Reprinted
from R. Badugu, J.R. Lakowicz, and C.D.
Geddes, A glucose sensing contact lens:
a non-invasive technique for continuous
physiological glucose monitoring, J. Fluoresc.,
2003, 13, 371, with permission from
Springer Science þ Business Media.

Figure 2.11 General sensing mechanism with
the boronic acid-functionalized viologen
quencher m-BBVBP4þ used as the saccharide
receptor unit. Viologens quench the
luminescence of dyes through an ionic
attraction to form a nonfluorescent complex.
Upon saccharide binding to the boronic acid of
the viologen quencher, the negatively charged
boronate ester causes a diminished
electrostatic attraction resulting in a

fluorescence increase [52]. Reproduced fromD.
B. Cordes, A. Miller, S. Gamsey, S. Zach, P.
Thoniyot, R.Wessling, and B. Singaram,Optical
glucose detection across the visible spectrum
using anionic fluorescent dyes and a viologen
quencher in a two-component saccharide
sensing system, Org. Biomol. Chem., 2005, 3,
1708–1713, with permission from The Royal
Society of Chemistry.
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CdSe QDs were utilized as fluorescent reporters in combination with a viologen
quencher with a boronic acid functionality as the glucose receptor. The fluorescence
of the reporter is quenched by the viologen before addition of glucose.When glucose
is added to the solution, the emission at 604 nm recovers. Both carboxy- and amino-
substituted QDs are quenched by a viologen in aqueous solution at pH 7.4 [54].

2.8
Fluorescent Sensing of Glucose via Concanavalin A

ConA is a plant lectin protein originally extracted from jack beans. The ConA
tetramer consists of two dimers and has four binding sites for glucose. Its specific
function involves the agglutination of biologically relevant complexes such as
glycoproteins, starches, and erythrocytes. ConA is used traditionally in a competitive
assaywhere glucose and another carbohydrate such as dextranmannoside or glycated
proteins compete for the lectin-binding sites. The protein and the competitor are
generally labeled with appropriate fluorescent dyes. An inherent but often disre-
garded problemwith ConA-based sensors regarding sensor stability is that unbound
lectin tends to aggregate irreversibly over a period of some hours.

Schultz et al. [55] described a glucose sensor in which ConA is immobilized inside
a hollow dialysis fiber connected to afluorescence detection systemby a single optical
fiber. FITC-labeled dextran was the competing ligand to pass in and out of the fiber.
Glucose displaces the competitor fromConA and increases the concentration of free
dextran and, consequently, the fluorescence. Optimization steps comprised immo-
bilization of ConA on Sepharose [56] and optical readout to reduce response times to
5 to 7min [57].

Transdermal glucose monitoring was achieved [58] by confining Alexa488-labeled
ConAandcoloredmacroporousbeads inside a sealed, small segment of ahollow-fiber
dialysis membrane. Immobilized pendant glucose moieties inside the colored beads
compete with glucose for binding of ConA. In the absence of glucose, the excitation
andemissionofAlexa488 isblocked.Glucosediffuses through themembrane into the
sensor chamber and competitively displaces Alexa 488–ConA from the glucose
residues of the beads.Consecutively, Alexa488–ConA is fully exposed to the excitation
light, and the increase influorescenceat520 nmismeasured (Figure2.12).Thesensor
exhibits the strongest signal change between 0.2 and 30mM, with a response time of
around 4min. In vivo testswere conductedwith a ratiometric FRETsystemconsisting
of Cy7-labeled agarose-immobilized ConA as acceptor/quencher and unbound
Alexa647–dextran as donor. In the absence of glucose, dextran is bound to ConA,
thereforebothare incloseproximity, enablingaFRET.Glucosedisplacesdextran from
ConA, which results in decreased FRETand an increase in Alexa647 fluorescence at
670 nm. Invivo testswith a smallhollowfiber implanted indermal skin tissue revealed
a delay of 5–15min in actual blood glucose concentrations [59]. PreciSense has
patented a similar but lifetime-based sensor setup [60].

A hollow-fiber setup [61] uses FRET between rhodamine-labeled ConA and
fluorescein-labeled dextran. The emission of dextran is restored on addition of
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glucose due to competitive displacement. Novartis has patented a related sensor that
can be incorporated into a contact lens and an apparatus to irradiate the sensor dyes
and detect FRET [62]. Cheung et al. [63] reported on a similar system in microplates
(MTP). Donor and acceptor were incorporated into hydrogel pads that were then
attached to hydrophobic surfaces of the wells of a microtiter plate (Figure 2.13). A
layer-by-layer (LbL) self-assembly process was used to coat the surface of the hydrogel
pads with polyelectrolyte multilayers with the aim of creating a permeability-
controlled membrane with nanometer thickness. LbL hydrogel pads allow regener-
ation within 17minwith a signal reproducibility ofmore than 90% to yield a reusable
and reagentless optical bioassay platform.

Birch and co-workers developed a non-radiative FRET sensing setup [64]. Con A
was labeled with the NIR fluorescent protein allophycocyanin (APC) as donor and
dextran labeled withMalachite Green (MG) as acceptor, which shields APC emission
as long as dextran is bound to the lectin.Glucose competitively displaces dextran–MG
and leads to restoration of the APC fluorescence at 663 nm, quantified by time-
domain fluorescence lifetime measurements. Another setup exploits the lumines-
cence decay time of Cy5-labeled ConA [65] as a FRETdonor. The acceptor consisted of

Figure 2.12 In the absence of glucose,
fluorochrome-labeled ConA is bound to fixed
glucose residues inside the porous beads (a) in
a hollow fiber. Thebeads are coloredwith dyes to
prevent the excitation light from penetrating
into them and inducing ConA to fluoresce, thus
keeping the fluorescence emission at 520 nm.
After diffusion of glucose through the hollow-
fiber membrane, ConA is displaced from the

beads and diffuses out of them, and hereby
fluorochrome-labeled ConA becomes exposed
to excitation light, resulting in a strong increase
in fluorescence (b) [58]. Reprinted with
permission from R. Ballerstadt and J.S. Schultz,
A fluorescence affinity hollow fiber sensor for
continuous transdermal glucose monitoring,
Anal. Chem., 2000, 72, 4185–4192. Copyright
2000 American Chemical Society.
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insulin covalently linked toMGand tomaltose (MIMG) to provide binding affinity for
ConA.MIMGwas displaced competitively fromConA in the presence of glucose, and
the Cy5 emission and lifetime increased. This sensor has the advantage of a reduced
rate of aggregation and better reversibility in comparisonwith other setups by using a
protein as glucose competitor instead of dextran. A further benefit is its NIR
emission, allowing measurement of decay times through skin. This suggests the
possibility of application as an implantable glucose sensor. Further experiments were
carried out with the sensing setup, where the Cy5 label of ConAwas replacedwith Ru
(bpy)3 [66]. The advantages here are the large Stokes shift and longdecay times, which
simplifies instrumentation for phase-modulation lifetime measurements.

Another sensor based on FRET was described by Liao et al. [67]. They used QDs
labeled with ConA as donor. Rhodamine-labeled b-cyclodextrin served as acceptor,
showing a lower affinity to ConA to improve the signal detection sensitivity 60-fold
while preserving glucose sensitivity in the physiological range. ConA and the dextrin
were photopolymerized in a hydrogel at the end of an optical silica fiber with a
diameter of only 250 mm (Figure 2.14). This permitted interstitial and minimal
invasive in vivo glucose determination. The ratio of the emission at 525 and 570 nm
correlated linearly with the glucose concentration up to 28mM.

A related sensing scheme by Tang et al. [68] comprised ConA-labeled CdTe QDs
and b-cyclodextrin-modified gold nanoparticles (AuNPs). In absence of glucose,
FRET is observed betweenQDs as donors andAuNPs as acceptors. In the presence of
glucose, the AuNP–CDs are displaced competitively by glucose, resulting in recovery
of theQDfluorescence. The setupwas also applied to direct glucose determination in
human serum with satisfactory results.

The first solution-phase nanotube affinity sensor is based on dextran-modified
single-walled carbon nanotubes (SWNTs) [69]. These were aggregated by ConA,

Figure 2.13 Schematic diagram of a LbL
hydrogel pad (a) and the entrapped Q–ConA/
R–dextran glucose sensing system (b) [63].
Reprinted from K.Y. Cheung, W.C. Mak, and D.
Trau, Reusable optical bioassay platform with

permeability-controlled hydrogel pads for
selective saccharide detection,Anal. Chim. Acta,
2008, 607, 204–210, with permission
from Elsevier.
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resulting in quenched SWNTphotoluminescence (lex/lem 633/>900 nm). Addition
of glucose restored the initial luminescence.

2.9
Fluorescent Sensing of Glucose using Glucose-Specific Apoenzymes

In this (non-kinetic) scheme, the enzyme acts as both a molecular receptor
and transducer. It represents an attractive alternative to sensing schemes utilizing
the specific binding of glucose to ConA or to a bacterial or engineered glucose-
binding protein. Typical enzymes used in this format include GOx and glucose

Figure 2.14 Changes in FRET between fluorophores covalently immobilized on the flexible PEG
matrix depend on changes in the distance between them, which in turn depends on the competitive
natural affinity between Con A and various saccharides such as betacyclodextrin and glucose.
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dehydrogenase (GDH). In order to prevent the oxidation or reduction of glucose but
to retain enzyme specificity, the cofactors FAD or NAD, respectively, have to be
removed from the holoenzyme, resulting in apo-GOx or apo-GDH. Two major
sensing schemes have been reported for apo-enzyme affinity assays:

1) labeling of apo-enzyme with a polarity-sensitive dye and utilization of conforma-
tional changes on binding glucose

2) competitive assay similar to ConA using a labeled dextran as a competitor.

Lakowicz and co-workers [70] found that on binding glucose to the apo-GOx, a
decrease of up to 18% of its intrinsic tryptophan fluorescence occurs. As UV
wavelengths are not useful for routine diagnostic purposes, apo-GOx was non-
covalently labeled with the environment sensitive dye 8-anilino-1-naphthalenesul-
fonate (ANS). In the presence of glucose, both the fluorescence intensity and the
mean lifetime of the bound ANS decreased due to conformational changes of apo-
GOx. These results suggest that apo-glucose oxidase can be used as a reversible
sensor for glucose which – unlike in the case of functional enzymes – is not
consumed [71]. A further approach was described using apo-GDH with similar
sensitivity [72].

Chinnayelka and McShane [73] described an example of a competitive FRET
assay scheme comprising tetramethylrhodamine isothiocyanate (TRITC)-labeled
apo-GOx and FITC-labeled dextran. On competitive binding of glucose, a reduction
in the efficiency of FREToccurs when the apo-GOx–dextran complex dissociates. A
glucose concentration range from 0 to 90mM can be monitored. The system
was applied in an implantable minimally invasive sensor using the LbL self-
assembly technology of the former ConA sensor [74]. TRITC–apo-GOx and
FITC–dextran were encapsulated in LbL-assembled semipermeablemicrocapsules
(Figure 2.15). These capsules showed five times better specificity for glucose over
other saccharides [75]. The sensor design was later extended to longer wavelength
emission [76].

2.10
Fluorescent Sensing of Glucose via Glucose-Binding Proteins

The periplasm of Gram-negative bacteria such as Escherichia coli comprises a family
of proteins [referred to as glucose-binding proteins (GBPs)] with highly specific
binding of sugars and other ligands. These proteins are primary receptors for
transport and have a very similar structure in common. The monomeric arrange-
ment consists of two globular domains linked by a hinge. The GBPs also show a
minute affinity for galactose. The binding constant of native GBP for glucose is in the
micromolar range and therefore not very appropriate for sensing in the physiological
range.Hence engineeredGBPswere developedwithmutations of the binding pocket
for reduced affinity to glucose. GBP-based sensing schemes are superior to enzyme-
based glucose sensors in that they are not limited by enzyme substrates such as
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oxygen or potentially toxic reaction products such as HP. Therefore, they are often
referred to as reagentless sensors. All sensing schemes utilizing native or engineered
GBPs are based on the large change in conformation that occurs on binding of
glucose. Hence the binding event can be transduced by site-specifically attached and
polarity-sensitive luminophores. Two basic approaches are reported, that is, either
one fluorophore labeled on GBP or two fluorophores for ratiometric measurements.
The latter have the advantage of being unaffected by variations in excitation light
intensity, light path, sample positioning, reagent concentration, and so on.

In the first report on a genetically engineered GBP for use in a glucose sensor [77],
twofluorophores were covalently attached to cysteines next to the ligand-binding site.
Thefluorescence of thefirst was quenched, whereas thefluorescence of the otherwas
enhanced on addition of glucose due to changes in the polarity of the microenvi-
ronment. A series of patents cover this sensing scheme [78–80]. GBP is most often
labeled with dyes such as Cy3, Cy5 [81], IANBD, Nile Red derivatives [82], and dyes
with a coumarin or benzodioxazole nucleus. The conjugate is then embedded in a
polymer and often attached to the end of an optical fiber.

Ye and Schultz [83] were among the first to report on a continuous dialysis hollow-
fiber microsensor based on an engineered GBP showing a FRET. The so-called
glucose indicator protein (GIP) contains a UV-excitable green fluorescent protein
(GFPuv) and a yellow fluorescent protein (YFP) fused to the GBP. The reporter

Figure 2.15 Schematic of the RET glucose
assay based on competitive binding between
dextran and glucose for binding sites on apo-
GOx.5 [75]. Reprinted with permission from S.
Chinnayelka and M.J. McShane, Microcapsule

biosensors using competitive binding
resonance energy transfer assays based on
apoenzymes, Anal. Chem., 2005, 77,
5501–5511. Copyright 2005 American Chemical
Society.
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permits efficient FRET in the absence of glucose, whereas on addition of glucose the
distance between the two fluorescent proteins increases accompanied by a decreased
FRET (Figure 2.16). A similar setup was used to monitor intracellular glucose levels.
GBP was labeled with cyano fluorescent protein and YFP to create a FRET system.
Again, addition of glucose decreased the emission of YFP at 535 nm. The developed
GBP mutant showed a Kd of �600 mM, which allowed specific monitoring of the
glucose distribution and levels in cells [84]. An implantable glucose-sensing device
based on the GIP–FRET sensing scheme was patented [85].

Figure 2.16 Design of a GIP (glucose indicator
protein) for sensing glucose based on FRET. (a)
Diagramof theGIP structure showing how FRET
between two GFPs can measure glucose
concentration. The GBP adopts an �open� form
in the presence of the glucose, which triggers a
conformation change, causing two GFPs apart
from the center of GBP leading to the change in
FRET. The large dot at the GBP on the right panel
represents onemolecule of glucose bound to the
binding cleft of the GBP. (b) Domain structure of
the GIP. GFPuv, green fluorescent protein with

several mutations to enhance the excitation by
UV light; YFP, yellow fluorescent protein; GBP,
glucose-binding protein. (c) Spectral overlap of
GFPuv and YFP. The absorbance spectra are
denoted by black lines and the emission spectra
by gray lines [83]. Reprinted with permission
from K. Ye and J.S. Schultz, Genetic engineering
of an allosterically based glucose indicator
protein for continuous glucose monitoring by
fluorescence resonance energy transfer, Anal.
Chem., 2003, 75, 3451–3459. Copyright 2003
American Chemical Society.
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2.11
Conclusion and Outlook

Fluorescent technologies, many involving FRET, provide attractive methods for
sensing glucose. They have specific features thatmake them applicable to challenges
not covered by electrodes, for example, intracellular sensing and imaging. Clinical
sensing of glucose is the largestmarket and is dominated by electrochemical sensors.
All the optical sensors used for routine clinical assays are based on the use of the (very
robust) enzyme GOx and fluorimetric measurement of the oxygen consumed. The
other schemes presented here still await commercialization. Notwithstanding this,
they represent valuable tools for research and, predictably, will find their use in
clinical situations where existing sensors cannot be applied.
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3
Biochips as Novel Bioassays
Bettina Rudolph, Karina Weber, and Robert M€oller

3.1
Introduction

Through newmethods inmolecular biology, biochemistry, and the humane genome
project, the amount of genetic information and the information on biomolecules and
their interactions has risen exponentially in recent years. This new information
allows the in-depth investigation of biological systems but also demand simple, fast,
cheap, and miniaturized analytical tools, which can be produced in large numbers.
Classical bioassays, which investigate the effect of a substance on a biomolecule, cell,
or even organisms,were normally performed in batch experiments,meaning that the
interactions between the investigated substance and a particular biomolecule of
interest were performed as one experiment. To investigate the interactions of the
same substance with another biomolecule, a new experiment had to be conducted.
This experimental setup was time consuming and also needed large amounts of
reagents. To save time and reagents, bioassays wereminiaturized, for example, using
microtiter plates, and molecules were immobilized to surfaces to allow the parallel
testing of multiple molecules in one experiment. These approaches for the devel-
opment of paralleled and miniaturized bioassays led to the development of biochips
or microarrays.

Biochips normally consist of a planar solid substrate, on which known biomole-
cules are immobilized in an ordered fashion. The immobilized biomolecules, which
are also referred to as capture molecules, are bound to the surface in spots and each
spot contains molecules of the same kind. The biochip is then incubated with a
solution containing target molecules that can bind specifically to the surface-
immobilized capture molecules.

Because of sophisticated production processes, a high spot density can be
achieved. Typical feature sizes for DNA chips produced by photolithography are
100 mm2 per spot, which allows the immobilization of an enormous amount of
different DNA sequences even on 1 cm2. Hence a biochip permits miniaturized,
highly parallel investigations of biomolecular interactions.

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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In this chapter, we introduce the basics of biochip technology and their use in
pathogen detection and clinical diagnostics, and also innovative trends in this field
aimed at increasing the applicability and efficiency of biochip-based detection of
biomolecules.

3.2
Types of Microarrays

In molecular biology and medicine, miniaturized multiplexed systems are increas-
ingly of importance for highly complex and simultaneous (parallel) testing of tens of
thousands of probes.Microarrays, also called biochips, have evolved to amainstream
tool of life science research. Depending on the immobilized biological recognition
systems,microarrays can be classified in different types. Aclassification by the type of
transducer/detection method is another possibility, but in this chapter we describe
types of microarrays depending on their immobilized receptor. The most common
types ofmicroarrays areDNAmicroarrays.Oligonucleotide arrays provide a powerful
tool to study molecular basics and interactions on a scale that is impossible using
conventional methods [1]. Further applications of microarrays based on immobili-
zation of, for example, proteins, cells, or tissues are described in the following.
Nowadays, many commercial standardized microarrays with different immobilized
biological recognition systems, especially oligonucleotides or antibodies, are sup-
plied by a variety of companies, for example, Affymetrix, Agilent, Illumina, GE
Healthcare, Applied Biosystems, and Agendia. Most of these companies provide
custom-made microarrays for individual research. Another common option is to
manufacture specific microarrays directly in the laboratory by using different
commercially available technologies for their individual production.

3.2.1
DNA Microarrays

Historically, microarray technology evolved from blotting methods. DNA micro-
arrays are based on the Southern blot [2], which is used in medical diagnostics to
control DNA sequences in a DNA sample. Instead of DNA fragments, RNA can be
analyzed in a Northern blot. These conventional methods are often time consuming
and not effective for investigating large numbers of genes. Hence DNAmicroarrays
became a mainstream method in research for investigations of thousands of genes
simultaneously.

Basically, there are three strategies for the development of a DNA chip for gene
expression studies, which were described by Lemieux et al. [3]. First a strategically
selection of known genes that play an important role in biological pathways is
necessary. A second way uses clones from a library [4] restricted to cDNA
microarrays. Third, the complete expressed sequence content of an organism is
used for the production of a microarray [5]. For that purpose, a DNA microarray
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can consist of hundreds of thousands of spots of DNA oligonucleotides, called
captures or probes. Each spot includes a specific DNA sequence, which binds
complementarily to a target molecule in the investigated sample. Depending on
the application, there exist different special arrays for genomic DNA, cDNA, RNA,
plasmids, polymerase chain reaction (PCR) products, or long oligonucleotides.
Usually complementary binding of capture and target molecules is detected and
quantified by optical methods to determine the relative abundance of a nucleic
acid target sequence in the sample.

Since the early 1990s, the field of DNAmicroarray technology has seen a constant
technological evolution and intensive studies have been carried out. In 1991, Fodor
and the companyAffymetrix pioneered oligonucleotide arrays [6]. Numerous reviews
and articles have reported and discussed the different possibilities and applications of
DNAmicroarrays [7–25]. In 1999,Nature Genetics published a series of reviews about
DNA microarrays and their fabrication and detection [26], gene expression profil-
ing [27, 28], resequencing andmutational analysis [29], and also applications in drug
discovery [30]. Furthermore, Southern et al. reported molecular interactions on
microarrays [1]. In recent years, really intensive studies were carried out in thefield of
genomic research, pathogen detection, and clinical diagnostics, as described in
Section 3.4.

In 1994, the HIV GeneChip of Affymetrix was the first commercially available
DNA microarray, and is now the most widely known and applied microarray
platform [31]. A good overview of the current status of used DNA microarrays was
given by Shi et al. [15]. MammaPrint, a prognostic test for breast cancer from
Agendia, became the first in vitro diagnostic multivariate index assay (IVDMIA) to
acquire clearance from theUSFood andDrugAdministration (FDA) in 2007. Finally,
the importance of DNAmicroarray technology is evidenced by its extensive literature
and still increasing market share. Since the beginning of DNA microarray technol-
ogy, these novel aspects of bioassays have become ubiquitous in a variety of
applications in biological and medical research and drug discovery.

3.2.2
Protein Microarrays

DNAmicroarrays were the first described biochips applied in the investigation of the
expression level of various genes of an organism. However, the evaluated results
allow only a limited insight into the process of actual protein expression. Additionally,
DNA microarrays provide no information about protein–protein interactions. Most
of the protein monitoring on biochips is based on the analysis of the mRNA
expression level. However, the data do not always correlate with the corresponding
protein abundance. Themain reasons for this effect are the post-translational protein
modifications, which make the human proteome much more complex in compo-
sition than the coding portion of the genome. Therefore, proteinmicroarrays notably
increased the applications of biochips in many different fields, due to availability of
much new and additional information.
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Standard methods to analyze proteins and protein profiles are usually 2D gel
electrophoresis and mass spectrometry. An alternative to standard methods is
protein microarrays, which are utilized in research to analyze changes in the
abundance and existence of proteins in a very high dynamic range in biological
samples. Bilitewski reviewed protein-sensing assay formats and devices in general
in 2006, based on affinity reactions between an immobilized capture agent and the
target protein [32]. Nowadays, optimal ways to immobilize proteins to 2D surfaces
to assure the retention of their biological activity and shape is a major challenge to
create point-of-care devices for multianalyte diagnosis [33]. Due to their high
specificity and affinity, antigen–antibody reactions are the most important tool for
protein microarrays in diagnostics and biological studies. The development of
protein microarrays and diagnostic applications has been reported in depth by
various groups [34–42]. Critical points in antibody microarrays are the selection,
production, and purification of suitable antibodies with high affinity and a
reduced cross-reactivity to target molecules. Protein microarrays could be a
powerful tool for the identification of biomarkers, for example, in tumor–antigen
discovery and cancer diagnostics. For instance, Miller et al. [43] and Bouwman
et al. [44] used antibody microarrays for the detection of prostate cancer. Other
antibody applications examine the analysis of cytokine secretion by human
dendritic cells with lipopolysaccharide or tumor necrosis factor-a [45] and the
detection and quantification of cardiovascular risk markers [46]. Protein micro-
arrays can also be used to identify specific targets of pharmaceutical interven-
tion [47, 48].

A second important application of proteinmicroarrays is to examine amultitude of
protein–protein, receptor–ligand, protein–peptide [39, 49], protein–carbohydrate,
and enzyme–substrate interactions and also protein interactions with small mole-
cules. The knowledge of these interactions is important in applications of protein
network profiling, drug discovery, and drug target confirmation [42, 50, 51]. Uttam-
chandani and Yao also gave an overview of peptide microarrays used in profiling,
detection, or diagnostic applications to sense protein activity or act as ligands for
potential therapeutic leads [52].

3.2.3
Tissue Microarrays

The understanding of the association between molecular changes and clinical
pathology and the validation of new biomarkers are important in clinical research.
Current tissue- and cell-based microarrays combine the analysis of tissue morphol-
ogy with the identification, localization, and characterization of biomolecules in
biological systems.

Tissue microarrays (TMAs) allow traditional tissue analysis of conventional
histological paraffin blocks to become miniaturized and high throughput to study
molecular alterations at the DNA, RNA, and protein level in multiple individual
tissue types. Novel targets can be analyzed in hundreds to thousands of tissue
samples with molecular pathology techniques in parallel on one slide.
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For the construction of a tissue microarray, cylindrical core tissue biopsies from
different donor paraffin-embedded tissue blocks were punched and precisely re-
embedded in a blank paraffin block [53, 54]. From this new master block, several
hundred to thousands of consecutive sections can be cut and molecular alterations
can be detected in parallel in up to 500 ormore different tissues. TMAs can be used in
many fields such as cancer research and inflammatory, cardiovascular, and neuro-
logical diseases.

Today, in cancer research, different types of TMAs exist and allow the analysis of
molecular alterations in multiple tumor types (multitumor TMA) or in different
stages of one particular tumor (progression TMA). Also, (novel) prognostic para-
meters can be identified in TMAs containing tumor samples from patients with
known clinical follow-up data and clinical endpoint or value testing for molecular
alterations to predict chemotherapeutic agents.

The combination of tissue and cDNAmicroarrays will be a powerful approach for
the rapid identification and evaluation of genes with clinical relevance in diagnostics
and prognostics, or as therapeutic markers [55, 56].

Alterations inmolecular targets such asDNA, RNA, and proteins can be visualized
by classical histochemical and molecular detection techniques, for example, immu-
nohistochemistry (IHC), in situ hybridization (ISH), fluorescent in situ hybridization
(FISH), in situ PCR, RNA or DNA expression analysis, or TUNEL (terminal dUTP
nick-end labeling) assay to detect apoptotic cells and for morphological and clinical
characterization of patient tissues. Hence TMAs combine all the advantages of
microarrays – low cost, high parallelism, and data collection with many other
techniques of biomolecular diagnostics.

3.2.4
Cell-Based Microarrays (Transfection Microarrays)

Cell-basedmicroarrays or so-called reverse transfectionmicroarrays allow functional
analysis in mammalian cells in parallel in a format without wells. In this array,
nanoliter quantities of cDNA- or siRNA-expressing vectors and also small molecules
(e.g., drug-like molecules) are printed in defined areas on a slide surface. Adherent
cells are cultured on the top of the array and take up the printedmolecules and create
spots of localized transfections within a lawn of non-transfected cells. Each feature of
100–250 mm in diameter contains a cluster of 30–80 cells, for example, over- or
underexpressing a special gene product, or are under the influence of a drug-like
molecule [57]. Cell-basedmicroarrays can be examined when the cells are still alive to
visualize cellular processes in real time or after fixation. Also, a variety of detection
assays can be applied such as in situ hybridization, immunofluorescence, autoradi-
ography and alsoWestern blot by transferring the cells on to nitrocellulose [51, 57]. A
special form of cell-based microarrays is lentivirus-infected and Drosophila cell
microarrays, which provide a platform for effective high-throughput loss-of-function
screens through expression of short hairpin RNA/RNAi [58–61]. Lentiviruses infect a
wide variety of mammalian cells but can also infect non-dividing cells, which is
important for the study of primary cell types [14, 62].
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3.3
Principle Steps of an Experimental Microarray Process

This section is focused on the microarray experimental setup process especially for
DNA/RNA and protein probes. A typical microarray experiment is depicted sche-
matically in Figure 3.1. It involves the basic steps of sample preparation (a),
purification (b), target amplification, and labeling (c). The functionalization of the
solid substrate with capture molecules (e) needs a prior chemical modification of the
biochip surface (d). The subsequent hybridization of amplified and labeled target
molecules (f) allows the final readout of the specific biomolecular interaction on the
chip surface. Alternatively to the direct labeling of the target molecules during the
amplification process, the necessary label can be introduced by a sandwich process
(g). Finally, the huge amount of data must be analyzed by means of computational
and statistical tools to generate a profile of, for example, expressed genes in a cell [63–
67]. A variety of books and overviews have covered microarray analysis and different
technical aspects [19, 28, 68–73].

Figure 3.1 Principle process of a microarray
experiment. The basic steps include sample
preparation (a), purification (b), and target
amplification and labeling (c). The
functionalization of the solid substrate with
capture molecules (e) needs a prior chemical
modification of the biochip surface (d). The

following hybridization of amplified and labeled
target molecules (f) allows the final readout of
the specific biomolecular interaction on the chip
surface. Alternatively to the direct labeling of the
target molecules during the amplification
process, the necessary label can be introduced
by a sandwich process (g).
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3.3.1
Basics

The underlying principle of amicroarray is based on a capture probe immobilized on
a solid surface that can bind to a complementary target probe contained in a complex
sample. Depending on the amount and density of spots, an array can be subdivided
into low-, medium-, and high-density arrays, but overall have the same fundamental
principle. Traditionally, an array consists of DNA fragments, but it also can contain
other biological recognition units such as antigens or proteins. Often DNA micro-
arrays, for example, in gene expression profiling, belong to high-density arrays due to
the presence of hundreds of thousands of probes. It is possible to detect a small
amount of target probes in the nanomolar to picomolar range.

3.3.1.1 Surface Biofunctionalization
Surface chemistry andmodification are of great importance inmicroarray technology
for binding capture molecules [74–76]. Especially protein immobilization is much
more difficult than the immobilization of oligonucleotides or cDNA. Proteins have to
be immobilized in their active form in order to bind specifically to their comple-
mentary target [33, 77, 78].

The requirements for optimal microarray performance are (a) the stable and
covalent immobilization of biomolecules on the chip surface and (b) suitable
mechanical and chemical properties of the substrate used [79]. Three different
kinds of surfaces are used for the fabrication ofmicroarrays:first, 2D solid structures,
such as glass, silicon, silicon nitride, or gold layers, all of which have chemical
modifications located on the surface, for instance thiol [80–82], amine [83], epoxy [84],
or aldehyde [85] groups; second, 3D coated structures based on the gelation or
polymerization of monomers, such as agarose gels [86, 87] or thin layers of
polyacrylamide [88, 89], which are commonly immobilized on solid structures for
support (e.g., glass); and thirdly, 3D solid structures based on mechanically stable
polymeric materials such as poly(methyl methacrylate) [75] and polydimethylsilox-
ane [90], which do not require a mechanical support.

The advantages of the 2D solid structures are the ease and low cost of fabrication.
In addition, some 2D solid structures are transparent towards different light
wavelengths, hence making them the substrates of choice for optical detection.
Furthermore, their mechanical rigidity allows the deposition of electrodes on their
surface, making them compatible with electrochemical detection. Nevertheless, the
surface of 2D solid structures is chemically inert. Therefore, these biochip substrates
need chemicalmodification for the stable binding of biomolecules, hence the need to
apply chemical reagents or coatings with gels or non-rigid polymers, increasing their
fabrication costs.

Therefore, despite the advantages provided by the 2D solid structures and 3D
coated structures, it is evident that the development of new materials is required.
The 3D solid structures based on polymeric materials can be functionalized during
their fabrication procedure. These polymeric materials can be functionalized for
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biomolecule immobilization by already embedded functional groups in their
monomers, gaining the advantages of 3D coated substrates, but retaining the
desired mechanical properties (e.g., transparency and rigidity) of 2D solid structures
without reducing the ease or increasing the costs of their fabrication.

Depending on surface modifications, the array can be prepared with capture
probes, for example, oligonucleotides with defined length [normally between 20 and
60 base pairs (bps)] or proteins. Oligonucleotides bind on surfaces using combina-
torial chemistry and photolithographic techniques. Affymetrix pioneered the fabri-
cation of microarray platforms with high-density arrays. The Affymetrix GeneChip
arrays use photolithography techniques for the in situ synthesis of oligonucleotides.
Semiconductor fabrication, solid-phase chemical synthesis, combinatorial chemis-
try, and molecular biology are integrated in a robotic manufacturing process [6, 15,
31, 91]. Agilent used Hewlett-Packard�s inkjet printing technology for array prepa-
ration [92]. Analogous to printing a document, nucleotides are printed on glass slides
coated with a hydrophobic surface [15, 93].

Instead of synthesizing capturemolecules directly on the surface, anothermethod
is the spotting of presynthesized oligonucleotide probes (e.g., GE Healthcare�s
CodeLink system, Applied Biosystems� Genome Survey Microarrays, custommicro-
arrays printed with Operon�s oligonucleotide sets) on modified surfaces. An
approach to immobilization of modified oligonucleotides even on unmodified glass
surfaces can be made by UV cross-linking [94]. This well known method is widely
used in different applications for the attachment of DNA or proteins onmembranes,
solid surfaces, and polymers [95, 96]. However, the exposure to UV light can damage
the DNA [97].

An innovative tool forDNAorRNAstudies in genetic analysis is the Illumina bead-
based microarray (BeadChip microarray), where presynthesized oligonucleotide
probes are deposited on beads. The highest density array platformwhich is currently
available is the Sentrix BeadChip from Illumina, containing 6.5 million features that
are just 3 mm wide [98]. The bead-based technology represents an alternative
technique that is an accurate, scalable, and flexible approach to a microarray [99].

A detailed comparison of different platforms as tools for functional genomics
based onmicroarray technology wasmade byWick andHardiman [100] and Shi et al.
also gave a good overview of the current status of DNA microarrays [15].

3.3.2
Preparation of Biomolecules (Sample Preparation)

3.3.2.1 DNA
The ability to extract pureDNA from a variety of sources is an important step inmany
molecular biological assays. Many different protocols exist for the preparation of
genomic DNA. All methods include three steps: cell lysis, deproteination, and
concentration/precipitation of DNA. Commonly used protocols are alkaline lysis
of cells and phenol–chloroform extraction followed by ethanol precipitation of the
nucleic acid. In recent years, traditional purificationmethods have been replaced by a
variety of commercial kits available frommany companies (e.g., Qiagen, Invitrogen,
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Roche Applied Science, Promega). These kits include necessary solutions for
preparation and solubilization of the DNA and columns for anion-exchange chro-
matography or glass beads. TheDNAbinds on the silicamembranes or glass beads of
the spin columns during the separation from contaminating RNA, proteins, and
metabolites and can subsequently be easily elutedwith high-salt buffer and should be
desalted and concentrated before use. A further approach is adsorption of DNA on
carboxylated magnetic beads after cell lysis. Subsequently the DNA–magnet particle
complex is separated from any residual contaminants by applying a magnetic field.
After separation, the purified DNA is released by heating the complex. In this way, a
high yield of pure DNA can be produced quickly and conveniently [101, 102].

3.3.2.2 RNA
The preparation of high-quality, intact RNA is the first and often themost critical step
in performing many molecular biology experiments. This procedure is complicated
by the ubiquitous presence of ribonuclease enzymes in cells and tissues, which can
rapidly degrade RNA.

The cell probes are first lysed in the presence of a highly denaturing guanidinium
isothiocyanate buffer, which immediately inactivates ribonucleases. Then RNA is
fractionated from other cellular components via phenol extraction and under
conditions that suppress any RNase activity and subsequently concentrated by
alcohol precipitation [103].

Several kits for RNA isolation are commercially available, including guanidi-
nium thiocyanate/phenol–chloroform mixtures or silica membrane/glass bead
spin columns for RNA extraction without organic solvents. The use of oligo[dT]-
cellulose columns or oligo[dT]-magnetic beads selects mRNA from total RNA.
Magnetic bead separation allows mRNA to be purified in a single tube by
application of a magnetic field, thus eliminating potential sample loss during
liquid handling [101, 103].

RNA extraction kits for different starting materials and applications are offered by
various companies such as Qiagen, Invitrogen, and Promega.

3.3.2.3 Proteins
The first step in protein analysis for any cell line of interest is the lysis of cells and the
extraction of total proteins. Typically, a detergent-based method is applied. The lysis
method should be mild enough to deliver active and native conformation proteins.
Additives such as protease inhibitors protect the proteins from enzymatic degrada-
tion whereas nucleases digest DNA. Cell debris and total protein fraction are
separated by centrifugation [104].

3.3.3
Target Amplification and Labeling

Because of minimal amounts of starting material, for example from needle biopsies,
cell sorting, and laser capture microdissection, an amplification step before use in
analytical assays is required in most applications.
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3.3.3.1 PCR – Polymerase Chain Reaction
The PCR is a rapid procedure for in vitro amplification of a specific DNA region.
The process based on the sequence-specific annealing and extension of two oligo-
nucleotide primers which bracket the target DNA region. Three steps, denaturation
of the double-stranded target DNA by heating, specific annealing of the primer
during temperature reduction, and polymerase-catalyzed extension of the primer
sequences in 50–30 orientation, define one PCR cycle. The target DNA is enriched
exponentially during each PCR cycle and the amplicons produced are also used as
templates for subsequent cycles [105, 106].

For the detection of RNA, the PCR procedure is adapted to RNA templates. In this
reaction, a defined primer complementary to the polyadenylated tail on the 30 end of
most eukaryotic mRNAs was used and also the reverse transcriptase substitutes/
replaces the polymerase. The so-called reverse transcriptase polymerase chain
reaction (RT-PCR) produces a cDNA copy of the RNA which can be used in the
same context as DNA [107, 108].

During the amplification processes, the amplicon can be modified via the
incorporation of altered primers or dNTPs. Hence the introduction of labels such
as fluorescent dyes, radioactivity, digoxigenin (DIG), or biotin and also mutations or
restriction sites are possible.

3.3.3.2 In Vitro Transcription – cDNA/IVT
The so-called Eberwine method and its modifications is a strategy for mRNA
amplification by template-directed in vitro transcription. In the first step, the
poly(A) þ RNA pool is reverse transcribed using an oligo-dT primer bearing a
specific promoter site for phageRNApolymerases. After the second strand synthesis,
cRNA can be amplified by RNA polymerase using the double-stranded cDNA as
template. The common RNApolymerases used in in vitro transcription reactions are
SP6, T7, and T3 polymerases [109].

3.3.3.3 Bio-Barcode Amplification of Nucleic Acids and Proteins
The bio-barcode technology does not include enzymatic target or signal amplifica-
tion, but is based on nanoparticle technology. In this two-sided sandwich system, the
target is immobilized on a solid surface capture probe and is detected through
binding a detection probe.

Magnetic-based microparticles of one to several diameters interact with the
target molecule through biological recognition (DNA–DNA interaction or anti-
gen–antibody interaction) and allow the separation of the sandwich from
unreacted material and medium. Amplifier nanoparticles recognize and bind
the target–magnetic particle complex through immobilized detection probes
(Figure 3.2). Additionally bound bio-barcode oligonucleotides specific for each
target can be released for representing and amplifying the target in a subsequent
detection assay [110–113]. Hundreds to thousands of barcodes of one nanoparticle
provide a 2–3 log amplification of a target that has been successfully captured
and sandwiched. Typical materials for amplifier nanoparticles are gold and
polystyrene [114].
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3.3.3.4 Radioactive and Fluorophore Labeling
The visualization of biomolecules can be mediated by labeling with radioactive,
fluorescent, luminescent, or other chemical modifications. In nucleic acids,
the incorporation of radioactive and nonradioactive labels is common. The label
can be attached to one of the dNTPs or the 50 end of one or both primers, whichwill be
enzymatically incorporated in the amplicon [115, 116].

The efficiency of enzymatic incorporation of labeled nucleotides may be impaired
due to steric effects of the bulky label. Also, the use of labeled nucleotides is more
costly per reaction than 50-labeled oligonucleotides. An indirect labeling, for example,
with aminoallyl-dNTPs orDIG, allows subsequent conjugation of afluorescent dye to

Figure 3.2 Principle of bio-barcode
nanoparticle-based PCR-less DNA
amplification. An antibody-labeled nanoparticle
binds to the analyte (a). A second DNA-labeled
magnetic nanoparticle can also bind via
antibody–antigen interaction to the analyte (b).

In amagnetic separation process (c) followedby
barcode DNA denaturation (d), the free
amplified bio-barcode DNA can hybridize to a
biochip (e). After nanoparticle labeling and
silver enhancement, the signal can be optically
detected (f).
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the purified amplicon, but it is more time consuming because incubation and
washing steps are required.

Proteins commonly will be covalently linked to a nucleoside or nucleotide which
carries radioactivity. The radioactivity can be anywhere on the nucleoside (C, N, H,
S, I, Hg). Labeling of proteins is performed by reactions of the label with the N- and
C-terminus or functional groups of side chains on the surface such as an amino
group of lysine, sulfhydryl group of cysteine, or carbohydrate group of the
protein [117].

Radioactive labeling provides a highly sensitive method for detection. However,
radioisotopes are expensive, have a short half-life, and require a long exposure time
before detection. Radioactive materials are also potentially hazardous and their use
requires adherence to strict safety precautions. Themajority of radioisotopes used in
biological experiments emit ionizing radiation and impart energy in living cells.
In large enough doses, this energy can damage cellular structures, such as chromo-
somes and membranes. Such damage can kill the cell or impair its normal
functionality.

Nonradioactive labels such as fluorophores become more important due to their
sensitivity and easy handling compared with radioactive labels. A wide variety of
fluorophores in many different colors are available and compatible with the usual
excitation/emission systems. Current fluorescent dyes achieve levels of sensitivity
comparable to radioactivity and can be detected immediately, in contrast to isotope
labels. Disadvantages of fluorophores are photobleaching and quenching of the
fluorescence signal. Additionally, fluorescence detection requires extensive equip-
ment such as an excitation energy source (laser beam) and can be performed only
with specialized scanners and image acquisition systems.

3.3.3.5 Enzymes
Enzyme assays represent a special group in the field of bioassays [118]. In this
labeling method, the substrate of the enzyme is often used as the analyte to be
detected. However, also cofactors or even the enzyme itself, for example in clinical
diagnostics, can be analyzed by enzyme assays. The advantage of this method is the
high specificity. Hence there is no need for a sophisticated sample preparation to
eliminate negative matrix effects. Even the investigation of complex probe material
can be managed rapidly and easily by enzyme assays, without the use of expensive
chromatographic processes. In most cases these assays are based on redox-active
enzymes that catalyze the creation of a soluble dye in the presence of specific
cofactors (e.g., nicotinamide adenine dinucleotide (NAD) or by co-products of the
enzymatic reaction (e.g., H2O2). From the analytical point of view, the oxidoreduc-
tases and also the hydrolases are of main interest. For example, glucose oxidase and
horseradish peroxidase (both belong to the group of oxidoreductases) or alkaline
phosphatase and acetylcholinesterase (both belong to the group of hydrolases) are
typical representatives andwidely used in enzyme-based bioanalytical investigations.
A further benefit of enzymes is the wide knowledge about their reactions, kinetics,
structure, substrate specificity, and inhibition of catalytic processes. Nowadays,
traditional systems such as enzyme-linked immunosorbent assay (ELISA) [119] and
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the Western blot [120, 121] are still used as standard analytical methods in biomo-
lecular and immunological laboratories.

3.3.3.6 Nanoparticles
Metallic nanoparticles have attracted increasing interest as alternative labels in
analytical biochip-based assays. Due to their unique properties, metal nanoparticles
allow the development of various novel approaches for the detection of biomolecules.
Their attributes depend strongly on the size, shape, and composition of the single
particles [122]. A large variety of fabrication methods have already been described in
the literature. Differentmetals can be used to produce nanoparticles, such as Au, Ag,
Cu, Pd, andPt. Since the properties ofmetallic nanoparticles depend on their shape, a
variety of shapes, such as prisms, rods, and cubes, have been synthesized in addition
to the common spherical structure. A further important factor for their use in biochip
and bioassay applications is the stable and reliable biofunctionalization of the
metallic nanoparticles [123, 124]. The coupling of suitable ligands allows the
subsequent specific interaction with complementary biomolecules. Functionaliza-
tion has been studied with high intensity especially on gold surfaces, because this
material provides the simplest and most stable conjugation [125].

Because of their high extinction coefficients and also the large scattering coeffi-
cients, metal nanoparticles can be used in optical setups based on absorption or
scattering processes [126, 127].

In addition to their special optical properties, metal nanoparticles can be used
further in electrical, electrochemical, and electromechanical setups [128–130]. By
measuring the electrical conductivity of metallic nanoparticles between an electrode
gap, a robust and simple approach for the detection of biomolecules can be
realized [131].

Furthermore, these metallic nanoscopic structures can be used as reaction seeds
for a specific, reductive metal deposition process [132]. The additional metal
deposition leads to so-called �core–shell� structures.During the �core–shell� process,
themetal nanoparticles increase in size, which leads inmany different systems to an
improvement of the sensitivity.

3.3.4
Readout/Detection

A key step in the microarray experimental process is the detection method or
readout after the hybridization event. Therefore, optical detection methods
remain the preferred technique in genomic and proteomic chip-based applica-
tions. For the evaluation of detection techniques, some criteria must be consid-
ered [23, 133].

Figure 3.3 illustrates the most frequent detection methods for optical biochips.
In addition to fluorescence (a), metal nanoparticles can be used in absorbance (light
microscopy in transmission mode) (b) and light-scattering setups (c). The approach
to detect the scattered light of metal nanoparticles enables a multilabeling system
comparable to modern fluorescence setups to be developed.
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3.3.4.1 Radioactivity
Radioactive signals can be captured using autoradiography films, storage phosphor
screens, and image acquisition systems, depending on the labeling method and the
required levels of sensitivity and resolution. Autoradiography films are commonly
used; they are inexpensive, reliable, and provide a good level of sensitivity and
resolution. Results obtained with this method can be scanned and analyzed using
image analysis software. Scanner-based image acquisition systems are able to detect
radioactive signals using a storage phosphor screen, which is about 10 times faster
than regular autoradiography films [134].

For the detection of radioactive spots on a microarray, the array is coated with a
photographic emulsion. After drying, the sealed slides are stored for a few days in a
radiation box. Subsequently the signals are developed with a photographic emulsion.

Figure 3.3 The optical detection on biochips is
mainly dominated by fluorescence (a). This
readout technology allows highly sensitive
multilabeling of biomolecules. An alternative
approach is the utilization of metal

nanoparticles. In both absorbance (b) and
scattering setups (c), metal nanoparticles
showed the potential to replace traditional
markers in biochip technology.
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The reduced silver ions then can be detected and imaged with a scanning light
microscope [GE Healthcare (Amersham Biosciences)].

3.3.4.2 Fluorescence/Absorbance
Fluorescence is the most commonly applied detection technology in biological and
clinical research and drug discovery. Therefore, most of the current commercial
microarrays use fluorescence signals for their readout. Reviews have already
surveyed fluorescence-based nucleic acid detection methods and microarrays [19,
135–137]. Bally et al. described different optical sensing techniques based on
microarrays and their applications [133]. Fluorescence immunoassays have largely
replaced radioimmunoassay, andfluorescence dominates other detection techniques
because of its high sensitivity, dynamic range, and high spatial resolution.

Briefly, the fluorescence process involves the emission of visible light by
electronic excitation of molecules, called a fluorophore or fluorescent dye. These
molecules have a specialized conjugated p-electron system so that they are
capable of absorbing light of different, shorter wavelength than the emission
wavelength. Detailed descriptions of the principle of fluorescence have been given
in a variety of books and reviews and will not be repeated in this chapter [135,
138]. Microarray technology often uses organic fluorophores as labels due to their
characteristics of functionalization, high stability, solubility, and biocompatibility
in aqueous solutions [137, 139, 140]. Primary factors limiting fluorescence
detectability are photobleaching and quenching processes. Photobleaching is a
dynamic process, in which excited fluorophores undergo irreversible destruction
under high-intensity illumination conditions and thus lose their ability to emit
light [141]. Also, the fluorescence signal depends strongly on the environmental
conditions.

In addition to the relatively small size of the microarray, a large periphery is
necessary for detection and data interpretation, for instance, light sources, optical
instruments, photomultipliers, or a charged-coupled device (CCD) camera. Con-
ventional instruments include scanners and imagers – the two main designs of
detection instruments. Scanners are distinguished from imagers in moving their
position from the substrate or optics as a function of spatial coordinates in two
dimensions. Scanner techniques include laser scanning methods and often photo-
multipliers for detection. Imagers often use white light sources and CCD technology
to achieve images in a single step. A powerful analytical method is required for rapid
and automatic data acquisition. Subsequently, the huge amount of data must be
analyzed and interpreted by means of bioinformatics [142, 143].

Based on fluorescence, there are different parameters that characterize fluo-
rescent molecules, such as fluorescence quantum yield, wavelength, and lifetime.
For instance, information about the lifetime and decay of fluorescence signals is
used in DNA microarray [144, 145] and protein array technology [146]. Cubeddu
et al. presented an overview of time-resolved fluorescence in biology and
medicine [147].

F€orster resonance energy transfer (FRET), a special form of fluorescence quench-
ing, is often used in biophysics and biochemistry to quantify molecular interactions
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such as protein–protein or DNA–protein interactions and also protein conforma-
tional changes. FRET also plays an important role in microarray analysis. However,
FRET depends strongly on the distance between two molecules, a donor and an
acceptormolecule. It depends on the spectral overlap between the emission spectrum
of the donor and the absorption spectrum of the acceptor. The fluorescence signals
are generated or quenched due to the spatial separation of these two fluorophores.
A pair of interactive fluorophores are attached to the ends of two different oligonu-
cleotides or to the two ends of the same oligonucleotide probe. There are two
possibilities for detecting the hybridization between capture and target molecules
that are used in microarray technology. One possibility is a nonradiative energy
transfer fromdonorfluorophore to acceptorfluorophore if they are in close proximity
to each other. If the acceptors are quenchers, the fluorescence emission intensity of
the donor fluorophore is decreased. However, if the acceptors are also fluorescent
molecules, which are activated by the emission of the donor, the binding event leads
to an increase in the emission intensity of the acceptor fluorophore. The other
method is to separate the two fluorophores from each other to prevent the energy
transfer and generate the donor characteristic emission spectrum uninfluenced by
the acceptor fluorophore [11, 136, 148–152]. For instance, a microarray analysis of
protein–protein interactions based on FRET using the fluorescence lifetime as an
analytical parameter was investigated in the model system of bovine serum albumin
and streptavidin [152].

Bio- and chemiluminescence are also useful techniques in biomedical research,
diagnostics, and drug discovery and development. Chemiluminescence microscope
imaging is a valuable tool for localizing and quantitating enzymes, metabolites,
antigens, and nucleic acids in many kinds of specimens [153–157]. In comparison
with fluorescence light emission, chemiluminescence is generated by a chemical
reaction under exclusion of light. This is advantageous for this technique owing to a
lower nonspecific signal and absence of light scattering. However, a disadvantage is
that the light-emitting chemical reaction could be uncontrollably inhibited,
enhanced, or triggered by sample matrix constituents [158]. A new chemilumines-
cence-based Ziplex gene expression array technology was evaluated based on
Affymetrix GeneChip profiles and applied in ovarian cancer research [159].

Similarly to other methods such as localized surface plasmon resonance (LSPR)
and surface-enhancedRaman spectroscopy (SERS), a surface-enhancedfluorescence
effect can occur when fluorophores are in close proximity to metal nanoparti-
cles [160]. Lakowicz et al. reported on plasmon-controlled fluorescence and the
properties of fluorophore–metal interaction bioassays [161].

Absorption measurements have also been used in microarray analysis. Although
thismethod is less sensitive than fluorescence, its simplicitymakes it interesting and
gives advantages in certain applications. In principle, absorption techniques are
based on attenuation of incident light as a function of wavelength. Microarray
experimental processes often detect changes in the optical density or the color of
probes [162]. Metal nanoparticles have been used in absorption measurements of
DNA microarrays as a novel technique [163]. Thus, binding events of target DNA to
capture DNA tagged with nanoparticles can be visualized using reflection or

50j 3 Biochips as Novel Bioassays



transmission of light depending on some characteristics of particles such size, shape,
composition, and environment. Furthermore, nanoparticles are used in DNA
microarray scattering detection based on by the extremely large scattering coeffi-
cient [125, 163].

3.3.4.3 Surface Plasmon Resonance
Apart from readout-based techniques such as radioactivity and fluorescence, only the
development of surface plasmon resonance (SPR)-based biosensors has achieved
commercial success (e.g., theBiacore system) [164]. SPR is an opticalmethod that can
be used for the real-time and label-free detection of biomolecular recognition
reaction [165, 166]. This approach makes use of the interaction of plane polarized
light with the free electrons at a metal surface [167]. Under certain conditions, the
energy carried by the photons can be transferred to collective oscillations of the
electrons, which are called plasmons [168]. The energy transfer occurs only at a
specific resonance wavelength of light when the momentum of the photons and that
of the plasmons are matched. To excite surface plasmons, in SPR systems, a laser
beam is focused on the back of a prism covered with a thin film of metal, mostly gold
or silverwith a thickness of 40–50 nm.At a defined angle of incidence, the intensity of
the reflected light decreases significantly. This effect appears to be due to energy
absorption followed by the creation of surface plasmons at the metal surface. The
surface plasmons can propagate along the metal surface, but they are not strictly
located at the surface. The intensity of their electromagnetic field can be drastically
decayed on going from the metal surface into the adjacent medium. Concerning
the bioanalytical interest of SPR, the position of the critical angle and thereby the
adsorption depend on the evanescent wave and therefore it is sensitive to the
environment up to a distance close to the wavelength from the actual metal surface.
When using SPR systems in bioanalytics, a major advantage is the label-free
detection of biomolecules [169]. These detection units are ideally suited for the
direct monitoring of binding events without the need for additional labeled sub-
stances. However, the additional use of metal nanoparticles increases the sensitivity
up to the picomolar region [170, 171]. Nevertheless, the major problem in every
analytical SPR-based system is the unspecific adsorption of the biological target
components to the sensor surface. More recently, novel biochip assays have been
combined with SPR technology to create a fast and sensitive detection system for
different biomolecules [133, 172].

3.4
Examples of Biochip Applications in Biology and Medicine

3.4.1
Genomic Research

The aim of genomic research is the identification of new genes and the understand-
ing of their function and expression levels under different conditions. Two main
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applications can be identified: (1) identification of genemutation (sequence analysis)
and (2) determination and monitoring of expression level (gene expression profile)
for rapidmapping and identification of disease-related genes [3, 173]. The goal of this
research is not only to catalog all genes and their characteristics but also to
understand how the components work together to comprise functioning cells and
organisms [13]. Pastinen et al. developed a powerful approach to scan all possible
sequence variations provided by minisequencing assays based on high-density
DNA–chip arrays [174]. Several reviews of microarray technologies and applications
used in genomic research have been published [14, 175–182]. Grant andHakonarson
provided an overview of recent advances and further expectations within this
field [182]. Comparative genome hybridization (CGH) has been mainly used to
identify relatively large insertions and deletions in cancer cell lines, for example by
cDNA expression arrays [183].

cDNA microarrays are a powerful technique to identify novel biomarkers for
potential use as diagnostic, prognostic, and therapeutic tools in clinical diagnosis.
They facilitate the analysis of the expression of thousands of genes simultaneously to
provide static and dynamic information about expressed genes [91, 184]. It is based
on the same principle as Northern blot and RT-PCR analysis. An overview of cDNA
microarray technology was given by de Mello-Coelho and Hess [9]. Basically, cDNA
microarrays are used for identifying the role of several genes involved in cellular
processes. cDNA microarray techniques play an important role in research on
human cancers and are used for studying distinct types of cancers, for example,
lung cancer [185–187], prostate cancer [188, 189], breast cancer [183, 190–193], and
ovarian cancer [194, 195], and also the pathogenesis of infectious diseases [196, 197].
Furthermore, differentiation in gene expression patterns of nondiseased and dis-
eased tissues has contributed to a better understanding of the regulation ofmolecular
mechanisms and potential for therapeutic use towards personalized medicine [198].
Parissenti et al. demonstrated gene expression profiles as biomarkers for the
prediction of chemotherapy drug response in human tumor cells [179]. Different
applications of cDNA microarrays include life science areas of endocrinology,
microbiology, immunology, oncology, toxicogenomics, development, genetics, endo-
crinology, and gerontology [9, 199].

3.4.1.1 SNP Detection
A large number of variations in DNA sequence, mainly single nucleotide polymor-
phism (SNP), are revealed with the complete sequencing of the humane genome.
Millions of SNPs are deposited in public databases [200, 201]. These variations in
DNA sequence play a major role in the diagnosis of a variety of genetic diseases and
cancer and in drug development. SNPs serve as genomic markers for assessing
disease predisposition and prediction medication [202, 203]. The analysis of SNPs
can help in understanding genetic differences between individuals and disease states
and will be also useful in helping researchers to determine and understand why
individuals differ in their response to absorb or clear certain drugs for the improve-
ment of medical treatments [180, 204].
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The application of oligonucleotide arrays for the detection of particular mutations
or polymorphism was first reported in 1989 by Saiki et al. [205]. They described the
genetic analysis of amplified DNA (HLA-DQA genotyping and 3-thalassemia muta-
tions) with immobilized sequence-specific oligonucleotide probes on a nylon
membrane.

Commercial SNP arrays are provided by numerous companies for numerous
applications. For example, Illumina has developed a bead-based flexible, accurate,
highly multiplexed SNP genotyping assay. Up to 1536 SNPs can be detected in a
single DNA sample with this system [204]. Each bead contains hundreds of
thousands of covalently attached oligonucleotide probes. For instance, in a cDNA-
mediated annealing, selection, extension, and ligation assay, 1152 cSNPs derived
from 380 cancer-related genes can be investigated. In this assay, information about
both genomic DNA and RNA and also allele-specific expression is obtained, which is
important for studying variations and origins of diseases. Owing to the variability and
scalability of the Illumina platform, the user can perform small pilot studies or large-
scale SNP genotyping studies for human genetic diseases, pharmacogenomic
applications, or rapid development of molecular diagnostics [99, 204]. An automated
magnetic bead-based platform for pretreatment of human leukocytes, gDNA extrac-
tion, and fast analysis of genetic genes was demonstrated by Lien et al. [206].
Furthermore, a comparison of genotyping kits and arrays from Applied Biosystems
and Affymetrix was made by Selmer et al. [207].

A novel genotyping technique that employs a peptide nucleic acid (PNA) zip-code
microarray [208] method was described by Mun et al. [209]. The zip-code array
technique involves unique and distinct short oligonucleotides designed for the
purpose of addressing complementary target sequences. It has become an interest-
ing method for conducting routine genetic assays, for instance, investigating muta-
tions in susceptibility gene BRCA1, which is considered to be involved in the
development of breast and ovarian cancer. Based on a zip-codemicroarray mutation,
detection of BRCA1was described [195, 210, 211]. Further applications based on zip-
code microarrays include investigations of diabetes caused by HNF-1a
mutations [212].

Other applications have been reported for sensing of low-abundance DNA
point mutation in K-ras oncogenes, which have a high diagnostic value for
colorectal cancers [95, 148]. Generally, reviews and articles have focused on the
wide range of applications of SNP microarray analysis in cancer research and
potential applications in cancer risk assessment, diagnosis, prognosis, and
treatment selection [12, 16, 198, 213–216]. Loss of heterozygosity (LOH), genomic
copy number changes, and DNA methylation alterations [217, 218] of cancer cells
can be determined by SNP array genotyping [216, 219]. LOH of chromosomal
regions bearing mutated tumor suppressor genes involve genomic altera-
tions [185, 186, 189, 220]. Also in molecular karyotyping, SNP arrays are used
for genome-wide genotyping [221]. Bruno et al. studied the feasibility of replacing
targeted testing of patients with mental retardation and/or congenital abnormal-
ities using SNP arrays [222].
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3.4.1.2 Gene Expression Profile Analysis
Pointmutations in theDNAsequence aremainly identified by using SNPanalysis. In
gene expression profiling, the analysis of point mutations is not preferentially
considered. Gene expression profile analysis is used for the monitoring and deter-
mination of expressed genes. Depending on their environmental conditions, dif-
ferent expression patterns of genes can be obtained. SNPs are genetic variations and
almost unaffected by their environment.

High-throughput molecular technologies are reshaping our understanding of
diseases, and microarray-based gene expression has attracted the most attention for
performing massive parallel profiling of gene expression from a single sample.
General reviews of DNA microarrays include gene expression profiling by Hughes
and Shoemaker [223] and also by Deyholos and Galbraith [224]. A technology review
about navigating gene expression usingmicroarrays was presented given by Schulze
and Downward [225]. Gene expression profile analysis has been successfully used to
derive a molecular taxonomy to gain biological insights into basic biochemical
pathways and molecular mechanisms of diseases and their regulatory circuits to
generate a multitude of prognostic/predictive signatures. Cancer research is one of
the most important clinical fields based on microarray technology [175]. The
application of biochip technologies in cancer research as a basis for individualized
treatment of cancer patients was reported by Kallioniemi [198]. Polyak and Riggins
included in a review the serial analysis of gene expression techniques and the
implications for cancer research [226]. Other reviews have described the contribution
of gene expression profiling to our understanding of breast cancer [227] and its
clinical management and what still remains be done for these classifiers to be
incorporated in clinical practice [192, 228].

The first customized microarray-based gene expression diagnostic breast cancer
array, accepted by US FDA in 2007, called MammaPrint, was developed based on
theAgilent two-color platformandmethod [229]. Breast cancer is themost common
research field for gene expression profile analysis and the application of micro-
arrays. Another review covered genome-wide profiling of genetic alterations in
acute lymphoblastic leukemia [230]. Also, results of genomic analysis revealed few
genetic alterations in pediatric acute myeloid leukemia [231]. Nannini et al.
analyzed the state of the art of gene expression profiling in colorectal cancer using
microarray technology [232]. In addition to gene expression profiling in cancer
research, other exciting examples covering fields such as cardiovascular dis-
eases [233, 234] and psychiatric disorders [222, 235] are being researched. Fur-
thermore, gene expression analysis plays an important role in human embryonic
stem cell research and the differentiated progeny [236]. It is useful for the treatment
of a variety of inherited and acquired diseases. Gene expression profiles can also
serve as transcriptional �fingerprints,� for example to determine the target of a
drug [237, 238]. Another field of expression profiling analysis is the investigation of
proteins. However, achieving the equivalent genome-wide profiling of proteins is
technically more difficult than investigations of DNA or RNA, due to the already
described problems with the complexity of capture molecules and their immobi-
lization [239, 240].
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In addition to cancer analysis by microarray techniques, several other diseases
have also been investigated, including muscular dystrophy [241], Alzheimer�s
disease [242–244], schizophrenia [245, 246], and HIV infection [247, 248].

3.4.1.3 Pharmacogenomics and Toxicogenomics
Pharmacogenomics means the application of genomic technologies to drug discov-
ery and development. Usually, drug discovery started with a biochemical pathway
implicated in a pathophysiological process, and an appropriate enzyme commonly
from the rate-limiting step in the pathway or a receptor was characterized, purified,
and screened against a variation of structurally diverse small molecules. Today, the
monitoring of genetic polymorphisms and differential expression patterns are the
most biologically informative application of microarray technology and will be an
important improvement in drug discovery [249].

Genetic polymorphisms (SNPs, cSNPs) represent inherited differences in drug-
metabolizing capacity. Most drugs interact with specific target proteins to exert
their pharmacological effects, such as receptors, enzymes, or proteins involved in
signal transduction, cell cycle control, and many other cellular events. In many
cases, genetic polymorphisms are associated with altered activity of encoded
proteins which influence pharmacokinetics and pharmacologic effects, and as
a consequence the sensitivity of specific medications. In drug discovery, genetic
polymorphism analyses will be the initiating step followed by biochemical
and clinical studies to evaluate the phenotypic consequences of these
polymorphisms [250].

Another approach for the discovery of potential drug targets is the investigation of
differential expression patterns. The gene expression in a variety of tissues can be
compared: normal, diseased, and also drug-affected tissues, in addition to model
organisms, examining the effects of selected overexpressed genes or drug treatment.
Yeast and mouse models are commonly used. Drug-induced gene products can be
used as surrogatemarkers to follow readily the effect and dose of a drug in the clinical
setting. Also, a highly selective tissue expression of a drug target is attractive, as the
potential for unwanted side effects may be more restricted [30].

The study of pathogen gene expression during the time of acute infection or during
latency and also the identification of genes and gene products turned on by the
response of the host against the pathogen is a further approach to establishing new
therapeutic targets.

Microarrays are a powerful tool for in vitro target identification. They determine
drug efficacy and toxicity and improve the understanding of the mechanism of drug
action. Various companies are involved in the application of pharmacogenomic
technology [238] for drug target validation and identification of secondary drug target
effects facilitated by DNA microarrays [251].

The field of toxicogenomics contains global mRNA, protein, and metabolite
analysis to study molecular and cellular effects in relation to exposure to toxic
elements. The prediction of possible side effects of pharmaceuticals is an important
part of the preclinical drug development process. The comparison of gene expression
patterns from toxicant-treated organisms versus a control sample, healthy versus
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diseased tissue, and susceptible versus resistant tissue helps us to understand the
influence of hazards and environmental stressors in biological systems.

There are increasing online resources for biological data and information for
toxicogenomic studies (e.g., TOXNET, NIEHS, NCT, TRC, CEBS, and other) [252].
Toxicology microarray data sets comprising genes of different subject areas such
as apoptosis, DNA repair, DNA damage, inflammation, and cell proliferation and
also cell response to oxidative stress and xenobiotic metabolism have been
reported. For the selection of genes from the knowledge-based microarrays,
the ratio of the intensities is calculated and the induction and repression of
genes inferred. Optimal microarray measurements can detect differences as small
as a 1.2-fold increase/decrease in gene expression. Gene expression changes
are more sensitive and comprehensive markers of toxicity than typical toxicolog-
ical endpoints such as morphological changes, reproductive toxicity, and
carcinogenicity [253].

Toxicology arrays, for example, the ToxBlot [254] and ToxChip [255] from the
National Institute of Environmental Health Sciences Microarray Group, include
gene classes related to cancer, immunology, endocrinology, neurobiology,
investigative toxicology, predevelopment toxicology, and safety assessment.
ToxChips will also be developed to monitor drinking water quality and identify
microorganisms [256]. Toxicology biochips determine the relative security of
natural and synthesized compounds and chemical mixtures to which humans
are exposed.

3.4.2
Pathogen Detection and Clinical Diagnosis

3.4.2.1 Pathogen Detection
The detection and identification of pathogens are essential for ensuring the safety of
humans [257]. The difficulty in implementing pathogen detection in biochip and
bioassay technology lies in the complexity of most of the samples, making it hard to
ensure the sensitivity and specificity of themethod.Nowadays,manymicrobiological
laboratories working on pathogen detection have to use microbiological culturing
techniques to identify the pathogens reliably. After the culturing process, biochem-
ical and immunological methods are used to detect specific antigens of the path-
ogen [258]. However, this procedure is very time consuming, and additionally the
traditional tests do not provide information about the potential pathogenicity of the
organisms.

Newbiochip approaches facilitate pathogen analysis. Themain factors influencing
this development are the assay speed, information content, and costs. Further
promising opportunities such asminiaturization and integration allow the construc-
tion of �lab-on-a-chip� devices for on-site testing [259]. These point-of-care systems
permit the analysis of pathogens even for slow-growing organisms. Pathogen
detection at the bedside will lead to faster diagnosis and initiation of an appropriate
therapy.
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In recent years, many groups made remarkable progress in biochip-based path-
ogen detection [260]. In 2002, Wang et al. demonstrated the detection of viral
pathogens [261]. They successfully developed a biochip platform to detect PCR
products, labeled with a fluorescent dye, of 140 different viruses. Garaizar et al. listed
a number of bacterial pathogens investigated by biochip studies [262]. A further point
of interest is the analysis of host–pathogen interactions. Such an interaction causes
substantial changes of the host and also the pathogen. The biochip-based detection of
host–pathogen interactionswas demonstrated byDiehn andRelman [263]. Especially
new spectroscopicmethods have the potential for the sensitive and specific detection
of pathogens. Identification at the subspecies/strain level on the basis of the SERS
fingerprint was reported in 2003 by Grow et al. [264]. The highly specific SERS
fingerprint could also reflect the physiological state of the bacterial pathogens.
A proof-of-principle for the point-of-care-analysis of Escherichia coli- and Bacillus
subtilis-infected samples was developed by Yeung et al. in 2006, including sample
preparation, amplification, and specific detection [265].

3.4.2.2 Clinical Diagnosis
In clinical diagnosis, novel biochip systems have been used in gene analysis for
prognosis and treatment. The innovative biochip technology showed the ability to
change the current molecular diagnosis to point-of-care analytics that allow the
integration of diagnostics with therapeutics and the development of personalized
medicine [213, 266]. Personalized medicine will improve the precision and outcome
of treatment. Tailor-made therapy for individual patients is based on transcriptional
profiling. Additionally, biochips can investigate specific factors of a disease, such as
the presence of specific cell types (e.g., white blood cells), proteins, and different
kinds of enzymes, in a rapid and efficient manner. For this purpose, the body fluids
(e.g., blood), exhaled air, and tissue samples from the patient serve as probematerials
for the final biochip analysis. Especially in cancer diagnosis, research in recent years
has led to considerable progress in prognosis and tumor classification, where so-
called methylation chips served for the diagnosis and prognosis of different cancer
types [267].

Aberrant DNA methylation has frequently been found in cancer cells, which
silenced different tumor suppressor genes and genes important for cell cycle
function and DNA repair. Therefore, various groups tried to detect tumor tissue
based on the investigation of DNA methylation. Yan et al. presented a tumor
classification of breast cancer patients on the basis of their hormone receptor status
and clinical aggressiveness [304]. Shi et al. detected and identified unique genes
preferentially methylated in particular tumors [268]. DNA microarrays were used to
analyzeDNAmethylation. Therefore, the authors analyzedmethylated andunmethy-
lated DNA targets on a chip surface after amplification (bisulfite-PCR) and hybrid-
ization of the amplified targets to the immobilized capture molecules. In 2006,
Schumacher et al. developed a technology for unbiased, high-throughput DNA
methylation profiling of large genomic regions [269].Uunmethylated andmethylated
DNA fractions were enriched using a series of treatments withmethylation-sensitive
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restriction enzymes, and interrogated on microarrays. Est�ecio et al. introduced the
methylated CpG island amplification (MCAM) technique in 2007 [270]. This tech-
nique was stated to be a suitable method to discover methylated genes and to profile
methylation changes in clinical samples in a high-throughput fashion. Further array-
based detection of DNAmethylation in cancer diagnosis was described by Melnikov
et al. [271] and Kimura et al. [272]. Other studies targeted the detection of special
proteins for cancer diagnosis. Thus, in 2001 Askari et al. introduced the anti-p53
tumor suppressor gene antibody in human serum on a biochip [273]. A review by
Pollard et al. addressed the development and application of protein microarrays for
cancer diagnosis and clinical proteomics [34].

Of course, cancer diagnosis and prognosis represent one of the largest fields in
clinical diagnosis, although smaller research topics include the investigation and
detection of Alzheimer�s disease [244] and autism spectrum disorders (ASDs) [180].
However, the application of microarrays in clinical diagnosis is constantly growing.

3.5
Trends in Biochip Research

A wide variety of novel exciting technologies are becoming available with potential
use in analytical applications. These innovative, novel sensing techniques have great
promise in the analysis of a wide range of targets and various properties in biological,
chemical, and immunological problems. In this connection, most notably nanopar-
ticles, quantum dots, and novel enzymatic technologies show the potential to
improve or to replace current analytical methods. Especially with respect to the
development of point-of-care systems, the new labeling methods offer robust and
easy-to-use detection units that can be applied outside specialized laboratories.
Another important point is the stability of the signals, which is of interest for
comparisons of the received data and storage.

Thesemethods form the basis for a new generation of biochip platforms that allow
fast and sensitive on-site detection of biomolecules.

3.5.1
Metal Nanoparticles

The main reasons for the development of innovative bioanalytical approaches based
onmetal nanoparticles include the stability of the signals, the high signal intensities,
and harmless reagents. Additionally, the utilization ofmetal nanoparticles allows the
construction of robust, cost-effective, and portable read-out devices to realize easy-to-
use point-of-care systems.

Using the scattered light of metal nanoparticles permits sensitive imaging and
quantification of biomolecules. The spectrum of the scatted light is dependent on
the attributes of the nanoparticles [126, 127]. As the spectrum depends on
particle size, shape, and composition, a multi labeling system based on metal
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nanoparticles has been demonstrated [163]. A common glass slide, functiona-
lized with oligonucleotides, was used as a planar wave guide. After specific
hybridization with target oligonucleotides, labeled with different sizes of metal
nanoparticles, the size-selective scattered light could be used for sequence
specific differentiation between the immobilized oligonucleotides.

Furthermore, Quinten demonstrated the influence on plasmon resonance of the
interparticle spacing [274]. With this effect, a simple colorimetric DNA detection
using gold nanoparticles could be realized [275, 276]. Mirkin�s group modified
different batches of gold nanoparticles with different sized oligonucleotides [275].
Due tomixing of the batches and by adding a single-stranded target DNA, which was
complementary to the two oligonucleotides bound to the different sized particles, the
particles formed DNA-linked aggregates. Thereby, the color of the colloidal nano-
particle solution shifted from red to blue. Since this color change was caused by
DNA–DNA interactions, heating of the solution above themelting temperature of the
double-stranded DNA removed the single-stranded target DNA. Consequently, the
nanoparticle aggregate was resolved, resulting in a color shift back to red. By
transferring the hybridized particle aggregate to a chromatography plate, the test
could be permanently recorded [275].

In addition to the detection of light scattered directly from metal nanoparticles,
metal surfaces can enhance electromagnetic fields, which has been exploited in
SERS [277, 278], which is an emerging technology in the field of analytics [279].
In comparison with other spectroscopic detection techniques such as fluorescence,
Raman spectroscopy is hampered by the inherently small scattering cross-section,
which prevents the detection of low analyte concentrations [280, 281]. The huge SERS
enhancement of more than 106 times the weak Raman signal was considered to be
caused by interactions between the analyte molecule and a metallic surface having
nanostructured morphology. Since the discovery of the SERS technique, it has
become a versatile tool for chemical analysis, environmental monitoring, and
biomedical applications, applying the unique properties of Raman spectroscopy,
for example, the highly specificmolecular fingerprint spectrum [282, 283]. Wabuyele
and Vo-Dinh demonstrated the use of plasmonics-based nanoprobes that act as
molecular sentinels for DNA diagnostics [284]. The plasmonics nanoprobe consists
of ametal nanoparticle and a stem–loopDNAmolecule taggedwith aRaman label. As
long as the hairpin loop is active, the Raman label is in close proximity to the metal
nanoparticle, so an intense SERS signal can be detected. In the presence of a
complementary target DNA, the hairpin loop will be disrupted. Thereby, the SERS
signal will be decreased by removing the Raman label form the metal nanoparticle
(Figure 3.4).

3.5.2
Quantum Dots

Quantumdotsaremostuseful inbiomedicalresearchandfor invitroand invivoclinical
diagnostics. These monodisperse semiconductive nanocrystals have dimensions
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between 1 and 10 nm. Because of the small dimensions, the physicochemical
properties of quantum dots depend strongly on their size. Colloidal semiconductor
quantum dots are single crystals whose size can be controlled by the synthesis
conditions. They have very high extension coefficients, much higher than those of
organic fluorophores, and these particles adsorb light over a wide range of wave-
lengths.Quantumdotsrepresentanalternativetoorganicornaturalfluorophoreswith
a variety of advantages, for instance, their large quantumyields, ability to excite awide
range of sizes,with emission ranging from the visible to thenear-infrared regionwith

Figure 3.4 SERS intensity dependent on the
presence of a plasmonic-based nanoprobe,
consisting of a metal nanoparticle and a
stem–loop DNAmolecule tagged with a Raman
label. With a closed hairpin loop the SERS signal
can be detected (a).Due to the hybridizationof a

complementary target DNA, the hairpin loop
will be disrupted (b). The SERS signal will be
automatically decreased. Heating above the
melting temperature of the DNA construct will
rearrange the hairpin loop and consequently the
SERS signal (c).
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one laser frequency, and longerfluorescence lifetimes. Furthermore, these nanocrys-
tals offer high photostability, in contrast to organicfluorophores there is no bleaching
effect, and their optical attributes allow their use in multiplexed applications for
biological microarrays [285].

Especially for in vivo applications, significant concerns about the use quantumdots
limit their utilization in various applications. The toxicology of quantum dots is
determined by their chemical make-up. An inorganic coating of quantum dots
insulates the core, amplifies the optical properties, and provides chemical stability.
Then an organic coating is necessary for coupling biomolecules [11]. Quantum dots
can also be incorporated into latex particles (quantum beads), making them more
useful to those attempting antibody conjugation. Basically, chemical coatings (silica
and other materials) should provide solubility and the possibility of functionalizing
the particles with biomolecules, including DNA, proteins, and antibodies. The
toxicology of quantum dots is a combination of the metal, the chemical coating,
and the functionalization.

Smith and Nie in 2004 reported details of surface chemistry and bioconjuga-
tion, current applications in bioanalytical chemistry and cell biology, and future
research directions of quantum dots [286]. Quantum dots are utilized in fluores-
cence in situ hybridization, DNA and protein analysis, and targeting a variety of
cell components. In 2005, the Ting�s group demonstrated the quantum dot-based
detection of proteins via biotin–streptavidin interactions [287]. Additionally,
Roullier et al. showed the potential of the direct visualization of protein–protein
interactions at the single molecule level [288]. Recent reviews have underlined the
applicability of quantum dots and the challenges to be overcome to make them
commercially available [137, 289–291]. Nowadays, several quantum dot antibody
and secondary detection reagents, labels, and labeling kits are commercially
available from different companies, for example, Invitrogen and Evident
Technologies.

Figure 3.5 illustrates selected applications of quantum dots in biomolecule
diagnostics: fluorescence in situ hybridization, donors in fluorescence resonance
energy transfer, labels for microarray hybridization, and for spectral bar
coding [292].

3.5.3
Enzymes

In recent years, much effort has been directed at using enzymes as catalysts to
generate metal nanoparticles. The combination aimed at the fusion of the fast
and highly specific enzymatic reaction with the unique properties of metal
nanoparticles. This technology extended the field of application of enzymes in
bioanalytics because of the generation of insoluble stable products. An enzyme-
induced growth of metal nanoparticles leads to stable signals that do not fade or
bleach.

The use of enzymatic reactions to generate metal nanoparticles was described for
the first time in the field of immunohistology and in situ hybridization [293, 294].

3.5 Trends in Biochip Research j61



Bothmethodsusedenzymesas labels for theproductionof specificdyes.However, the
enzymatically converted molecules started to diffuse after a short time into neigh-
boring tissue,which ledtoadecrease insensitivityandareduction inresolution.Based
on the demonstrated advantages such as the efficient reaction, stability, and repro-
ducibility, different enzymes were investigated in terms of their ability to generate
metal nanoparticles. The electrochemical detection of silver nanoparticles deposited
by alkaline phosphatase is one of the first described reactions for a chip-based
investigation of biomolecules [295–297]. In 2005, Fritzsche�s group introduced
the horseradish peroxidase-induced growth of silver nanoparticles [298]. The particle
growth and the kinetics of the reaction were further investigated at the single-particle
level to illustrate the reaction mechanism [299]. Further enzymes, widely used
in molecular biological tests, such as glucose oxidase and acetylcholinesterase,

Figure 3.5 Selected applications of quantum
dots in nucleic acid diagnostics: (a) quantum
dots as labels for fluorescence in situ
hybridization (FISH); (b) quantum dots as
donors in hybridization-mediated fluorescence

resonance energy transfer (FRET); (c) quantum
dots as labels for biochips/solid-phase
hybridization; (d) encapsulated combinations
of quantum dots for spectral barcoding. From
Algar et al. [292].
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were found to be possible initiators for the enzyme-induced growth of nanopar-
ticles [300, 301]. Silver nanoparticles produced by alkaline phosphatase were used to
produce nanoscopic metallic conductor paths by Dip-Pen nanolithography [302]. In
addition to nanoparticles, enzymes can generate insoluble colored products that
also can be exploited to detect different microorganisms [303]. This detection
method is used in biochip applications by CLONDIAG Chip Technologies (Jena,
Germany).

The successful combination of enzymes and metal nanoparticles represents a
powerful technique that can be used to improve analytical methods in terms of
sensitivity and specificity.

3.6
Conclusion

In the last decade, biochips have revolutionized analytical diagnostics. Because of
their high throughput ability, biochips save time and costs in experiments. Advan-
tages such as miniaturization and automation led to the further development of this
technology. For this purpose, different scientific and engineering fields worked
closely together. Due to the collaboration of workers involved in microfabrication,
microelectronics, the computer industry, molecular biology, and so on, biochip
technology is rapidly growing, with a large number of applications in pathogen
detection, clinical diagnosis, genomic research, gene expression profiling, toxicoge-
nomics, and pharmacogenomics.

The method of choice for chip-based biomolecule detection is fluorescence. This
technique is well established and widely used in scientific laboratories. Despite all
their advantages and the wide applicability of biochips, the technology is still limited
to research applications. This is generally caused by a lack of reproducibility and
reliability. The rapid development of the technology led to a large number of different
biochip systems using various chip platforms, materials, labeling techniques,
immobilization strategies, and detection units. Unfortunately, the comparability
between these different systems, in terms of sensitivity and specificity, is uncertain.
Nevertheless, the development of a new biochip generation, the so-called point-of-
care systems, is promising for on-site testing and will continue to advance the
technology. Due to the use of alternative labels such as metallic nanoparticles,
quantum dots, and enzymes, biochips can be turned into robust and mobile
analytical systems. Compared with fluorescence, the nanoparticle-based automation
of biochips (e.g., integration in microfluidic systems) will significantly improve the
reproducibility and reliability of these on-site diagnostic devices. The required high
robustness and short analysis times of point-of-care systems allow their use outside
specialized laboratories.

Finally, the biochip technology has already prepared the ground for a new class of
bioanalytical tools in order to realize fast, sensitive, easy-to-use, mobile, and reliable
diagnostics.
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4
Microstructure Fibers in Biophotonics
Aleksei M. Zheltikov

4.1
Introduction: From Early Concepts of Fiber-Based Bioimaging to
Biophotonics with Specialty Fibers

The development of fiber-based methods of biomedical imaging spans more than
eight decades [1]. The capability of optical fibers to transfer images was first realized
in the late 1920s. In 1927, Clarence Hansell, an electronic engineer at the Radio
Corporation of America, filed a patent on fiber-based imaging [2], which covered the
use of optical cables consisting of many fibers. In 1929, Heinrich Lamm, a medical
student at the University of Munich, reported the first successful experiments on
image transfer through a bundle of optical fibers [3],motivated by the development of
a flexible gastroscope (see [4] for a detailed account of the early days of the history of
fiber optics). These early inventions and pioneering concepts had to wait for several
decades, however, before fiber fabrication technologies and low-loss fiber materials
became mature enough to support the creation of practical fiber imaging systems,
leading to revolutionary breakthroughs in biophotonics.

Modern fiber-optic technologies [5] provide an advanced platform for the creation
of novel fiber-based imaging systems [6, 7], optical endoscopes [8, 9], biophotonics-
oriented fiber laser sources [10], and optical neural interfaces [11, 12]. Although
standard single-mode fibers (SMFs) can help implement many of the biophotonic
protocols in the endoscopic mode, guiding continuous-wave radiation to the area of
interest in living organisms, such fibers are much less efficient in delivering
ultrashort laser pulses, needed for multiphoton bioimaging, and in collecting the
incoherent optical response from biotissues. The group-velocity dispersion of such
fibers tends to stretch ultrashort light pulses, while the numerical aperture of SMFs is
typically too low to permit efficient collection of incoherent radiation.

Novelmicro- and nanostructured optical fibers, also referred to as photonic-crystal
fibers (PCFs) [13, 14], have been shown to offer attractive solutions to these
problems [15]. Both group-velocity dispersion and numerical aperture can be tailored
in PCFs through fiber structure engineering [16]. Fibers of this class have been used
to improve substantially the signal collection efficiency in nonlinear microscopy [17]
and have allowed the creation of nonlinear optical fiber endoscopes [18, 19].
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Advanced PCF lasers [10, 20], and also PCF frequency converters [16] and super-
continuumsources [21, 22], are gaining growing applications in bioimaging based on
coherent anti-Stokes Raman scattering (CARS) [23]. Hollow-core PCFs [24, 25] allow
the delivery of high-energy, ultrashort laser pulses for biomedical applications [26].
These fibers also offer much promise for the creation of tunable wavelength shifters
for multiphoton microscopy and CARS microspectroscopy [27, 28]. The low non-
linearity of the gas filling the core of the fiber and the choice of the central wavelength
of laser pulses to the zero group velocity dispersion (GVD) wavelength of the fiber
help to reduce temporal envelope distortions of the transmitted light signal. In this
chapter, we give a brief overview of recent developments in biophotonics based on the
use of microstructure fibers

4.2
Microstructure Fiber Sensors

Microstructure fibers suggest a variety of attractive strategies for optical sensing. The
most common approach involves using the evanescent field of waveguide modes,
confined to a high refractive index material in a waveguide, to produce a fluorescent
signal, which is employed to detect species of a certain type in the gas, liquid, or solid
phase. When implemented with PCFs [29–38], this sensing strategy allows the
creation of compact fiber format sensors of gas-phase media [36–38] and biomole-
cules in aqueous solution [31]. Another widespread approach to sensing with
advanced waveguide components is based on interferometric techniques [39], most
often the Mach–Zehnder interferometer configuration, intended to detect small
changes in the phase of an optical signal transmitted through a waveguide sensor.
Devices based on this principle can sense small changes in the refractive index of an
analyte or detect the formation of thin molecular layers on a waveguide cladding.

Owing to the remarkable flexibility of their core–cladding structure (Figure 4.1),
PCFs offer attractive and often unique options for biosensing. For example, double-
clad PCFs, as shown elegantly by Myaing et al. [40], can substantially improve the
efficiency of two-photon fluorescence detection of biomolecules with the fluores-
cence signal delivered to the detector in the backward direction through the same
fiber. The possibility of extending the concept of fiber grating-based sensing to PCFs
has been demonstrated by Eggleton et al. [41]. Rindorf et al. [33] developed PCF-based
sensors with long-period gratings for the detection ofmolecularmonolayers contain-
ing immobilized DNA. Advanced fiber micro- and nanostructuring technologies
have been shown to permit the creation of high-performance DNA sensors for gene-
expression analysis [42], and also specific genomics- and proteomics-oriented sensor
systems designed to detect specific genes and proteins (see [43] for a review).

Air-guidedmodes of hollow-core PCFs (Figure 4.1e) have been shown to be ideally
suited for gas-phase sensing using linear [44] andnonlinear [45] opticalmethods. The
biosensing ability of ring-cladding hollow-core PCFs has been demonstrated [46].
The ring cladding in such waveguides, conveniently implemented in a PCF design,
serves as a built-in Fabry–P�erot interferometer, allowing the detection of thin
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molecular layers and ensuring a high sensitivity of transmission spectra ofwaveguide
modes to small changes in the refractive index of an analyte filling the hollow core of
the waveguide and air holes in the fiber cladding. We show that waveguides of this
type offer a platform for the creation of compact and efficient biochemical sensors
and sensor arrays. Components of this type can sense biolayers a few nanometers
thick and provide a high sensitivity with respect to refractive index changes of an
analyte filling the air holes of the waveguide structure.

A diversified architecture of photonic-crystal fibers (Figure 4.1) suggests various
approaches to optical sensing. Experiments reported by Konorov et al. [32] provide a
quantitative comparison of two protocols of optical sensing with PCFs. In the first
protocol, diode-laser radiation is delivered to a sample through the central core of a
dual-cladding PCF with a diameter of a few micrometers, while the large-diameter

Figure 4.1 SEM images of PCFs: (a) solid-core high refractive index-step silica PCFs with a few-
airhole-ring cladding; (b) periodic cladding PCF; (c) solid-core silica PCF with a dual microstructure
cladding; (d) multicomponent glass PCF with a nanohole array-modified core; (e) hollow-core PCF.
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fibercladdingserves tocollect thefluorescent response fromthesampleand toguide it
to a detector in the backward direction. In the second scheme, liquid sample is
collected by a microcapillary array in the PCF cladding and is interrogated by laser
radiationguidedinPCFmodes.Forsamplefluidswithrefractive indicesexceedingthe
refractive index of PCFmaterial, fluid channels in PCFs can guide laser light by total
internal reflection, providing an 80% overlap of interrogating radiation with sample
fluid. Specially designed PCFs have been shown to integrate an optical sensor with a
micropipette, asamplecollector, andamicrofluidicpolycapillaryarray inasinglefiber-
optic component, which is ideally suited for �lab-on-a-chip� applications, offering an
attractive platform for fiber-based sensors and probes for genomics and proteomics.

4.3
Designing Specialty Fibers for High-Resolution Imaging

The development of subdiffraction microscopy techniques is one of the key ten-
dencies in modern optical physics. Rapidly progressing methods of near-field
microscopy [47] provide an unprecedentedly high spatial resolution on specific
samples, giving an access to a unique information on the structure of matter and
physical processes in subsurface layers. Methods of near-field microscopy, however,
face serious difficulties when applied to a broad class of problems related to processes
and details of structure in the bulk of a material and in living systems. Problems of
this class can be attacked by using novel physical principles of far-field microscopy,
such as multiphoton microscopy [48, 49], microscopy based on CARS [50], and
stimulated Raman scattering [51], and also microscopy using stimulated emission
depletion (STED) [52]. New methods of far-field microscopy have been shown to
provide spatial resolution as high as a few tens of nanometers (in certain cases better
than 20 nm [53]). These techniques find growing applications in studies of intra-
cellular processes in living organisms, single-molecule detection, and analysis of a
broad class of nanostructures and nano-objects.

Modern fiber-optic technologies allow the creation of optical micro- and nanowa-
veguide systems, including submicrometer-core opticalfibers [16]. Such components
open up wide opportunities for the implementation of novel methods of microscopy
in thefiber format. Rapidly growing research in thisfield includes the development of
fiber-optic sources and systems for the delivery of ultrashort light pulses for nonlinear
optical endoscopy and mapping of neuronal activity in the living brain [54, 55].
Unique opportunities offered by fiber-format ultrahigh-resolution microscopy call
for a detailed understanding of fundamental physical factors controlling the con-
finement of electromagnetic field in waveguide systems and analysis of methods of
transmission of ultracompact light beams in fiber-optic networks.

The spatial resolution of fiber-based optical imaging is controlled by the confine-
ment of the light field in the fiber core, which can be quantified in terms of the
effective mode radius:

w ¼ S=pð Þ12 ð4:1Þ
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where

S ¼ 2p
ð¥
0

F rð Þj j2rdr
� �2 ð¥

0
F rð Þj j4rdr

� ��1

ð4:2Þ

is the effectivemode area,F(r) being the transversefield profile in thefibermode. The
mode radius w is sensitive to the refractive index contrast,D¼ n1� n2, where n1 and
n2 are the refractive indices of the fiber core and fiber cladding, respectively, and
generally differs from the physical size of the fiber core r. This difference may
become especially significant in the case of fibers with very small, subwavelength
cores, where diffraction arrests a tight localization of the light field in the fiber core,
making a significant fraction of the mode power propagate as the evanescent field
outside the fiber core [56, 57].

Figure 4.2 compares the typical behavior of the effective mode radius w as a
function of the physical radius of the fiber core r in the case of a conventional step-
index fiber (dotted line) and a generic-type PCF with a hexagonal structure of the
cladding with a lattice constant L (shown in the inset). Calculations presented in
Figure 4.2 suggest [58] that the light confinement in the PCF core and, hence, the
spatial resolution provided by a PCF probe can be controlled through fiber structure
engineering. Larger d/L ratios, as can be seen from Figure 4.2, provide a tighter
localization of the light field in the fiber core, translating into a higher spatial
resolution of a fiber probe. With d/L¼ 0.9, the minimum mode radius, achieved
when L� 0.4l, is wmin� 0.2l (the dashed line in Figure 4.2), allowing fiber-based
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Figure 4.2 Effective radius of the PCFmode as
a function of the pitch L of the hexagonal fiber
cladding for l¼ 1mm, d/L¼ 0.3 (dashed-
dotted line), 0.5 (solid line), and 0.9 (dashed
line). The dotted line shows the effective radius

of the fundamental mode of a standard fiber
with n1� n2¼ 0.01 as a function of the core size
r. A PCF with a hexagonal-lattice cladding is
shown in the inset.
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optical probing of areas adjacent to the fiber end with subwavelength resolution.
Interestingly, and quite importantly, for smaller core sizes, the field confinement in
the fiber core becomes weaker, because of strong diffraction, leading to larger
effective mode sizes (see Figure 4.2), with a significant fraction of mode power
guided outside the fiber core. All these predictions are fully confirmed by fiber-probe
experiments on test objects [59].

4.4
Fiber-Based Imaging of Diffusively Scattering Tissues

To illustrate the significance of the fiber structure for the regime of collection of a
fluorescence signal from a diffusively scattering tissue, we consider a generic fiber
(Figure 4.3a) consisting of a core with a diameter dc, which is used to deliver the laser
light to a tissue, and a cladding that includes a ring (similar to a ring seen in the PCF
structure in Figure 4.1c) with an inner diameter dr, which serves to pick up the
fluorescent response from the tissue within its larger aperture. The case of dc¼ dr
corresponds to a standard optical fiber. In a PCF, a cross-section structure can be
designed in such a way as to isolate a signal-collecting cladding ring from the central
core of the fiber. When a fiber probe with such a design is used to detect the
fluorescence response from a uniformly scattering biotissue, the probability of the
ring in the fiber cladding to pick up a fluorescent photon generated at a depth z
(measured from the fiber tip, Figure 4.3a) peaks, due to the general properties of
diffusive scattering of optical signals in random media [60, 61], at z¼ L0. The full
width at half-maximum, dz, of the axial profile Ifl(z) of fluorescence collected by the
cladding ring is controlled by scattering and absorption of the tissue, and also the
diameter of the ring dr, its thickness tr, and the refractive index step dn¼ nr� neff,
where nr is the refractive index of thematerial of the ring (nr� 1.45 for a silica ring in
our experiments) and neff is the effective refractive index of the microstructure
surrounding this ring. A ring with a larger diameter dr will probe tissue layers lying at
largerdistancesL0 fromthefiber tip at the cost of loweraxial resolution (largerdz). The
thickness of the tissue layer providing themain contribution to the signal detected by
the outer ring of the PCF can be reduced by lowering the refractive index contrast dn
and decreasing the thickness of the ring tr. For the PCF shown in Figure 4.1c with
dr� 300 mm and tr� 25 mm, numerical simulations for typical brain-tissue para-
meters (reduced scattering coefficient m0s � 1mm�1 and the absorption coefficient
ma� 0.1 cm�1 [62]) give L0� 250 mmwith dz� 160mm.The lateral dimensions of the
interrogated volume are determined by the outer diameter of the signal-collecting
aperture of the fiber probe. In our experiments, this diameter was about 325 mm.

Specialmeasurementswere performed to test howwell thefluorescence-collecting
ring in the PCFcladding is isolated from the central fiber core for PCFswith different
cladding-ring diameters. To this end, the intensity Is of the signal collected by PCFs of
different typeswasmeasured as a function of the displacementr of thefiber corewith
respect to a 2 mm spot of a tightly focused laser beam, intended tomimic a point light
source. Results of these measurements are presented in Figure 4.3b. For a PCF
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Figure 4.3 (a) Fiber probe with a fluorescence-
collecting ring in the cladding. (b) Intensity
of the signal collected by a PCF with a cross-
section structure shown in Figure 4.1a (filled
and open circles) and Figure 4.1d (triangles)
measured as a function of the displacement

of the fiber core with respect to a 2mm
radiation source. The diameter of the outer light
collecting ring in the core of PCF shown in
Figure 4.1a is 18 mm (open circles) and 28mm
(filled circles).
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without a signal-collecting cladding ring (Figure 4.1a), the measured radial profile
Is(r) features only one maximum (triangles in Figure 4.3b), corresponding to the
center of the fiber core. For fibers with signal-collecting cladding rings (Figure 4.1c),
the Is(r) profile displays three peaks (solid and open circles in Figure 4.3b),
corresponding to the signal delivered through the central core and the cladding
ring.Whereas for fibers with dr� 20 mm, the signal transmitted through the cladding
ring suffers from interference due to radiation transmitted through the core and the
inner part of the microstructure cladding (open circles in Figure 4.3b), PCFs with
dr� 25 mm show well-resolved peaks in the Is(r) profile (solid circles in Figure 4.3b),
indicating almost no interference between the signals transmitted through the
central core and the signal-collecting cladding ring. The experimental results thus
support numerical simulations, confirming that properly designed fiber probes can
effectively resolve the fluorescence response from a brain tissue along the axial
coordinate even in the regime of single-photon excitation, where high laser inten-
sities, typically required for multiphoton methods, are not needed.

4.5
Enhancement of Guided-Wave Two-Photon-Excited Luminescence Response
with a Photonic-Crystal Fiber

Two-photon absorption (TPA) is the backbone of a broad variety of bioimaging
techniques and biomedical strategies, including high-resolution microscopy [48, 49,
63], photodynamic therapy [64, 65], and drug-delivery monitoring and drug activa-
tion [66]. Luminescence of TPA-excited molecules provides a measurable optical
response that allows imaging of TPA-excited regions in two-photon microscopy and
helps to visualize tiny objects and identify fine details of structure and morphology
inside biological tissues [48, 49]. A combination of TPA approaches with capabilities
of fiber-optic probes [54] offers numerous advantages [67], suggesting a convenient
format for beam delivery, facilitating manipulation of excitation radiation, and
allowing this excitation to be applied locally and selectively. Althoughmany attractive
fiber solutions have been developed to meet the needs of TPA-based technologies,
collection of the two-photon-excited luminescence (TPL) response still leaves much
room for optimization, with the main source of problems being related to the small
aperture of fiber probes, making it difficult to collect efficiently the TPL signal, which
is uniformly emitted in a 4p solid angle.

PCFs can substantially improve the collection efficiency of the TPL response
from TPA-excited molecules in waveguide modes [68], thus allowing the sensitivity
of TPA-based techniques to be radically improved. In the earlier relevant work, PCFs
of various types were shown to offer numerous advantages as efficient optical
sensors [30–32] and compact wavelength-tunable sources for nonlinear microspec-
troscopy [16, 23]. Dual-cladding PCFs have been employed to enhance the efficiency
of two-photon biosensing [40]. As shown by Fedotov et al. [68], with only a few
nanoliters of TPA-excited molecules filling air holes in a specifically designed PCF,
the guided-wave TPL signal can be enhanced by two orders of magnitude relative to
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the maximum TPL signal attainable from a cell with the same dye excited and
collected by the same PCF.

We compare two arrangements for the collection of the TPL response with a dual-
cladding fiber. In the first scheme (Figure 4.4a), excitation light is delivered along the
fiber core to an object adjacent to thefiber end. The TPL signal is then collected by the
inner part of the fiber cladding. As shown by Myaing et al. [40], this method of TPA
excitation using dual-cladding PCF probes offers important advantages for TPA
bioimaging. In the second approach (Figure 4.4b), we let a tiny amount of the liquid-
or gas-phase substance fill the air holes of the PCF. The TPL signal is then excited by
the evanescent field of the mode guided along the fiber core and is captured into a
waveguide mode inside the inner part of the fiber cladding.

The total TPL signal collected by the fiber probe in the first experimental
arrangement (Figure 4.4a) is

P1 ¼ 2p
ða
0

s1I1 rð Þrdr ð4:3Þ

where

I1 rð Þ ¼ mblI0
2 f1 rð Þ½ �2 ð4:4Þ

is the intensity of the TPL signal, s1 is the TPL signal collection efficiency, m is the
quantum yield of TPA-induced luminescence, b is the TPA coefficient, l is the length

Figure 4.4 TPA excitation and TPL response
collection with a dual-cladding fiber probe: (a)
excitation light is delivered through the fiber
core to an object adjacent to the fiber end, while
the TPL signal is collected by a high numerical
aperture inner part of the fiber cladding; (b) an
evanescent field of the mode guided along the

fiber core generates the TPL signal through a
TPA excitation of dye molecules in a solution
filling the air holes in the PCF cladding, with the
inner part of the fiber cladding capturing the TPL
response into a waveguidemode and delivering
this signal to a detection system.
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of the interaction region, I0 is the on-axis intensity of the waveguide mode, a is the
radius of the fiber core, and f1(r) is the radial profile of field intensity distribution.

The TPL signal collection efficiency s1 is given by

s1 ¼ 2p
ðq1
0

sin j d j ð4:5Þ

where q1 is themaximumacceptance angle of the high numerical aperture inner part
of the fiber cladding:

sin q1 ¼ n1
n0

1� n2
n1

� �2" #1
2

ð4:6Þ

where n0 is the refractive index of the medium adjacent to the fiber probe end and n1
and n2 are the refractive indices of the inner and outer sections of the fiber cladding,
respectively.

With n12�n22ð Þ=n02 � 1, integration of Eq. (4.5) yields

s1 � pq1
2 � p

NA1

n0

� �2
ð4:7Þ

whereNA1¼ (n1
2� n2

2)
1=2 is the numerical aperture of the inner cladding of the fiber

probe.
In the case of a Gaussian field intensity profile, f1(r)¼ exp(�r2/r1

2), where r1 is the
effective field intensity radius, Eqs. (4.3), (4.4), and (4.7) give

P1 � pmblI 2
0
S1
2
q1

2 1�exp �2
a2

r12

� �� �
ð4:8Þ

where S1 ¼ pr12 is the effective mode area.
For a large-core fiber with (a/r1)

2� 1, Eq. (4.8) reduces to

P1 � pmblI0
2S1q1

2 ð4:9Þ
For the second experimental scheme (Figure 4.2b), the total TPL signal collected by

the fiber probe is

P2 ¼ 2p
ðR
a

I2 f2 rð Þ
h i2

rdr ð4:10Þ

where f2(r) is the radial profile of field intensity distribution in a liquid-filled fiber, R
is the radius of the inner part of the cladding, and the TPL intensity I2 can be found
from the equation

I2 ¼ mbs2

ðL
0

I02dx

1þ bI0xð Þ2 ð4:11Þ
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where L is the length of the interaction region, s2 is the TPL signal collection
efficiency defined by

s2 � pq2
2 � p

NA2

nco

� �2
ð4:12Þ

q2 is the maximum acceptance angle, NA2¼ (nco
2� ncl

2)
1=2, nco is the effective

refractive index of the inner part of the liquid-filled fiber bounded by the outer
cladding, and ncl is the refractive index of the outer part of the cladding.

Integration of Eq. (4.11) yields

I2 ¼ mbs2
I02L

1þ bI0L
ð4:13Þ

with bI0L� 1 and a Gaussian field intensity profile, f2(r)¼ exp(�r2/r2
2), r2 being

the effective field intensity radius in a liquid-filled fiber, Eqs. (4.10), (4.12), and (4.13)
lead to

P2 � pmbq2
2I0

2L
S2
2
exp �2

a2

r22

� �
ð4:14Þ

where S2 ¼ pr22 and we assume that r2�R.
The length of the interaction region in the first experimental scheme (Figure 4.4a)

is dictated by diffraction and can be estimated as l� 2pa2/l, l being the radiation
wavelength, we find that the second experimental arrangement provides the
following TPL signal collection enhancement with respect to the first scheme
implemented with a large-core fiber with (a/r1)

2� 1:

g ¼ P2

P1
� q2

2

q1
2

S2
S1

Ll
2pa2

exp �2
a2

r22

� �
ð4:15Þ

from which it can be seen that the enhancement of the TPL response provided by a
fiber with air holes partially filled with a liquid under study scales linearly with the
length L of the interaction region and rapidly decreases [/ a�2 exp(2a2/r2

2)] with an
increase in the fiber core radius a because of the evanescent character of the field
inducing the TPL response in the second experimental arrangement. For typical
parameters of experiments described below, with l� 0.8 mm, a� 2.3 mm, r2� 2.5
mm, and L� 1.5 cm, we find L/l� 360, and Eq. (4.15) gives g� 200. Waveguide
collection of the luminescence signal using an appropriately designed fiber probe
can thus provide orders of magnitude enhancement of the TPL response relative to
the maximum TPL signal attainable from a cell with the same TPA medium.

Fiber probes used in experiments [68] were based on suitably designed fused-silica
PCFs, produced by means of standard PCF fabrication technology. A Ti:sapphire
laser, delivering 40 fs, 0.5W pulses of 805 nm radiation at a pulse repetition rate of
90MHz, was employed as a source of light inducing two-photon luminescence in
solutions of various dyes. Light pulses with an average power of 	50mW were
coupled into the fiber probe with a micro-objective. Because of the nonlinear nature

4.5 Enhancement of Guided-Wave Two-Photon-Excited Luminescence Response j87



of the TPAprocess, efficient TPL generation requires excitation ofmolecules by light
pulses with a sufficiently high peak power. It is therefore critical for highly efficient
TPL excitation to minimize temporal spreading of femtosecond light pulses trans-
mitted through the fiber. To this end, the PCF was designed in such a way as to
provide a low GVD at the central laser wavelength. In experiments, a laser pulse with
an input pulse width of 40 fs transmitted through a 50 cm long piece of PCF with a
GVD parameter b2� 5
 10�3 ps2m�1 was stretched up to 75 fs. This pulse width
was still short enough to provide a sufficient laser peak power for efficient TPA
excitation of Rhodamine 6G molecules.

In the first scheme of TPL detection, laser pulses were delivered to a 10�3M
solution of Rhodamine 6G in a cell through the central core of the fiber with a
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Figure 4.5 Spectra of the optical response
of Rhodamine 6G solution excited by
femtosecond Ti:sapphire laser pulses with a
central wavelength of 805 nm detected (a) from

dye solution in a cell (as sketched in Figure 4.4a)
and (b) from dye solution filling the air holes
in the PCF cladding (as shown in Figure 4.4b).
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diameter of 2.3mmin accordancewith the generic approach illustrated in Figure 4.4a.
The inner fiber cladding serves to collect the TPL response from the sample and to
guide it in the backward direction, towards the input end of the fiber. Outside the
fiber, the TPL signal is separated from the 800 nm light and is sent to a detection
systemby a dichroicmirror. In this regime, the TPL signal is reliably detectable, but is
much weaker than the background signal in the spectral range 690–810 nm
(Figure 4.5a), which includes back-reflected laser light centered at 805 nm and the
nonlinear signal in the spectral region of 700–715 nm generated in the PCF through
dispersive-wave emission by optical solitons. This type of emission originates from
the instability of solitons induced by higher order dispersion [69]. Its central
frequency is controlled by phase matching between the soliton and dispersive
waves [70]. The dispersion profile of the PCF used in our experiments dictates
emission of dispersive waves that are blue shifted relative to the central wavelength of
a soliton. The ratio of the amplitude of the TPL peak in the spectrum of optical
response in Figure 4.5a to the amplitude of the peak corresponding to the back-
reflected laser light at 805 nm is j1� 0.04.

In the second scheme of TPL detection, sketched in Figure 4.4b, a PCF is brought
in contact with a liquid-phase sample (a 10�3M solution of Rhodamine 6G in our
experiments) so that a small amount of liquid fills the air holes in the fiber cladding
due to sample flows induced by surface tension. Dye molecules in the liquid filling
the air holes in the fiber cladding are interrogated with the evanescent field of PCF
waveguide modes. The TPL signal generated by dye molecules is detected in the
backward directionusing a dichroicmirror, amonochromator, and aphotomultiplier.
The fiber infiltration length was estimated from an abrupt change in the level of
scattered continuous-wave laser light detected with a standard fiber probe scanned
along the infiltrated fiber. With such an experimental arrangement, the ratio of the
amplitude of the TPL peak in the spectrum of an optical response from Rhodamine
6G dye penetrating into the air holes inside the PCF over L� 1.5 cm is j2� 6.3 times
higher than the intensity of the back-reflected laser signal at 805 nm (Figure 4.5b).
The overall volume of interrogated dye solution in this experiment is about 4 nl.
Using the back-reflected signal at 805 nm as a reference, we then find that the
enhancement of the TPL response provided by the second regime of TPL fiber
probing isg¼ (j2/j1)(P02/P01), whereP02 andP01 are the powers of the back-reflected
signal at 805 nm in the first and second schemes, respectively. With j1� 0.04,
j2� 6.3, and P02/P01� 0.85, we find g� 130. This estimate agrees well with the
analysis presented in the previous section. As a demonstration of a biophotonic
application of the developed approach, the dual-cladding PCF shown in Figure 4.1c
was used to perform TPL measurements on the Alexa Fluor� family of dyes, which
are commonly used as labels in cell biology and fluorescence microscopy, and on
green fluorescent protein (GFP), which has gained wide acceptance as a reporter of
gene expression [71, 72].

A PCF is thus shown to increase substantially the guided-wave luminescent
response from molecules excited through TPA by femtosecond near-infrared laser
pulses. With only a few nanoliters of TPA-excited molecules filling air holes in a
specifically designed PCF, the guided-wave two-photon-excited luminescence signal
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is enhanced by more than two orders of magnitude relative to the maximum TPL
signal attainable from a cell with the same dye excited and collected by the same PCF.
Biophotonic implications of this waveguide TPL response enhancement include
fiber-format solutions for online monitoring of drug delivery and drug activation,
interrogation of neural activity, biosensing, endoscopy, highly parallelized gene and
protein detection in genomics and proteomics, and locally controlled singlet oxygen
generation in photodynamic therapy.

4.6
Microstructure Fibers for Nonlinear Optical Microspectroscopy

CARS [73] has long been established as a powerful tool for time-resolved studies of
ultrafast molecular dynamics and diagnostics of excited gases, combustion, flames,
and plasmas [74–77]. Because of the nonlinear nature of this type of scattering, the
CARSfield-interaction region is strongly confined to the beam-waist area, suggesting
an attractive approach for microscopy and high-spatial-resolution imaging [50, 78].
Recent advances in femtosecond laser technologies have given a powerful momen-
tum to the development of CARS imaging techniques, making CARS a practical and
convenient instrument for biomedical imaging and visualization of processes inside
living cells [78, 79].

In the early days of CARS, stimulated Raman scattering (SRS) was successfully
used to generate the Stokes field for time-resolved measurements [74] of vibrational
lifetimes of molecules in liquids and phonons in solids. Dye lasers and optical
parametric sources later proved to be convenient sources of wavelength-tunable
Stokes radiation [80, 81], giving a powerful momentum to CARS as a practical
spectroscopic tool. The rapid progress of femtosecond lasers and the advent of novel
highly nonlinear fibers put a new twist on the strategy of Stokes field generation in
CARS, allowing the creation of compact and convenient SRS-based wavelength-
tunable fiber-format ultrashort-pulse Stokes sources for a new generation of CARS
spectrometers and microscopes [82, 83]. Below in this section, we discuss a compact
CARS apparatus that relies on the use of an unamplified femtosecond laser output
and two types of PCFs optimized for the generation of wavelength-tunable Stokes
field and spectral compression of the probe pulse.

CARS involves coherent excitation of Raman-active modes with a frequencyVp by
pump and Stokes fields, whose central frequencies, v1 and v2, are chosen in such a
way as to meet the condition of a two-photon, Raman-type resonance,v1�v2�Vp.
The third (probe) field with a central frequencyv3 is then scattered off the coherence
inducedby thepumpandStokesfield togive rise to the anti-Stokes signal at the central
frequency va¼v1�v2 þ v3, thus reading out the information on the physical
properties of the medium projected on the Raman mode. Experiments described
below in this section employed a two-color version of CARSwith the pump and probe
fields delivered by the same light source, implying that v1¼v3 and va¼ 2v1�v2.

The CARS system that we developed recently [84, 85] (Figure 4.6) is based on a
specifically designed long-cavity Cr:forsterite laser oscillator [86]. With a 10W pump

90j 4 Microstructure Fibers in Biophotonics



provided by an ytterbium fiber laser, the Cr:forsterite oscillator delivered 70 fs,
340mW light pulses with a central wavelength of 1.25m at a repetition rate of
18MHz. A beam splitter (BS in Figure 4.6) was used to divide the Cr:forsterite laser
output into two beams. The first beam was launched into a first PCF (PCF1) for the
generation of a frequency-tunable Stokes field through soliton self-frequency shift.
CARS with a PCF-based soliton frequency shifter as a Stokes source was demon-
strated earlier by Andresen et al. [82] and Sidorov-Biryukov et al. [83]. By varying the
power of laser pulses launched into the PCF, we were able to tune the soliton PCF
output within the range of wavelengths from 1.35 to 1.75 mm (Figure 4.7a). The
smoothly tunable wavelength-shifted soliton output of the PCFwas characterized by
means of cross-correlation frequency-resolved optical gating (XFROG), implemen-
ted in our experiments by mixing the PCF output with reference pulses from the Cr:
forsterite laser. Typical XFROG traces of a frequency-shifted PCF1 output measured
in experiments with different input peak powers are presented on one map in
Figure 4.7a, with the pulse width of the PCFoutput varying within the range 55–65 fs
for different output wavelengths. As can be seen from these XFROGtraces, the PCF1
output is nearly transform limited, owing to the soliton regime of wavelength shift,
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Figure 4.6 Diagram of the experimental setup: Cr:F, Cr:forsterite crystal; BS, beam splitter; PCF1,
PCF2, PCFs; F1, F2, filters; DM, dichroic mirror; DF, diamond film. The PCF-based scheme of
spectral narrowing is shown in the inset.
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whichhelps to avoid unwanted oscillations inCARS spectra due to the interference of
resonant and nonresonant parts of the nonlinear signal.

The second beamwas intended to provide the pump and probe fields for the CARS
process. To improve the spectral resolution and to enhance nonresonant background

Figure 4.7 (a) A map showing XFROG traces
of the frequency-tunable PCF1 output. Traces
with different central wavelengths and different
delay times were measured in experiments
with different input peak powers. (b) Spectra of

the output of the photonic crystal fiber (PCF2)
used for the spectral narrowing of Cr:forsterite
laser pulses measured as a function of the
average power of input light pulses.

Figure 4.8 Diagram of CARS apparatus: MPA, multipass amplifier; OPA, optical parametric
amplifier; SHG BBO, second-harmonic generation in a BBO crystal. A diagram of photons and
quantum states involved in CARS is also shown.
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suppression in CARS spectra, we used a second PCF (PCF2), which was adjusted to
narrow the spectrumof laser pulses through a self-phasemodulationprocess [87–89].
For efficient spectral compression, the light pulses were negatively prechirped with a
prism pair, which stretched the pulses to	700 fs, before they were launched into the
PCF. Self-phase modulation in a medium with a positive nonlinear refractive index
tends to red shift the leading edge of the pulse and blue shift its trailing edge. For a
pulse with an initial negative chirp, such a temporally nonuniform spectral shifting
transfers the energy from the wings of the field spectrum toward its central part, thus
narrowing the spectrum. Figure 4.7b displays the spectra of the PCF output
measured as a function of the input average power of light pulses. Spectral
compression ratios of 3.5–4.0 provided an adequate level of spectral resolution in
our CARS measurements with the output of the PCF spectral compressor used as a
source of pump and probe fields in CARS. Although the spectral compression
improves the spectral resolution and helps to suppress the nonresonant background
in CARS spectra, a strong chirp of pump and probe pulses should be avoided, as it
induces unwanted oscillations due to the interference of resonant and nonresonant
parts of the nonlinear signal.

Typical CARS spectra from a coronal section of mouse brain measured [90] with a
broadband Stokes field, as shown in Figure 4.8, are presented in Figure 4.9. These
spectra are dominated by the lipid symmetric CH stretch vibrationalmodes (the peak
centered at 547 nm in Figure 4.9), and also by the symmetric and asymmetric H2O
stretch vibrational modes of liquid water (merging into the peak centered at 537 nm
in Figure 4.9). The ratio of the amplitudes of the 547 and 537nm peaks is controlled
(Figure 4.9) by the content and orientation of lipids and water in the brain tissue
region probed by the focused laser beams. Myelin sheaths are especially rich in CH
bonds, allowing whitematter to be readily distinguished by their high CARS contrast
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Figure 4.9 Typical CARS spectra from two different regions of mouse brain with a high (open
circles) and low (filled circles) content of water versus the results of simulations (solid lines) using
the model of the Raman response as described in [90].
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from gray matter in CARS images of brain tissues [91]. CARS spectra from
dehydrated brain samples did not display any feature at 537 nm, confirming the
assignment of this peak to vibrational modes of liquid water.

4.7
Microstructure Fibers for Neurophotonics

Advanced fiber-optic components open up a variety of new opportunities in neuro-
science, including in vivo brain imaging, functional studies of neurons in the
brain [92, 93], and the creation of unique optical neural interfaces [11, 12], allowing
control over the activity of neurons with light and leading to revolutionary break-
throughs in cognitive sciences. The recently developed advanced fiber tools for high-
speed fluorescence microscopy of freely moving animals [54] help to confront the
long-standing challenges in experimental studies of neuronal bases of cognition and
memory. Specifically designed PCFs have been shown to enhance the two-photon-
excited luminescence response from fluorescent protein biomarkers and neuron
activity reporters [55].

In vivowork typically imposes demanding requirements onfiber components with
regard to theirflexibility, compactness, and the ability to integratemultiple functions,
such as an optimal geometry local optical excitation of biomolecules, pickup of optical
response, and low-loss pump and signal delivery. Several attractive and elegant fiber-
format solutions have been developed [5], based on advanced fiber technologies, to
meet theneedsof biophotonics.Acombinationof the capabilities offiber-optic probes
with approaches based on multiphoton absorption (MPA) techniques [48, 49, 63]
offers numerous advantages, suggesting a convenient format for beam delivery,
facilitating manipulation of excitation radiation, and allowing this excitation to be
applied locally and selectively.However, three serious problemsneed to be adequately
addressed tomakefiber solutions fully compatiblewithMPA-based technologies. The
first difficulty is related to fiber dispersion, which stretches ultrashort laser pulses,
reducing the MPA efficiency. The second problem originates from a small aperture
typical of a fiber probe, which makes it difficult to collect efficiently the MPA-excited
luminescence response, which is uniformly emitted in a 4p solid angle. Finally, the
third issue is the laser damage of biotissues, which imposes strict limitations on laser
intensity in in vivowork and calls for solutions enabling the enhancement of theMPA-
excited luminescence response of biomarkermolecules. In this section, we show that
a new generation of optical fibers offers a promising platform for the creation of
wavelength-tunable sources for MPA-based imaging of stained cells and biotissues,
including neural activity visualization and brain imaging applications.

In a fused-silica PCFused in experiments [55] (Figure 4.1c), a 2.7 mmdiameter core
serves to deliver ultrashort laser pulses to the region of TPL interrogation. The inner
part of themicrostructure cladding with a diameter of 20 mm is designed to provide a
high optical nonlinearity and the desired dispersion profile of the fundamental
waveguide mode. Along with its outer ring boundary with a diameter of 24 mm, this
section of the fiber serves as a high numerical aperture (NA� 0.55) multimode
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waveguide for the collection and guiding of the TPL response signal from dye
molecules excited via TPA. Advantages of dual-core PCFs with a high-NA inner
cladding for luminescent response collection have been demonstrated earlier in
experiments on two-photon biosensing [40] and remote analyte detection [32].

The design of the central fiber core and the inner part of the microstructure
cladding of the PCF is targeted towards achieving high nonlinearity and a dispersion
profile providing (i) anomalous dispersion at the central wavelength of laser radiation
used in experiments (800 nm), (ii) soliton self-frequency shift (SSFS) to a desired
wavelength needed for efficient TPL excitation, and (iii) two zero points of GVD for
SSFS stabilization. As a short-pulse Ti:sapphire-laser output with a central wave-
length of 800 nm enters this dual-cladding two zero GVD point PCF (with zero GVD
points at 690 and 1050 nm), it tends to evolve toward a soliton. In Figure 4.10, we
present the results of numerical analysis of this soliton dynamics for femtosecond
800 nm input laser pulsesmimicking the output of themode-lockedTi:sapphire laser
used in our experiments. Simulations were performed by numerically solving the
generalized nonlinear Schr€odinger equation (GNSE) [22, 94]. High-order fiber
dispersion induces soliton instabilities with respect to the emission of dispersive

Figure 4.10 Spectrally (a, b) and temporally (c)
resolved output of the dual-cladding, two zero
GVD point PCF calculated with the use of the
GNSE as a function of (a) the input energy and

(b, c) the propagation distance z along the fiber:
(a) the fiber length is 50 cm; (b, c) the input
pulse energy is 265 pJ.
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waves – a phenomenon that is often referred to as Cherenkov radiation by optical
solitons [69]. At the initial stage of pulse evolution in the PCF (propagation distance z
ranging from 1 to 10 cm in Figure 4.10a), phase matching between the soliton and a
dispersive wave dictates a predominant emission of blue-shifted dispersive waves,
observed inGNSE simulations (Figure 4.10a and b) as an intense spectral component
centered at the wavelength lb� 490 nm. In the time domain, this blue-shifted
dispersive-wave radiation is seen as a clearly resolved feature that branches off the
soliton part of the field around z� 1 cm and becomes dispersed by normal fiber
dispersion in the process of field evolution (Figure 4.10c).

The Raman effect induces a continuous red shift of a soliton. This effect is clearly
seen in Figure 4.10a and b as a well-resolved feature that sweeps over the range of
wavelengths from800 to 990 nmas the pumppulse energy changes from30 to 120 pJ
and the propagation distance increases from 1 to 12 cm. Due to fiber dispersion, the
red-shifted soliton accumulates a time delay of about 3.4 ps at the output of a 50 cm
piece of PCF (Figure 4.10c). As the central wavelength of a soliton is shifted to the
region of a negative slope of the fiber dispersion profile (z> 10 cm in Figure 4.10b
and c), phase matching between a soliton and a dispersive wave [95] allows efficient
generation of red-shifted dispersive waves, observed as a spectral component
centered at lr� 1300 nm in Figure 4.10a and b. In the time domain, the red-shifted
dispersive-wave radiation becomes clearly visible for z> 10 cm as a dispersed part of
the field adjacent to the red-shifted soliton branch (Figure 4.10c). For input pulse
energies exceeding 120 pJ, the central wavelength of the red-shifted soliton becomes
insensitive to variations in the input peak energy (Figure 4.10a and b) and stays
constant within a broad range of input pulse energies at least up to 800 pJ. This
stabilization of the SSFS relative to variations in the pump power, verified by
experimental results presented in the inset in Figure 4.11a, and also by earlier
experiments [96], is due to the spectral recoil of a soliton by the red-shifted dispersive
wave, which exactly compensates [95] for the SSFS induced by the Raman effect.

With its dispersion and nonlinearity designed to generate a stabilized frequency-
shifted soliton centered at a desiredwavelength, the PCFoffers an ideal source for the
excitation and detection of the TPL response from a variety of dyes, including
fluorescent proteins used asmarkers of neuron activity, and also brain tissue-labeling
dyes. With appropriate modifications of the PCF structure, frequency-shifted ultra-
short pulses optimized for the detection of the TPL response of such dyes have been
generated. In particular, the fiber design presented in Figure 4.1c, providing a
stabilized soliton output with a central wavelength of 980–990 nm (inset in
Figure 4.11b), is ideally suited for efficient TPA excitation of Alexa Fluor 488 dye,
which is commonly used as a label in cell biology and fluorescencemicroscopy. Filled
circles in the inset in Figure 4.11b display the spectrum of the TPL response of Alexa
Fluor 488 dye, measured for a dye solution in a quartz cell with the TPL response
collected by the inner, 24 mm diameter part of the microstructure cladding. Our
measurements suggest that the use of a frequency-shifted PCF output enhances the
TPL response power collected by the fiber by more than an order of magnitude
relative to the level of TPL response attainable with a frequency-unshifted, 800 nm,
40 fs output of the Ti:sapphire laser with the same field intensity. This not only opens
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Figure 4.11 (a) Decay kinetics of the
fluorescent response of EGFP from the brain of
a transgenic mouse in open-skull experiments.
The inset shows the spectrumof the PCF output
measured for three different input energies of
Ti:sapphire laser pulses: triangles, 150 pJ;
rectangles, 250 pJ; and filled circles, 400 pJ. (b)
Spectrally resolved fluorescent response of
EGFP in the brain of a transgenic mouse (filled

circles), DsRed2 fluorescent protein in the tail of
a Xenopus laevis tadpole (rectangles), and Alexa
Fluor 555 dye in stained mouse brain
(triangles). The inset shows the fluorescent
response of Alexa Fluor 488 dye (filled circles)
TPA-excited by the frequency-shifted soliton
output of a highly nonlinear PCF (triangles). The
spectrum of the laser pulse is shown by the
dashed-dotted line in the inset.
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theways for a higher speed and improved quality of neuron activitymapping, but also
helps tomaintainmoderate levels of laser intensity in in vivowork,making it possible
to reduce the laser-induced heat load and avoid radiation damage to biotissues.

The rectangles in Figure 4.11b present the results of spectrally resolved in vivo
measurements performed on the optical response of DsRed2 fluorescent protein in
the muscle tissue of a Xenopus laevis tadpole. In these experiments, the DsRed2
reporter gene is controlled by an actin promoter gene. Actin protein produced as a
result of promoter gene expression helps build a scaffold, necessary for muscle
contraction due to the force generated by myosin proteins. In vivo work on neuron
activitymapping in brainwas performed on transgenicmice, inwhich the expression
of enhanced green fluorescent protein (EGFP) is controlled by an immediate early
gene promoter, encoding the zif268 mammalian transcription factor. Optical detec-
tion of EGFP can thus visualize an accumulation of zif268, which is coordinated by a
Ca2þ influx into a cell and indicates activation of neurons [71, 97]. For the
maximum efficiency of TPL detection of EGFP, the absorption of which peaks at
lEGFP� 480 nm, a PCFwas designed to deliver a wavelength-shifted soliton centered
at 2lEGFP� 960 nm. The pulse width of this wavelength-shifted soliton PCF output
was estimated as 25 fs. The spectrum of the TPL response of EGFP expressed in the
brain of a transgenicmouse is shown by filled circles in Figure 4.11b. The overall fall-
off kinetics of this response (Figure 4.11a), measured in experiments with an open-
skull transgenicmouse, reveal the decaying activity of neurons in a fading brain. The
maximum intensity of light pulses used for TPL excitation in our in vivo experiments
(on the order of 10GWcm�2) was well below the level of light intensities where
photodamage of biotissues and photobleaching of dye or fluorescent protein bio-
markers became noticeable. With slight modifications of the fiber structure, a
wavelength tunability range as broad as 600 nm (from 800 to 1400 nm) could be
achieved for the soliton output of the type of PCFconsidered, suggesting a strategy for
multiplex multicolor bioimaging with an appropriate combination of dye and
fluorescent-protein biomarkers.

Dye–cell measurements and in vivo experiments [55] demonstrated that a dual-
cladding PCF with two zero GVD points and properly engineered dispersion profile
can substantially enhance the TPL response of fluorescent protein biomarkers and
neuron activity reporters. The SSFS, stabilized against laser power fluctuations in a
two zero GVD point PCF, has been shown to allow the wavelength of the soliton PCF
output to be accurately matched with the TPA spectrum of dye or fluorescent protein
biomarker molecules, enhancing their TPL response and allowing laser damage of
biotissues to be avoided.

4.8
Toward Fiber-Based Multicolor Imaging

The use of fluorescent proteins for the simultaneous detection of multitudes of
neurons in a living brain is one of the most exciting recent achievements of optical
technologies in neuroscience [98]. Implementation of this technique in the

98j 4 Microstructure Fibers in Biophotonics



endoscopic mode is a challenging task and a highly promising direction for
biophotonics. We show below that PCFs offer an attractive platform for the integra-
tion offiber-optic light delivery and fluorescent response pickupwith a compactfiber-
format multicolor light source for a multiplex optical interrogation of a variety of
fluorescent-protein reporters.

The key technology behind the integration of a multicolor light source into a fiber
endoscope for neuroscience applications is supercontinuum generation [21, 22] –
dramatic spectral broadening of optical waveforms induced by an involved combi-
nation of nonlinear optical effects, including self- and cross-phasemodulation, pulse
self-steepening, wave-mixing phenomena, and solitonic transformations of optical
fields assisted by the Raman effect. In experiments [59], efficient supercontinuum
generation for multicolor imaging was provided by a highly nonlinear PCF with a
core diameter less than 2 mm pumped by a Ti:sapphire laser output with a typical
energy of a few nanojoules, a central frequency of 810 nm, and a pulse width of 50 fs
at a pulse repetition rate of 90MHz. The spectrum of the Ti:sapphire laser output is
shown by the dashed line in Figure 4.12a. The highly nonlinear PCF is optimized to
transform Ti:sapphire laser pulses into a broadband supercontinuum radiation with
a spectrum spanning over more than an octave from 420 to 960 nm (filled circles in
Figure 4.12a), with a radiation power contained in the 400–700 nm spectral region
estimated as approximately 3mW. The supercontinuum PCF output was focused

Figure 4.12 Spectrum of the mode-locked
Ti:sapphire laser output (a, dashed line) and the
spectrum of supercontinuum (a, filled circles)
from the highly nonlinear PCF used for the

simultaneous measurement of the fluorescent
response of Alexa Fluor 488 and Pyridine 1 dyes
in a mixture. Also shown are (b) the individual
fluorescent responses of the dyes.
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with an objective into a beam spot with an area of about 10mm2. With a super-
continuum pulse width on the order of 100 fs and a pulse repetition rate of 90MHz,
such a focusing corresponds to a maximum field intensity of about 3GWcm2. A
Keldysh-type formalism of ionization in biotissues [99] estimates the electron density
induced by a 100 fs pulse with an intensity in a water-type dielectric such as
ne� 103 cm�3, indicating that ionization effects are negligible in this regime. The
situation becomes radically different, however, in the range of intensities needed for
multiphoton brain-tissue excitation and probing. In the case of two-photon excitation
of EGFP with 960 nm femtosecond pulses, more than one free electron is generated
per laser pulse per each photon emitted through two photon absorption-induced
fluorescence (with the cross-section of TPA estimated as sTPA� 6.5GM¼ 6.5

10�50 cm4 s�1 per photon for wild-type GFP) for sub-TWcm�2

field intensities [100].
In this regime, special care should be taken in choosing the repetition rate of
excitation pulses in order to prevent the accumulation of free electrons in the
laser–tissue interaction region.

The supercontinuum PCF output is used to induce fluorescence in an aqueous
solution of Alexa Fluor� 488 and Pyridine 1 dyes, intended to mimic a two-
component mixture of fluorescent biomarkers. When this mixture of dyes was
irradiated with the entire supercontinuum spectrum, a fluorescent response from
both dyes was observed in the spectrum of the fluorescence signal collected with an
additional standard optical fiber and studied with a spectrum analyzer. To provide
individual excitation of the dyes in the solution, appropriate filters were inserted into
the beam of supercontinuum in front of the cell. The spectra of the individual
fluorescence responses of Alexa Fluor 488 and Pyridine 1 are shown by the solid lines
in Figure 4.12b. The spectrumof thefluorescence response from themixture of these
dyes collected with a standard optical fiber is represented by the bold line in
Figure 4.12b. The spectral brightness and the overall intensity of the supercontinuum
output of the PCF used in our experiments were found to be ideally suited for
experiments on living brain, providing a high efficiency of fluorescence response
excitation and producing no photodamage of brain tissues.
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5
Identification and Characterization of Microorganisms
by Vibrational Spectroscopy
Stephan St€ockel, Angela Walter, Anja Boßecker, Susann Meisel, Valerian Ciobot�a,
Wilm Schumacher, Petra R€osch, and J€urgen Popp

5.1
Introduction

Vibrational spectroscopy has been successfully applied to the characterization,
identification, and classification of microorganisms [1–5]. In this chapter, the
applicability of vibrational spectroscopy to clinically relevant microorganisms is
demonstrated.

Infrared (IR) absorption spectroscopy and Raman spectroscopy – the two main
vibrational spectroscopic techniques – are based on energetic characteristics of
molecular vibrations of major biopolymeric constituents within microorganisms,
such as nucleic acids, proteins, lipids, and carbohydrates. Hence specific spectral
information within the low-wavenumber region of the IR absorption spectra and the
Raman scattering spectra can be achieved, since microorganisms exhibit complex
substance compositions of varying concentrations, which depend on phylogenetic
characteristics and growth conditions, for example, age, temperature, and nutrition
availability [6–8]. Therefore, the fingerprint region of IR absorption and Raman
spectra contains specific information, which functions as amolecular fingerprint for
classification and identification. In addition to high specificity, IR absorption and
Raman spectroscopy exhibit further advantages which are complementary to both
techniques [9].

The investigation of microorganisms by means of IR absorption spectroscopy has
been increasingly performed since the 1950s [10]. Fourier transform infrared (FTIR)
spectrometers have improved the acquisition of IR absorption spectra and by
introducing micro-FTIR spectroscopy – the combination of FTIR absorption spec-
troscopywith amicroscope – spatially resolved detection of certainmicrocolonieswas
achieved [11]. FTIR absorption analyses can be performed in either transmission or
reflectance mode with the transmission mode resulting in high-quality spectra
provided that homogeneity and a small sample thickness are maintained. The signal
intensity within the IR spectrum correlates with the polarity of particular bonds. This
is extremely high for water, which consequently exhibits intense signals and masks

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.

j105



other relevant peaks within the IR absorption spectrum. This characteristic of IR
absorption spectroscopy limits the application to biological samples since water is
omnipresent in microorganisms, cells, and tissues.

In contrast to the IR absorption process, the scattering mechanism of Raman
spectroscopy correlates with the polarizability of molecular bonds. Thus, water
causes no intense signals within the fingerprint region of Raman spectra. This
facilitates the analysis of microorganisms under in vivo conditions. Additionally, the
drying step can also be omitted, which simplifies the sample preparation tremen-
dously [12]. Micro-Raman spectroscopy, which results in better spatial resolution
than micro-IR absorption spectroscopy, is capable of focusing on single bacterial
cells. A preceding sample cultivation step to generate sufficient biomass for the
measurements is therefore dispensable. Raman spectroscopy has been proven to be
suitable for the fast and reliable investigation of microorganisms with high through-
put providing real-time monitoring [13, 14].

Raman spectroscopy is limited by the weak intrinsic scattering, which has been
overcome by two enhancement techniques: UV–resonance Raman (UVRR) spec-
troscopy and surface-enhanced Raman spectroscopy (SERS) [15, 16]. For resonance
Raman spectroscopy, the excitation wavelength is shifted to an electronic absorption
of the target chromophores to enhance selectively the related chromophore vibra-
tions. An intensity increase of up to 106 compared with the non-resonant Raman
scattering can be achieved. Hence certain biomolecules can be detected selectively
and sensitively in complex biological environments even if present only in low
concentrations. Within UVRR spectra excited, for example, at 244 or 257 nm, DNA
and proteins are selectively enhanced, where the former functions potentially as a
taxonomic marker in genotypic studies.

SERS is another approach to increase the weak Raman signal in which either silver
or gold substrates are applied to accomplish an electronic enhancement in the order
of 105–1014 [17].

The combination of SERS with atomic force microscopy (AFM) results in tip-
enhanced Raman spectroscopy (TERS). TERS combines the high specificity of
Raman spectroscopy with the high spatial resolution of AFM [16].

To illustrate the application of vibrational spectroscopy in medicine and medical-
related fields, several examples especially concerning the investigation of biofilms,
influence of antibiotics on microorganisms, food-borne pathogens, and epidemio-
logical studies are introduced later in the chapter. Additionally, commonly applied
sample preparation procedures are presented in the next section. Since vibrational
spectroscopy of microorganisms always deals with huge databases, the necessary
preprocessing and data evaluation are also discussed.

5.2
Sample Preparation Techniques

Each vibrational spectroscopic method requires its own characteristic sample prep-
aration technique and specific sample substrates. Since both IR absorption and
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Raman spectra are sensitive towards changes in environmental parameters such as
different nutrition media, temperature, light, or cultivation age, these parameters
should be considered for each study and implemented within databases. For bulk
measurements, which require pre-cultivation, this can be achieved by rigid stan-
dardization of the cultivation conditions. For single cell measurements, all relevant
parameters have to be included in the database [4].

Since the identification of bacteria was first established by means of IR absorption
spectroscopy, all further preparation methods are variations of the original protocol
established by Naumann [18]. Here, bacterial strains are grown on agar plates
applying the so-alled four-quadrant streak pattern. For the IR measurements, a
small amount of a colony is removed from the third quadrant. The bacteria are
suspended in 80ml of distilled water and an aliquot of 30 ml is then transferred to a
ZnSe optical plate. Subsequently,, the bacterial suspension is dried under moderate
vacuum conditions (2.5–7.5 kPa) to form a transparent film [19]. In addition to ZnSe,
Si plates are also utilized as substrate for IR absorption spectroscopy [2].

The sample preparation for UVRR spectroscopy [20–22] and Raman spectroscopy
with excitation wavelengths in the visible [7] and near-infrared (NIR) regions [23] is
similar to that described for IR absorption spectroscopy. For Raman spectroscopic
studies, either fused-silica slides or CaF2 are utilized as substrates. Alternatively, for
Raman excitation in the visible andNIR regions, bacterial smears can also be used for
investigation [24, 25].

For the application of SERS, the sample preparation varies slightly. The collected
bacteria are directly suspended in the corresponding colloid and not in water as
described above. For the measurements, both bacteria and colloids are dried on the
substrates, either CaF2 or fused-silica slides [26, 27].

Whenever a microscope is included in the experimental setup, IR and Raman
spectroscopy are additionally capable of investigating small micro-colonies [24]. For
IR microscopy, a special stamping device is applied which transfers the micro-
colonies from the agar plates on to the ZnSe substrate [9]. Using micro-Raman
spectroscopy, it is even possible to measure the micro-colonies from the agar plates
directly and the sample preparation step can therefore be omitted. Whenever micro-
colonies are too small, the medium makes a contribution to the Raman spectrum,
which has to be removed [24, 28].

In addition to bulk measurements, investigations of single bacterial or yeast cells
can also be performed bymeans of micro-Raman spectroscopy. For the investigation
of single bacterial cells, bacterial smears with well-separated cells are prepared [4, 25,
29]. For the localization of single bacteria inside heterogeneous sample matrices,
even conventional fluorescence staining methods can be applied [30].

5.3
Statistical Analysis of Vibrational Spectroscopic Data

Spectroscopic investigations of microorganisms result in datasets which cannot
be handled without statistical evaluation. First, the datasets are usually too
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extensive, so an intuitive registration is impossible. Second, the chemical varia-
tions between different species or strains are so minor that the impact on the
spectra cannot be seen with the naked eye. These are the two main reasons why
investigations of microorganisms cannot be discussed separately from statistical
analysis. Statistical analysis is able to handle huge datasets and is very sensitive to
small spectral changes. Therefore, statistical methods offer immense possibilities
for the evaluation of biological data but also bear the risk of interpretations
induced by artifacts. Artifacts can derive from several sources, for example,
sample preparation, measurement procedures, and the measurement setup.
Therefore, sample preparations and measurement procedures have to be stan-
dardized and the spectrometer must be carefully calibrated. Since variances due to
varying laser power intensity and varying sample thickness cannot be completely
avoided, careful preprocessing has to be implemented within the data analysis.
The preprocessing usually involves, for example, cosmic spike removal, baseline
correction, normalization, and dimension reduction. The preprocessed dataset
can then be subjected to the statistical methods, which can be divided into
supervised and unsupervised methods. For supervised methods, such as artificial
neural networks (ANNs), a training procedure is carried out aiming for the
optimal output of the algorithm regarding the given labels. Hence, a priori
knowledge is induced which enables the classification to be validated. Unsuper-
vised methods, such as hierarchical cluster analysis (HCA) and principal com-
ponent analysis (PCA), instead cluster the data regarding their position within the
feature space and not because of their group membership. For unsupervised
methods, the actual dataset is used without further information.

A crucial part of the data mining is the preprocessing step. Therefore, before the
actual statisticalmethods are presented, the steps for preprocessingwill be discussed.

One very important part is the removal of cosmic spikes. Cosmic spikes are the
result of photons which are not caused by the scattering of the laser light of the
sample, but derive from outer space. These signals distort the measured spectrum
and change the results of the chemometric analysis, so their removal is essential.
Because of their origin, the cosmic spikes are detected randomly, and as they are not
correlated in either time or space they can therefore be localized by repeating the
measurement were measured time or space. If, for example, two Raman spectra in
at the same measuring position, a cosmic spike would increase the counts in one
channel. The intensity difference between the two spectra would increase abruptly in
this channel compared with all other channels of the spectra.

This property enables the algorithm to find spikes by spectra subtraction.
In Figure 5.1, the result for this cosmic spike removal procedure is visualized for
twoRaman spectra, which are depicted in black and red. The black spectrumcontains
a cosmic spike and the green line is the absolute value of the difference between the
black and the red spectra. The distinct green peak determines the localization of a
cosmic spike within the black spectrum. With several statistical techniques, it is
possible to detect the outlier (very high count) in the green spectrum and so it is
possible to detect the cosmic spikes. Thismethod is generalizable formore spectra or
spectra of the same sample for different points in space.
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The next important preprocessing step is background removal. Not all measured
counts result from Raman scattering; other effects such as fluorescence also
contribute to the spectra. Fluorescence is a much more likely process than Raman
scattering and overlaps or even obscures the Raman signal. Because fluorescence
changes over time andmaynot be constant over thewhole sample, it would distort the
learning procedure of the supervised method. This has an undesired impact on the
outcome of the chemometric analysis and has to be minimized. Characteristically,
fluorescence signals vary more slowly than the desired Raman signal over the
wavenumber region. This characteristic offers the possibility to detect and remove
the spectral background. There are several algorithms to accomplish this task. The
most commonones are the SNIPalgorithmandLieber�s algorithm [31, 32]. TheSNIP
algorithm is a composite of a low statisticfilter and a peak clipping algorithm.The low
statistic filter smoothes domains low statistics (low information) containing with a
wide smoothing window. The peak clipping algorithm localizes peaks in order to
remove them from the spectra. Both algorithms combined are able to estimate the
background. A �background-free� spectrum is achieved by subtracting the estimated
background from the measured spectrum. Exemplarily, the result of the SNIP
algorithm performed on a spectrum is plotted in Figure 5.2, where the original
spectrum is depicted in black, the estimated background is represented by the red
line, and the green line is referred to as the preprocessed spectrum.

Lieber�s algorithm is based on the assumption that the background changesmuch
more slowly than the actual spectrum. Themeasured spectrum is a superposition of a

Figure 5.1 Visualization of the cosmic spike
removal procedure: two Raman spectra of
P. aeruginosaweremeasured at exactly the same
position. The first spectrum is represented by

the black line and the second by the red line.
The green line is the absolute value of the
difference of both spectra and clearly helps to
identify the channels containing a spike.
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rapidly changing positive spectrum and a slowly varying irrelevant background. The
spectrum is fitted with a polynomial function of appropriately choser order. Every
channel that is bigger than the fit is decreased to the level of the polynomial function
and the algorithm starts again. This procedure is repeated until no channel is
manipulated any longer.

A further preprocessing step is the normalization of the spectra. The absolute
intensity values of the spectra depend on the measurement time, laser intensity,
and the scattering properties of the sample. Consequently, it is important to achieve
intensity-comparable spectra. There are several normalization techniques avail-
able. The first is normalization referring to one band. If all spectra share a common
band, it is possible to divide the spectra by the maximum value or the area of this
band. This method suffers from the presupposition that one common band is
required in all spectra. Another, more general method, the so-called vector
normalization, involves normalization by the area of the complete spectrum. For
this method, the spectrum is divided by the area of the spectrum, which is
calculated as the Euclidean distance of the spectrum to the zero spectrum
(2-norm). This procedure has no further prerequisites but is not as selective as
the previously mentioned procedure.

Most often the number of spectra is much smaller than or comparable to the
number of spectral channels. Therefore, the dimension of the space of the spectra has
to be reduced. There are several methods to reduce the dimension of the problem
without losing relevant spectral information. The two most common techniques
are the independent component analysis (ICA) and the PCA [33, 34]. The latter

Figure 5.2 Background removal procedure:
the black line is the original micro-Raman
spectrumofP. aeruginosa and the red line shows
the estimated background by the SNIP

algorithm. The green line presents the
difference of the original spectrum (black) and
the background (red), which is then referred to
as the background corrected spectrum.
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searches for a new orthogonal vector system reconstructing the spectra space.
The new coordinates are sorted with falling diversity over the coordinates for the
data cloud. High dimensions containing white noise can only be removed without
loss of significant spectral information.

An artificial example of a PCA is shown in Figure 5.3, where Figure 5.3a contains
the original positions of the elements belonging to the red and the black classes,
which are depicted in a two-dimensional space. The green lines represent the new
coordinate system in which the two classes are transformed to by the PCA.
In Figure 5.3b, the projection of the data points to the first axis of the new space
is shown and the dataset is separated into the red and the black groups. A PCA allows
classification based on dimensionally reduced data. The ICAworks similarly with the
difference that no assumption of orthogonality between the new coordinates is
required.

The reduction of the dimension has several advantages. First, it decreases the
computational power needed, second, it reduces the white noise, and finally, it avoids
overfitting. Overfitting is one of the major problems in chemometrics. The learning
algorithms of the classifier are very powerful and are capable of learning ever white
noise, which increases the accuracy of the classifiers on the training set but decreases
the accuracy on unknown data. This problem is called overfitting.

The evaluation of extended datasets containing spectra with high similarities,
which cannot be differentiated by the naked eye, is usually accomplished by statistical
analysis. One of themost commonly applied statistics is unsupervisedHCA [35]. The
dataset is analyzed without any a priori information. The grouping is based on the

Figure 5.3 Classification of a dataset via PCA:
(a) an artificial two-dimensional dataset, where
the black and red points represent different
classes. The green lines are the axes of the

rotated feature space (PCA loadings). (b) the
points in (a) projected on the first axis of the new
space to achieve a group discrimination based
on reduced dimensions of the dataset.

5.3 Statistical Analysis of Vibrational Spectroscopic Data j111



similarities of the spectra – the spectral distances. The spectral distance determines
how the similarities of two elements (spectra) are calculated and depends on the
applied distance measurements. Two examples are the Euclidian and Pearson
correlation coefficient distance measurements. The Euclidian distance measurement
refers to the geometric distance, which can corresponds to the area of the difference
spectrum. Two different spectra result in a difference spectrum with intense signals
and a large area below the curve. Two similar spectra create a difference spectrumwith
minimal spectral features and a small area below the curve. The Pearson correlation
coefficient is the multiplication of two preprocessed spectra. The internal preproces-
sing includes the subtraction of a spectral mean and the normalization within the
spectrum. This preprocessing results in spectra that contain minimized element
values. Bymultiplying those spectral intensities, only values between 1 and�1 can be
obtained. Whenever two spectra are very similar, the size of the Pearson coefficient,
which is also described as degree of dissimilarities, is close to 1.

After determining the spectral distances, a clustering algorithm follows to depict
the results in a tree-like structure called a dendrogram. The x-axis of a dendrogram
represents the heterogeneity between the spectra and visualizes the spectral dis-
tances of all elements from each other by the characteristic of the dendrogram paths.
The length of a dendrogrampath along the x-axis symbolizes the heterogeneity of the
connected spectra. The y-axis of the dendrogram does not contain any further
relevant information apart from the sectioning of the cluster. The most similar
spectrawithin a dataset are connected by short paths along the x-axis, which represent
lowheterogeneity and therefore short spectral distances. Spectra of lowheterogeneity
are connected via a node and are collected in subclusters. The subclusters are
combined in higher level clusters via longer paths along the x-axis which represent
higher spectral heterogeneity. The intra-cluster heterogeneity is therefore lower than
the inter-cluster heterogeneity. The clusters and subclusters contain spectra of certain
spectral distances which are determined by a pure mathematical procedure and
based on spectral features. That does not necessarily result in classes, which can be
compared with the results of microbiological methods such as phenotypic and
genotypic identification. Usually the spectral distance does not exhibit �pure�
genotypic or phenotypic features; more often a combination of both is expected
because the complete microbes with all cell components and metabolites are
measured.

The HCA is an attractive analysis method in biological and biomedical applica-
tions, since dendrograms, representing phylogenetic trees, are commonly used in
�biological-related� sciences. Phylogenetic trees represent the degree of relationship
between bacterial strains, species, genera, and other compared classes. The presen-
tation of HCA in the form of a dendrogram offers easily accessible and intuitive
comprehension of the results for fast visualization and interpretation. However,
besides the advantages of the HCA, an objective application is challenging. The
existing risks are outlined in the following after the theoretical background of
supervised chemometric methods is presented.

There are numerous supervised classifiers and some of them exhibit very
interesting and unique properties. Here only one will be discussed exemplarily. We
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chose the ANN, because it is one of the strongest classifiers and there are some
examples of its application present in the literature [36].

ANNs comprise supervised and unsupervised statistical methods, depending on
the used topology of the applied neural network. Most commonly feed-forward
neural networks, a supervised technique, are applied. An example is given in
Figure 5.4. The ANN is in some aspects modeled after the human brain. ANNs are
basically a net of neurons with weighted connections between them. Every neuron
contains a function, the so called activation function, which determines. At one step
every, neuron collects the excitations of all neurons which are connected to it and
sums over the neurons output for a given input weighted with the weights of
every connection. The neuron reacts to this weighted sum with excitation or input
disexcitation, depending on the activation function. Which activation function is
used for in particular depends on the applied net.

For feed-forward nets, several layers exist and every neuron of one layer is
connected to every neuron of the next layer. The excitation is propagated forwards
layer by layer, giving rise to the net�s name. It is obvious that the critical point of the
ANNs is the right choice of the connections. Finding the best connections is called
training, where several methods exist. Themost prominentmethod for feed-forward
nets is the so-called back-propagation algorithm. A systematic introduction to this
field of research was given by Rojas and Feldman [36].

To emphasize the different advantages of unsupervised HCA and supervised
ANNs, two examples are discussed in the following, focusing on the statistical
approach.

Maquelin et al. presented results for the identification of pathogenic microorgan-
isms by employing statistical analysis [24]. Figure 5.5a shows Raman spectra of
clinically relevant bacterial strains: (a) Staphylococcus aureus ATCC 29213, (b) Staphy-
lococcus aureusUHR 28624, (c) Staphylococcus epidermidisUHR29489, (d) Escherichia

Figure 5.4 Schematic diagram of a feed-
forward ANN: the input becomes first mapped
to the excitation by the activation function,
depicted by the line in the neurons.
Subsequently, the excitation becomes mapped

weighted by theweights of every connection and
the procedure starts again. In this case, it is
done twice. The output of the last layer is the
output of the whole net.
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coli ATCC 25922, and (e) Enterococcus faecium BM 4147. The bacterial spectra were
measured bymicro-Raman spectroscopy directly from the agar plate after a cultivation
time of 6 h. The spectra were recorded with an excitation wavelength of 830nm.
The Raman spectra of Staphylococcus spp. (Figure 5.5a–c) exhibit an intense band at
780 cm�1 assigned to uracil, whereas the representative spectrum of E. coli and
E. faecium (Figure 5.5d and e) feature a more intense Raman signal at 1004 cm�1

originating from the phenylalanine vibration. With the application of an HCA, the
classification of the spectra was successfully carried out and is depicted as a dendro-
gram in Figure 5.5b. The dendrogram is divided into two main branches: one cluster
contains all Staphylococcus species and the other cluster combines theE. coli strain and
theE. faecium strain,which are clearly divided into twoclusters ona lower level.Within
the Staphylococcus cluster, a distinct division between the Staphylococcus species
S. aureus and S. epidermidis is obtained, but the two S. aureus strains cannot be
differentiated and areunified in one subcluster. In the case discussed here, theHCA is
capable of differentiating bacterial genera and Staphylococcus spp. by means of their
Raman spectra, but fails to distinguish between the two S. aureus strains.

The phylogenetic interpretation of a dendrogram resulting fromstatistical analysis
is limited. It seems to be certain that the Staphylococcus spp., which are combined in

Figure 5.5 (a) Representative micro-Raman
spectra of (trace a) S. aureus ATCC 29213, (trace
b) S. aureus UHR 28624, (trace c) S. epidermidis
UHR 29489, (trace d) E. coli ATCC 25922, and

(trace e) E. faecium BM 4147. (b) Dendrogram
as a result of the HCA performed on the
principal component scores of the vector-
corrected Raman spectra [24].
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one main cluster, are most closely related to each other. It is also reasonable to
interpret the dendrogram structure by concluding that the heterogeneity between the
twomain clusters is higher compared to each intra-cluster heterogeneity. However, it
cannot be argued that S. epidermidis is geneticallymore similar to the closer neighbor
E. coli than to E. faecium from the dendrogram, since the clusters can be reflected at
their nodes, resulting in opposite relations.

Providing the phenotypic variance or heterogeneity of the culture condition is
one of the challenges for the application of statistics such as HCA. Willemse-Erix
et al. applied hierarchical cluster analysis to a Raman dataset of 785 nm excitation
to differentiate between five isolates of S. aureus [37]. To ensure that the
classification of the five isolates is based on strain specificities and not on differing
growth behavior, the influence of growth was included by sampling at 18, 20, 22,
and 24 h after incubation. Again, the application of the HCA is suitable to a certain
extent, since two isolates could not be separated from each other.

The second example is a study by Bosch et al. to differentiate bacterial groups
isolated from cystic fibrosis (CF) patients: Pseudomonas aeruginosa,Ralstonia pickettii,
Achromobacter xylosoxidans, Actinobacter spp., Stenotrophomonas maltophilia, and

Figure 5.6 (a) IR spectra of the bacterial groups which were isolated from CF patients. (b)
Dendrogram of the HCA clustering of the first derivative of the spectra within three spectral
windows [38].
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Burkholderia cepacia complex (BCC) by means of IR spectroscopy in combination
with statistical analysis [38]. At first the sample preparation was carefully standard-
ized and the HCA and ANN methods were applied. Figure 5.6 shows (a) the IR
spectra and (b) the dendrogram resulting from the HCA. The dendrogram shows
clearly six defined groups representing the six bacterial genera. However, a clear
distinction of the different BCC strains could not be achieved, but a separation into
two groups appeared. One subcluster contained the reference strains, whereas the
second subcluster combined the clinical isolates. Although several approaches were
implemented to investigate the BCC bacteria, all resulted in division of the clinical
and reference isolates. The HCA model discriminated successfully between the six
groups (P. aeruginosa, R. pickettii, A. xylosoxidans, Actinobacter spp., S. maltophilia,
and BCC bacteria) but failed to differentiate between the BCC species. The presented
misidentifications are considered to be caused by the insufficient phenotypic
variance presented by the measured strains within the bacterial species.

The spectral data were also subjected to a two-level ANN model. Both ANN levels
were independent and had different tasks that demanded individual preprocessing
steps and net characteristics. The first level was applied to identify whether the
spectrum originated from one of the six Gram-negative groups. The second level was
switched onwhenever the bacteriumwas identified as belonging to the BCC group to
continue the identification on the species level. The complete dataset contained
around 2000 spectra comprising clinical isolates and reference strains. The results
of theANNmodelwere verified twice, by internal and external validation. For this, the
complete dataset was divided into a training dataset and a test dataset. Themodel was
exclusively trained by the training dataset and the internal validation was performed
by removing spectra randomly and testing for correct identification, which resulted
in 100%correct identification. The external validationwas carried out by a completely
independent training dataset containing spectra of clinical isolates. The combined
ANN model was able to classify correctly 98.1% at the genus level and 93.8% at the
BCC species level. Hence the ANN was able to differentiate on BCC species level,
which could not be accomplished by the unsupervised HCA method described
earlier.

5.4
Monitoring of Biofilms

The self-organization of various microorganisms in biofilms leads, especially in the
field of healthcare, to serious problems. The potential of such well-organized
organisms to cause infections in patients with indwelling medical devices increases
in proportion to their resistance to antimicrobial agents. The process of biofilm
formation takes place on either living surfaces such as tooth enamel, heart valves, the
lung, andmiddle ear, or on inanimate surfaces such as catheters, any kind of artificial
prosthesis, and intrauterine devices. Biofilm-associated microorganisms commonly
isolated from selected indwellingmedical devices are, for example,Candida albicans,
S. aureus, P. aeruginosa and E. coli [39]. This section introduces the examination of
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biofilm models by different vibrational spectroscopic techniques, which offer a
beneficial approach in medical microbiology.

The multifarious aggregations of different groups of attached microbes with their
excretory products have different phenotypes and antibiotic susceptibility compared
with their planktonic (suspended) organisms [40]. The nondestructive (i.e., leaving
the sample intact during the analysis) and direct analysis of such amultilateralmatrix
is essential to understand the role of biofilms in infections. Fingerprint spectra
display the chemical composition of cells and allow the rapid characterization of
microbial strains. The application of vibrational spectroscopic techniques is suitable
for fundamental biofilm research and also for the monitoring of biofilm forma-
tion [41]. Of these techniques, IR and Raman spectroscopy are complementary
concerning spectral information [9].

Investigation of biofilms that develop directly on IR-transparent materials is
possible in the transmissionmode. Nevertheless, this sample preparation is difficult
to standardize and to integrate into a routine protocol. It also limits the possibility of
analyzing intact larger samples and the utilization of thick or opaque surfaces. Recent
advances in detector sensitivity allow the use of reflectancemicro-FTIR spectroscopy
for the analysis of raw materials without the need for previous treatment. The
penetration depth of the IR beam ranges from 2 to 5 mm. Ojeda et al. showed that the
reflectance mode is a suitable technique for studying the functional groups in
biofilms in opaque or thick samples, such as stainless steel, without sample
preparation [42]. The characterization of the biofilm formation of Aquabacterium
commune was carried out by applying reflectance micro-FTIR spectroscopy. Sterile
stainless-steel slides were left on the culture medium with A. commune to be
colonized at pH 7 for 100 h. Figure 5.7 shows an optical image of stainless steel
and anA. commune biofilm. The false color images (b–f) of the scanned sample depict
the location of different molecules. Thus, the reflectance micro-FTIR analysis
showed reliable results for the location of different functional groups in A. commune
biofilmson stainless steel. According to �free� (not attached) bacteria fromplanktonic
suspension, the carboxylate and phosphoryl groups in the biofilm could play an
important role in the adhesion to stainless steel [42].

Attenuated total reflection (ATR) offers a further possibility for FTIR techniques
for the observation of biofilms formed directly on the surface of an ATR crystal.
Investigations can be carried out without sample preparation and spectra can be
obtained nondestructively, in situ, and in real time. The ATR crystal is the so-called
internal reflection element (IRE). It has a higher refractive index than the sample or
the surrounding medium. The beam penetrates through the interface into the
sample, which is adjacent to the crystal surface. If the sample absorbs part of the
radiation, the reflectionwill be attenuated. Thepenetration depth of the light depends
on the wavelength of the light, the incident angle, and the refractive indices of the
sample and crystal [43]. Immersion of the IRE in a liquid allows the observation of the
subsequent colonization of the surface by bacteria and other microorganisms. With
this setup, biofilm studies can be carried out in a flow-through cell, where a biofilm
grows directly on the crystal surface. Observation of biofilm formation over many
days can thus be performed with such an experiment by recording absorption
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spectra, which depend on the chemical nature of the cells attached to the crystal
surface, which was explored by Delille et al. [43]. Here Pseudomonas fluorescens
bacteria were pumped as a suspension in Luria–Bertani (LB) medium through the
cell and the appropriate biofilm was formed on a germanium crystal. Figure 5.8
illustrates the accumulation of biomass on the IRE surface depicted by the acquired
spectra over this period and the microscope image shows an increase in the IRE
surface coverage by bacteria. After the initial bacterial attachment and biofilm
detachment, the authors observed regrowth kinetics depending on the dissolved
organic carbon level determined from changes in the areas of bands associated with
proteins and polysaccharides [43].

Figure 5.7 (a) Optical image of stainless
steel and Aquabacterium commune biofilm.
(b) Full-range false color image
(4000–700 cm�1). (c) Location of molecules
with intrinsic absorption bands of amides
(N�Hstretching at 3550–3200, amide I at 1690,
and amide II at 1540 cm�1). (d) Location of
molecules with absorption bands intrinsic

of C�H, C¼O, and C�O. (e) Location of
molecules with absorption bands intrinsic of
phosphorylated proteins, polyphosphates,
and phosphodiester groups (1270–1220,
1100–1070, 1000–950 cm�1). (f) Location of
molecules with absorption bands intrinsic of
hydroxyl groups (3600–3200 cm�1) [42].
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In fact, various groups were able to investigate the development of biofilms by
means of IR absorption spectroscopy correlated with the corresponding changes in
carbohydrate and protein expression or changes in persistence [42, 43]. This analytic
approach could also be used to address the role of individual virulence factors,
resistance against antimicrobial agents, and shear stress in the development and
adhesion of pathogens grown on surfaces.

Complementary to IR absorption, a Raman �fingerprint� of the sample can be
measured. This facilitates an additional analysis of hydrated and living bacterial
biofilms under in vitro conditions. Therefore, Raman spectroscopy proved to be a
suitable technique to investigate the effects of various additives and environmental
factors on biofilm growth. The excitation with visible light (e.g., 532 nm) allows the
use of common standard optics. Under these conditions, the sample can be
visualized by a bright field image and spectra can be processed at different locations
within the biofilm.Additionally, it is possible to record vertical andhorizontalmaps to
show the spatial distribution of molecular or cellular species. The nondestructive
character of Raman spectroscopy permits the observation of biofilm development
and its spatial heterogeneities over a period of time. Raman spectra are furthermore
considered to be more specific than IR spectra as they generate sharper bands. The
spatial distribution of the biofilm biomass, for example, was analyzed by means of
micro-Raman spectroscopy. The chemical mapping was successfully employed to
probe directly the water and the biomass distribution within biofilms after only
minimal sample treatment. The authors suggested that with this method, the
penetration of solutes in biofilms can be determined [44, 45].

Figure 5.8 Temporal evolution of ATR–FTIR spectra during initial attachment of P. fluorescens to
the germanium IR [43].
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The composition of different microorganisms and other substances (minerals)
inside an intact multispecies biofilm was characterized by P€atzold et al. [46]. The
analyses were based on the identification of specific bands in correlation with
referencematerials. Ivleva et al. demonstrated that Raman spectroscopy can correlate
various structural appearances within the biofilm to variations of its chemical
composition and provide detailed chemical information about the different consti-
tuents in this complex matrix [47].

Biofilm analysis by means of SERS is characterized by a higher number of
distinguishable peaks in the spectra, suggesting a promising potential of SERS to
probe components of the biofilm matrix even at low concentrations. Ivleva et al.
reported on reproducible in situSERSanalysis of biofilm.Aheterotrophic biofilmwas
cultivated on a glass slide and immersed in a silver colloid suspension. SERS spectra
from different constituents of multispecies biofilm were recorded [48].

The application of TERS to alginates for analyzing nanostructures in biofilm was
reported by Schmid et al. [49]. A problem with the interpretation of TERS spectra are
contaminated tips since they have a significant influence on the spectrum in contrast
to weak analyte signals. An appropriate background subtraction and a careful
selection of reference materials are indispensable.

5.5
Role of Vibrational Spectroscopy in Epidemiological Studies

In this section, an overview is given of recent developments in optical typing
methods, namely IR and Raman spectroscopy. Here, vibrational spectroscopic
methods are successfully applied as identification modalities in clinical environ-
ments. This outline mainly comprises investigations on clinical isolates of medically
relevant microorganisms to validate the discriminatory power of the spectroscopic
approaches and further to perform epidemiological analysis.

While micro-Raman spectroscopic identification at the single cell level allows
direct presumptive analysis of isolates, in most of the publications cited here the
investigated strains were precultured prior to the actual measurement. Thus, not
only enough biomass is generated to performmeasurements on bulk material and
micro-colonies, but also possible background interferences due to the matrices,
from which the microorganisms were isolated, are minimized. Although the
mandatory culturing steps contradict the time efficiency of the spectroscopic
methods to a certain extent, the achievable gain in time is still significant
compared to the most preferred genotyping techniques up to now. In fact, in
the case of epidemiological surveillance of microorganisms, pulsed field gel
electrophoresis (PFGE) and multi-locus sequence typing (MLST) are mostly
applied in retrospective analysis of outbreak situations due to their long turn-
around times (48–72 h when starting from a pure culture) and low sample
throughput.

Vibrational spectroscopy meets the requirements for a high-throughput, fast, and
reliable typing method to provide real-time monitoring of the spread of bacterial
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isolates, as demonstrated in several publications. The common strategy in those
studies was to classify and consequently identify medically relevant microorganisms
originating from clinical isolates by means of vibrational spectroscopic measure-
ments combined with chemometric analyses. The identification results were accom-
plished by comparing them with typing results obtained via common established
daily routine techniques, including DNA sequencing or PFGE [50].

For example, Willemse-Erix et al. [37] employed a custom-built Raman setup with
785 nm laser excitation to validate spectroscopic typing using the methicillin-sen-
sitive Staphylococcus aureus (MSSA) and methicillin-resistant Staphylococcus aureus
(MRSA) isolates of four different collections (118 isolates). MRSA is known to be a
leading cause of hospital-acquired infections and therefore a candidate for rapid
epidemiological surveillance in clinics. The reproducibility of Raman spectroscopy
was tested and also its discriminatory power in comparison with established typing
techniques, such as PFGE and spa typing. Furthermore, the concordance of the
Raman spectroscopic results with epidemiological data was checked. Thus, 20 well-
characterized HRSA isolates were classified by performing an HCA on their Raman
spectra. Isolates with different PFGE patterns were distinguished by using Raman
spectroscopy, whereas PFGE-identical isolates were not. In another retrospective
study, a collection of 78 MRSA isolates, retrieved from patients and hospital staff
members collected in a Dutch hospital during five outbreaks in 2002, were evaluated
by two PFGE analyses and Raman spectroscopy. Raman spectroscopy differentiated
72 out of 78 isolates with an accuracy of 92–95% identical with the two PFGE results
and identified the majority of unique PFGE isolates as unique Raman types. In total,
only three discrepancies were documented between the three typing methods – the
HCA clustering of the Raman spectra thus attained good agreement with the
epidemiological data [37]. In the same study, Willemse-Erix et al. collected four
MRSA isolates (one from an index patient and three from a colonized staff member)
during a contact screening at a Dutch hospital [37]. Based on the Raman spectro-
scopic data, it was possible to confirm within 1 day that no transmission between the
index patient and the staff member occurred. Four days later, PFGE results reaf-
firmed these results. This significant gain of time is based upon the protocol
employed: starting from positive microbial cultures, only 45min are needed to
prepare 24 isolates for Raman measurement, which usually takes 10 s–1min per
sample or 1 s per spectrum. This rapidity of signal collection is a crucial requirement
for preliminary real-time identification of clinical isolates and is achieved due to
constant improvement of the Raman equipment, which entails both simplification
and improved sensitivity and robustness of the spectrometer combined with a
powerful laser (220mW with 785 nm excitation).

One drawback of non-resonant Raman spectroscopy is the low probability of
Raman scattering, with typically only 1 in 106 photons Raman scattered, which leads
to rather long Raman spectra collection times. An alternative to the classical non-
resonant Raman scattering is UVRR scattering, which was described earlier.

An application of this resonant Raman technique in the field of identifying
pathogenic organisms is in the discrimination of urinary tract infection (UTI)
bacteria [21]. The typical causal agents of UTI are Enterobacteriaceae, especially
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E. coli and Klebsiella spp. in addition to Gram-positive enterococci [51]. Twenty well-
characterized and identified clinical bacterial isolates from patients with UTI from a
hospital were obtained belonging to E. coli, Klebsiella oxytoca, Klebsiella pneumoniae,
Enterococcus spp., and Proteus mirabilis. All isolates were cultured for 12 h and were
analyzed by means of UVRR spectroscopy with 0.1mW laser power on the sample
and a 120 s integration time for a single spectrum of the bacterial bulk material. This
rather long accumulation time despite the aforementioned enhancement mecha-
nism is due to the photochemical destruction or �burning effects� in the sampled
microorganisms because of the high energetic nature of UV photons. The applicable
laser power on the samples and thus the minimal integration time are therefore
limited for the sake of the spectral quality.

The measured and preprocessed resonance Raman spectra of the UTI bacteria
were analyzed chemometrically with respect to similarities among them with
numerous clustering algorithms. Each of the four classes/genera analyzed was
correctly resolved into four separate groups, which leads to the assumption that
discrimination between these main causal agents of UCI was achieved. However,
because only four a priori groups were fed into the cluster algorithms, the resolution
at strain level was still low.

Research has also been carried out recently on the spectroscopic identification of
nonfermenting Gram-negative rods isolated from sputum samples of cystic fibrosis
(CF) patients. Although the major causes of the morbidity and mortality in patients
with CF are chronic lung infections caused by P. aeruginosa, S. aureus, and Haemo-
philus influenzae, an increased fraction of CF patients has been colonized by other
bacilli, such asmembers of the Burkholderia cepacia complex (BCC) [52]. Because of
their high transmissibility and multiple antibiotic resistances, BCC infections are
difficult to treat once a patient has become infected. Currently, the BCC comprises a
group of genetically distinct but phenotypically similar bacteria and contains 17
recognized species. Despite the importance of the rapid and accurate identification of
this group, only a few studies using vibrational spectroscopy have been published.

In 2008, Bosch et al. employed FTIR spectroscopy to identify bacteria isolated from
sputum samples of CF patients [38], including P. aeruginosa, R. pickettii, A. xylosox-
idans, Actinobacter spp., S. maltophilia and BCC bacteria in combination with HCA
and ANNs. From 150 CF patients attending three different hospitals in Argentina,
169 clinical isolates of nonfermenting Gram-negative bacteria were studied in
combination with 15 reference strains. The clinical isolates were characterized
according to guidelines for clinical microbiology practices for respiratory tract
specimens from CF patients. In particular, BCC bacteria were further identified by
recA-based PCR followed by restricted fragment length polymorphism (RFLP), and
165 rRNA gene sequencing was performed on some bacterial species belonging to
genera different fromBCC. FTIR spectra have been acquired of all strains to establish
a database containing 2000 IR spectra, which were fed into the statistical algorithms.
Bosch et al. [38]managed to discriminate successfully between the six groupswith the
help of an HCA model. However, differentiation within the BCC was not accom-
plished [38]. The two-level ANN model proved to be superior to the HCA in this
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respect, since a differentiation at the BCC species level was eventually achievedwith a
classification rate of 93.8%.

However, not only chemical modifications of the bacteria due to cultivation,
sampling, and measurement parameters can be a limiting factor for some of the
spectroscopic typing methods, which probe the complete biochemical makeup of
the microorganisms: chemical modifications resulting from adaptation strategies to
the CF lung stress environment, for example, aggressive and prolonged antibiotic
therapy, can also affect the discriminatory power. The influence of the phenotypic
variability of BCC isolates, for example caused by CF therapeutic procedures, on IR
spectroscopy-based models for species and ribopattern discrimination was studied
by Coutinho et al. [53]. A collection of 185 BCC isolates, representing four different
BCC species, from respiratory secretions of 35 patients with CF from a Portuguese
hospital, gathered from January 1995 to March 2006, was analyzed. All were
previously classified by established molecular methods at species and ribopattern
levels. On the basis of discriminant partial least-squares (DPLS) calculations per-
formed on the FTIR absorption spectra, misclassification error rates at the ribopat-
tern level of 2–8% and at the species level of 10% for the hospital isolates and 32% for
the reference strains were achieved. This result indicates that the model calibrated
with the hospital strains cannot be used to predict the reference strains. Whereas the
latter originated from different sources, the isolates obtained in the hospital were
sequential isolates from a limited number of different patients, several of them
exhibiting the same ribopattern. This demonstrates the restricted generalization
ability of a model calibrated with only a limited number of samples. Also, an
important degree of variability for isolates belonging to the same species, same
ribopattern, and collected from the same patient during prolonged colonization was
registered. This may, on the other hand, indicate the possibility of revealing changes
in the biochemical composition of themicroorganismsdue to adaptation strategies to
the CF lung stressing environment by means of FTIR spectroscopy.

Another widespread cause of hospital-acquired sepsis isCandida spp. This serious
noscomial pathogen strikes preferentially in surgical services, and especially in non-
neutropenic critically ill patients in intensive care units (ICUs). Candida-associated
infections exhibit highmortality rates of up to 46–75% and they represent the fourth
most commonly recovered organisms from blood cultures [54]. Hence early and
systematic antifungal therapy has a tremendously positive effect on the outcome of
patients with invasive candidiasis in respect ofmorbidity and (attributable)mortality.
Fluconazole followed by amphotericin B is often the first choice for prophylactic or
empirical antifungal therapy. Unfortunately, there exist a number of fluconazole-
resistant non-albicans Candida spp. and also the fluconazole-resistant Candida
albicans. A prompt identification of significant isolates to the species, or even strain
level, is therefore imperative to be able to decide which initial regimen for prompt
antifungal therapy is appropriate, since susceptibility data for isolates may not be
available immediately. However, at present the conventional yeast identification is
based on an extensive series of biochemical assays, following an obligatory culture
period sufficient to obtain a biomass of 106–108 cells and thus leading to up to 4 days
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before a definitive report reaches the clinician. Vibrational spectroscopy might
render assistance in this context: a clinical study was reported by Ibelings et al.,
where Raman spectra of microcolonies 10–100 mm in diameter were obtained after
only a 6 h incubation period [55]. Upon arrival in the microbiology laboratory, each
specimen was divided into two groups, with one part used for conventional
microbiological identification (via a commercially available yeast identification panel
with a turnaround time of 48–96 h), and the other for identification by Raman
microspectroscopy (within 1 day). A collection of 93 reference Candida strains,
comprising 10 different Candida spp., backed up the Raman spectroscopy-based
identification of 88 pertioneal specimens obtained from peritonitis patients from a
surgical ICU and a general surgical ward. Spectra obtained from patient specimens
were analyzedwith a sequential identificationmodel based on six linear discriminant
models (LDAs). In three of the 29 Candida-positive cases, a difference between the
microbiological and Raman identifications occurred, giving a prediction accuracy of
90% by Raman spectroscopy, if the conventional microbiological method is inter-
preted as the reference method. In a similar study by Maquelin et al., an accuracy of
even 97–100% for the Raman identification of Candida spp. was obtained with the
same method but including 42 reference strains [56].

Similar approaches concerning epidemiological investigations of Candida have
also been performed with FTIR spectroscopy. Essendoubi et al. studied 29 Candida
glabrata isolates from patients within a two-step procedure [57], as described in the
following. First, an internal validation phase with 16 strains was carried out to
determine the statistical parameters which result in the highest discriminatory
power. A genotypic technique based on randomly amplified polymorphic DNA
analysis (RAPD) confirmed the outcomes of this validation step. Second, the 13
remaining clinical strains of C. glabrata, isolated from multiple sites in four ICU
patients, were tested by FTIR and HCA in order to eliminate the possibility of
inter-human infection by comparing the spectral signatures of all patient strains.
In the end, six spectral groups (four from the patients and two from reference
strains) led to the conclusion that no cross-infection had occurred. Again, the
saving of time compared with conventional approaches is striking, since the FTIR
spectra were recorded after only 24 h of cultivation of the isolates. Also, a decrease
in growth time to 10–18 h seems within reach to gain enough microcolonies for
FTIR microspectroscopy.

Recent studies regarding spectroscopic species identification in a clinical diag-
nostic setting were also focused on culturedmycobacteria. The genusMycobacterium
comprisesmore than 80 species, someofwhich are potentially pathogenic to humans
and animals. Whereas the classically defined lung tuberculosis is predominantly
caused by M. tuberculosis complex (TB), an increasing number of incidents of
pulmonary disease are caused by nontuberculous Mycobacteria (NTM) [58, 59]. The
clinical features of the NTM-derived disease are in some cases indistinguishable
from those of tuberculosis. To stipulate an appropriate therapy and to offer com-
prehensive infection control, a timely and correct discrimination between TB and
NTM and also an identification of causative NTM at the species and strain levels is
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mandatory. A large number of commercial techniques are available for a limited
number of frequently encountered species, which are rapid but expensive. For rarely
emergingMycobacterium isolates, DNA sequencing of the 16S rRNA gene is usually
performed in reference laboratories. However, the implementation of these techni-
ques in peripheral laboratories has various drawbacks, such as high cost, complexity,
and the absence of clear, unambiguous interpretations and peer-reviewed databases.
The spectroscopic data for TB and NTM isolates suggest so far that vibrational
spectroscopy may provide a practical solution to identify unknown isolates rapidly in
routine clinical–microbiological laboratories.

Buijtels et al. presented the first study on the use of Raman spectroscopy for the
identification ofM. tuberculosis and the most frequently encountered NTM species
with the objective of assessing the reproducibility of the Raman spectra of
inactivated Mycobacteria versus viable Mycobacteria and to compare the perfor-
mance of this method with that of 16S rRNA sequencing [60]. The pilot inactivation
study in Buijtels et al.�s publication on 12 level two NTM species revealed that heat
inactivation is superior to formalin inactivation. Raman spectra of heat-inactivated
samples showed the highest resemblance to those of viable cells. Heat inactivation
did not decrease either the classification rate or the intra-species reproducibility
substantially. In a subsequent identification study, a collection of 63Mycobacterium
strains, comprising eight different Mycobacterium species, was identified species-
wise first with 16S rRNA sequencing before the Raman measurements were
performed. The main differences in the Raman spectra of the eightMycobacterium
species were found in the intensity of peaks due to carotenoid vibrations. The
similarity between the Raman spectra of the samples was calculated using a
squared Pearson correlation coefficient (R2). Species identification was performed
via a leave-one-out approach, by which the R2 value of one sample relative to all the
other measured samples was calculated. The predicted species of a sample was
assumed to be identical with the species of the sample with which the highest
correlation occurred. This leave-one-out approach simulated the situation in a
diagnostic setting where a new measurement is compared with an existing
database.

In this study, the classification results of Raman spectroscopy versus 16S rRNA
sequencing predicted 60 of 63 strains correctly at the species level, which represents
an overall classification rate of 95.2%. These outcomes were achieved within 3 h after
a positive signal from the automated culture system. For all strains, the differen-
tiation between M. tuberculosis and NTM was correct. Since the model in this work
was based on only a limited number of species, future research is suggested in order
to extend the spectral database withmore spectra of other TB and NMTstrains with a
larger number of isolates per species.

A promising approach to achieve cultivation-independent measurements is the
analysis of single bacterial cells directly after their isolation from a patient�s sample.
Simple and fast enrichment and purification steps remain obligatory, but a prolonged
preanalytical cultivation to gain sufficient biomass becomes obsolete, when techni-
ques such as micro-Raman spectroscopy need hundreds of intact bacterial cells only,
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instead of billions in the case of measurements on bulk samples and microcolonies,
as is the case in, for example, FTIR microspectroscopy.

Harz et al. proved in a pilot study the capability of micro-Raman spectroscopy to
classify bacterial contaminants directly in the cerebrospinal fluid (CSF) of a menin-
gococcal patient [61]. The sample was obtained from a patient with bacterial
meningitis caused by Neisseria meningitides, who was already being treated with
antibiotics. The preparation consisted simply of sedimentation of the cellular
components onto fused silica slides by cytocentrifugation followed by a hot-air
fixation (10min at 110 �C) to inactivate the pathogens.

Direct targeting of individual cells, which were localized in the microscope�s
brightfield image as shown inFigure 5.9, was ensured due to themicro-Raman setup,
which provided a focused laser beam approximately 0.8mm in diameter. Thus, only
an individual bacterial cell was probed and delivered aRaman spectrumafter 30–60 s,
as shown exemplarily in spectrum b in Figure 5.9. The Raman spectra a and c
originated from the CSF matrix and a neighboring leukocyte, respectively. It is
obvious that, except for contributions of the fused-silica substrate, the CSF did not
give any strong Raman signals, which could have a serious impact on the bacterial
Raman spectra. The intense Raman spectrum of the leukocyte (c) posed no problem
since by targeting only the single bacterial cell any spectral disturbance of the blood
cell could be avoided.

The measured spectra from the patient�s sample were compared via hierarchical
cluster analysis with spectra obtained frombacteria that had been cultivated in vitro.
Among them are typical causative agents of bacterial meningitis such as Neisseria
meningitis, Streptococcus pneumoniae, and Listeria monocytogenes. All of the patient�s
sample bacteria spectra were correctly placed in theN.meningitis cluster; the overall

Figure 5.9 (a) Raman spectra of
meningococcal patient�s sample sedimented
via cytocentrifugation: (trace a) background,
(trace b) bacteria, and (trace c) leukocyte.

(b) Microscopic image of a meningococcal
patients sample: (a) background, (b) bacteria,
and (c) leukocyte [61].
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classification rate at the species level was 95.7% (121/127 spectra). It could be
shown that the CSFmatrix did not mask the signals of bacterial cells. Furthermore,
other cellular components such as leukocytes also did not seriously hamper
the detection of individual meningococci cells. In cases with lower cell numbers,
where the localization time might increase to impractical dimensions, direct
fluorescence staining of the bacteria can be advantageous, requiring an appropriate
dye [62]. With a fluorescence detection modality it is then possible to find stained
bacteria selectively.

Overall, it can justifiably be concluded that vibrational spectroscopy is suitable for
real-time application in medical microbiology. In short, clinicians can benefit from
spectroscopy based typing methods because of several advantages: Recording
vibrational spectra does not require qualified specialists, the number of essential
or expensive chemicals is limited, and, above all, microbial fingerprints are
generated at tremendously high speed while still allowing a good discriminatory
power. An appropriately equipped medical diagnostic laboratory therefore has the
means to identify microbial cultures rapidly, preferably on the same day that an
initial culture is obtained from patient material. Additionally, as the spectroscopic
methods rely on the identification of variable biological and biochemical features of
bacterial strains and thus are phenotypic methods, they supplement perfectly
molecular methods, such as sequence-based identification schemes, for example,
pulsed-field gel electrophoresis (PFGE) and multilocus sequence typing (MLST),
which are mostly applied in retrospective analyses of outbreak situations due to
their long turnaround times (48–72 h when starting from a pure culture) and low
sample throughput [24, 63].

5.6
Effect of Antibiotics on Microorganisms

During the last two decades, the number of newly discovered antimicrobial agents
has decreased drastically with a concomitant increase in multidrug-resistant patho-
gens. This alarming development is partially due to the prescription frequency of
antibiotics and the use of a broad spectrum of antibacterial agents. The only solution
for the increasing bacterial resistance is to continuously develop new drugs.
However, the development of new antibiotics is affected by the lack of detailed
information about the modes of action of various antibacterial agents [64].

To establish a detailed understanding of bacterialmetabolismand the effectiveness
of various antibacterial agents, noninvasive, highly sensitive techniques are required.
In recent years, different vibrational spectroscopic methods have been applied to
characterize the interaction between various bacteria and drugs. The vibrational
spectroscopic approaches were applied to unravel the mode of action of the
antibiotics.

For example, the investigation of the effects of b-lactam antibiotics on micro-
organisms can be performed successfully by means of the SERS technique [65].
b-Lactam substances inhibit the biosynthesis of the cell wall. The SERS enhancement
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originates from the strong optical intensity localized within 10 nm from the surface
of metallic nanostructures. Hence SERS is particularly suitable for investigating
the interactions of the antibiotics with themicrobial cell wall. For example, oxacillin, a
b-lactam agent, was found to affect the cell wall of the Gram-positive (S. aureus) and
Gram-negative (E. coli) bacteria differently due to the diverse cell wall composition.
The concentration of oxacillin used in the experiment was five times the minimal
inhibitory concentration (20mg l�1). After the initial SERS perturbation of oxacillin,
the Gram-positive S. aureus bacteria exhibited a transitory SERS recovery. The
compensation of synthesis inhibition by the thick peptidoglycan layer is discussed
as a possible explanation. Gram-negative bacteria do not possess any reserve of
peptidoglycan and their response to oxacillin was found to be irreversible. The time
required by b-lactam agents to affect the cell wall integrity was found to be �1 h.
The changes in the SERS spectra of the investigated microorganisms were related to
the destruction of the cell wall. SERS spectra of the Gram-positive S. aureus treated
with antibiotics that inhibit protein synthesis, for example, gentamicin and tetracy-
cline, exhibited changes after relatively long treatment times of about 9–12 h. This is
due to the maintenance of the cell wall integrity during the inhibition of the protein
synthesis [65].

Huleihel et al. investigated the effect of the commonly applied b-lactam antibiotic
ampicillin (100 mg l�1) on Gram-negative bacteria (E. coli, Serratia marcescens,
P. aeruginosa, H. influenza, and Salmonella enteridis) and also on Gram-positive
bacteria (S. aureus, Staphylococcus olysgalacticae, Staphylococcus mitis, Bacillus subtilis,
Bacillus cereus, Bacillus megaterium, and Bacillus thuringiensis) by means of FTIR
spectroscopy [66]. In contrast to SERS, which provides chemical information only
about the bacterial cell wall, FTIR spectroscopy gives information about all the
bacteria cell components. In contrast to the previously presented study, no spectral
changes were detected 2 h after the antibiotic (b-lactam) treatment of a bacterial
culture. This outcome was attributed by the authors to the relatively low
sensitivity to cell wall composition of the FTIR technique compared with SERS.
Moreover, no differences in the spectral response between Gram-positive and
Gram-negative bacteria treated with antibiotics were observed on applying FTIR
spectroscopy.

Huleihel et al. also compared the impact of ampicillin on the effect of caffeic acid
phenylethyl ester (CAPE) on bacteria [66]. CAPE is a protein synthesis inhibitor and
therefore changes of the relative proteins to nucleic acids ratios within the cells were
expected. Significant spectral changes were observed 2 h after treatment. Interest-
ingly, Gram-positive andGram-negative bacteria presented distinctive changes in the
biochemical composition. Considerable increases in band areas assigned to proteins
and sugars were detected for Gram-positive bacteria, concomitant with major
reductions in band areas arising from nucleic acid vibrations. These alterations
were considered to be due to the reduced activity of the treated microorganisms,
thereby causing an accumulation of carbohydrates in the cells. The increase in the
protein level was reasoned to result from an overexpression of other bacterial genes.
The IR spectra of Gram-negative bacteria showed an increase in the relative sugar to
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protein content. The reported results suggest that FTIR spectroscopy can be used as
an effective tool to evaluate rapidly the efficiency of the antibacterial effect of various
protein synthesis inhibitors.

In contrast, investigations focused on fluoroquinolones targeting the bacterial
enzyme gyrase were mainly performed by means of UVRR spectroscopy [67–70].
This technique was preferred due to the abundant information supplied regarding
the DNA/RNA and aromatic amino acids within the investigated microorganisms.
Gyrase catalyzes the introduction of negative coils into the DNA structure. Thus, the
DNA transcription and replication is blocked by binding the fluoroquinolones to the
gyrase–DNAcomplex.UVRRspectroscopy is applied to studyminormodifications of
the nucleic acid and protein contents within bacteria. The effect of ciprofloxacin (0.9
and 5mgml�1) as a representative of the fluorquinolones on Bacillus pumilus was
investigated by Neugebauer et al. by means of UVRR spectroscopy in combination
with statistical methods (PCA and HCA) [67, 69]. By increasing the concentration of
ciprofloxacin, notable changes in the band intensity of nucleic acids and proteins
were detected. The main changes in the spectra were assigned to nucleic acids,
especially guanine and adenine, to proteins represented by tyrosine and tryptophan,
and to a CC-stretching vibration assigned to the drug ciprofloxacin itself. For more
precise assignment of the detected changes, the Raman spectrum of a relaxed
plasmid was compared with that of a superhelical plasmid and also with a spectrum
recorded from a mixture of a relaxed plasmid with a subunit of gyrase. The outcome
suggests that the Raman spectra of the bacterial cells contain valuable information
about the DNA topology and the impact of antibiotics on the DNA structure can be
detected by means of UVRR spectroscopy.

The effect of various concentrations of moxifloxacin, another fluoroquinolone
drug, on Streptococcus epidermidis bacteria was investigated using complementary
spectroscopic techniques including FTIR absorption, nonresonant Raman and
UVRR spectroscopy [71]. Although the IR spectra of S. epidermidis, recorded 80min
after the drug addition appeared to be very similar, quantitative differences
according to the drug concentration could be found. HCA was used successfully
to differentiate between untreated bacteria and bacteria exposed to small amounts
of moxifloxacin (0.08 and 0.16 mgml�1). The Raman spectra of the bacteria exposed
to higher doses of the drug (0.27 and 0.63 mgml�1) were combined in one cluster
and were therefore not differentiated. The results suggest that the antibiotic
applied at low concentrations (around the minimal inhibition concentration) did
not reach the saturation level and the effect of the drug on the bacteria was still
increasing. At high concentrations, saturationwas achieved andno further changes
in the chemical composition of the cells were detected with increasing amount
of drug.

The underlying variances in the IR spectra were elucidated by means of the PCA.
Moxifloxacin targets mainly the DNA and protein structures. The drug causes
structural changes in the DNA backbone, which suggested to involve reorientation
of the phosphate groups, and an additional decrease in the phosphate bindings was
observable. Also, an increase of intermolecular b-sheet aggregates (characteristic of
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denatured proteins) concomitant with a decrease in ordered a-helical and b-sheet
proteins was deduced from the IR absorption spectra. Neugebauer et al. interpreted
this as a consequence of protein (gyrase)–drug interaction. The nonresonant Raman
measurements were performed using an excitation laser in the green region at
532 nm. HCA applied to IR absorption spectra resulted in clear separation of
untreated and treated bacteria. The bacterial spectra formed individual clusters
dependent on moxifloxacin concentration, exhibiting the inner-class variation.
To identify the main changes in the bacterial spectra, PCA was additionally applied.
Drug treatment induces an intensity increase in Raman bands assigned to guanine
and adenine, to adenosine and thymidine, to glycosidic linkages, and to the
phosphate stretching vibration of the DNA backbone. Additionally, an increase in
random coil structure upon drug addition was obtained within the Raman spectra.
A simultaneous interaction of moxifloxacin with DNA and the protein gyrase was
concluded to be the reason.

The results obtained bymeans of UVRR spectroscopy are in good agreement with
the FTIR results, since similar bacteria clusters were obtained using HCA. The PCA
outcomes supported the proposed mechanism of interaction between drug and
bacteria by focusing on DNA and protein moieties.

The mode of action of amikacin, an aminoglycoside drug, on P. aeruginosa
bacteria was monitored using UVRR spectroscopy [64]. In contrast to the above-
mentioned studies, the antibiotic was provided in various sub-inhibitory concen-
trations. The spectral changes were ascribed to tryptophan and tyrosine. To study
the dynamic nature of the spectral changes over the full antibiotic range below the
inhibitory concentrations, the authors applied two-dimensional (2D) correlation
analysis.

Generalized 2D correlation spectroscopy is a cross-correlation method that pro-
vides information regarding the dynamic spectral changes due to an external
perturbation of the system such as increasing antibiotic concentration. The syn-
chronous 2D correlation spectra are characterized by autopeaks along the diagonal
and cross-peaks off the diagonal for bands that exhibit similarities in the dynamic
behavior. In turn, the asynchronous 2D correlation spectrum contains only cross-
peaks that reveal out-of-phase (dissimilar) behavior of two bands. Peaks that do not
change their intensities throughout the series will not appear in the 2D spectra. Thus,
2D correlation asynchronous analysis provided information about the order of the
changes registered in the Raman spectra [72].

The 2D correlation synchronous spectra obtained by Lopez-Diez et al. [64] indi-
cated a decrease in protein signals with increasing amikacin concentration, whereas
DNA bands increased. Also, a shift of the protein band was observed from the 2D
correlation analysis. The shift of the protein band is consistent with the fact that, as
the amount of newly synthesized proteins decreases and amino acids are misincor-
porated into proteins, the molecular environment of the proteins changes. The 2D
correlation asynchronous spectra indicated that the nucleic bands are affected at
lower concentration than the protein-related peaks. From the reported Raman
results, the mode of action of the amikacin could clearly be described. The drug
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targeted the ribosomal RNA and thereby inhibited new protein synthesis and
induced misincorporation of amino acids in proteins [64].

5.7
Detection and Identification of Food-Borne Pathogens

In 1999,Mead et al. calculated that�76million illnesses were caused by spoiled food
in the United States each year [73]. Some of themain causes are pathogens (bacteria,
viruses, and parasites), toxins, and metals. In the same context, Mead et al. defined
also that Salmonella, Listeria, and Toxoplasma bacteria are responsible for about
1500 deaths each year. Additionally, other illnesses-causing bacteria including E. coli,
Shigella spp., Brucella spp., Campylobacter spp., and B. cereus exist.

In most cases, medical diagnostics is highly correlated with the knowledge of the
anamnesis for distinct identification. This includes the origin, the outbreak, and the
spread of a disease, especially when pathogenic microorganisms are involved in this
process. The demand on the scientists is to link a pathogenic isolate from a patient to
the source of infection to decrease the risk of similar outbreaks. Since microorgan-
isms are ubiquitous, contact cannot be avoided and risk of infections is relatively
high. In this context, sources of infection include contaminated food products such
as meat, fruits, milk, and juices.

Identification is always a time-sensitive matter. Protecting the public against
disease-causing bacteria depends on the efficiency and reliability of the methods
designed to detect these pathogens, requiring rapid, sensitive, and accurate proce-
dures. Almost all conventional techniques used today to identify specific pathogens
in foods need fromnot less than 48 h up to 1 week [74]. In addition to immunological
and molecular genetic approaches, modern detection systems based on the analysis
of a specific spectroscopic signature allow potentially faster identification with
enhanced sensitivity and detection limits down to the single-cell level [75]. For that
reason, investigations on food-borne pathogens bymeans of vibrational spectroscopy
are considered below.

One method that is used for the classification of various pathogens is FTIR
spectroscopy. In this context, Al-Holy et al. published a classification of B. cereus,
Salmonella enterica,E. coli, and Listeria spp. at genus and strain levels based on pattern
recognition. The separation of bacterial strains was considered to be due to differ-
ences in the structure and quantity of cell wall polysaccharides, lipids, and proteins,
which are reflected in the IR spectra between 1700 and 700 cm�1 [76]. Furthermore,
clear distinctions between different genera, species, and strains of bacteria were
observed by PCA. The same method was used by Lin et al. to show discrimination
between intact and sonication-injured L. monocytogenes and to distinguish this strain
from other selected uninjured Listeria strains [77].

Amore complex study based on FTIR spectroscopy was presented by Yu et al. [78].
The analysis was applied to the differentiation and quantification ofmicroorganisms
in apple juice in comparisonwith plate countingmethods. Eight different pathogenic
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strains of bacteria (e.g., Salmonella spp., Enterobacter spp., and Pseudomonas vulgaris),
which are known to cause gastroenteric diseases, were investigated. A concentration
series was generated by diluting a bacterial starting concentration of 109 CFUml�1

(CFU, colony-forming units) with autoclaved juice to six different concentrations
from 108 to 103 CFUml�1. Exactly 2min after sample preparation, measurements
were made to assure that the number of cells settled on the ATR crystal was
proportional to the concentration of the microbial suspension. By using a PCA in
combination with canonical variate analysis (CVA), it could be shown that differen-
tiation of microorganisms in apple juice is feasible down to a low concentration level
of 103 CFUml�1 [78]. CVA, performed on the spectral dataset within the concen-
tration range mentioned above, resulted in consistent and satisfactory separation.
Only the three lowest concentrations (103–105 CFUml�1 apple juice) of P. vulgaris
were difficult to separate in the chemometric studies (PCA and CVA). To validate
the discriminant model, spectra of unknown samples were obtained and their
concentrations were predicted, resulting in good agreement with the plate counting
method.

Al-Holy et al. also published results concerning the identification of pathogens
from juice by means of FTIR spectroscopy, especially focusing on the separation of
E. coli O175:H7 leerzeichen from others. In contrast to the aforementioned
method, the inoculated juices were treated with several purification steps, includ-
ing centrifugation and twowashing steps with 0.9% saline solution, to remove juice
components and concentrate bacteria. Thereby a pure bacterial pellet was prepared
before the spectroscopic analysis was commenced [79] and separation of E. coli at
the strain level was achieved.

Whittaker et al. studied the identification of bacterial pathogens by ATR–FTIR
spectroscopy basing on cellular fatty acid methyl esters (FAMEs) [80]. Lipid cellular
components, which are responsible for bacterial speciation, are commonly analyzed
only by using capillary gas chromatography with flame ionization or mass spectro-
metric detection. Whittaker et al. showed that the identification of FAME mixtures
from pathogenic bacteria such as B. cereus, Shigella sonnei, and E. coli is feasible by
applying FTIR spectroscopy in combination with data analysis such as PCA and
SIMCA.

The described studies emphasize the potential of FTIR spectroscopy to identify
pathogenicmicroorganisms in liquid foods such as juices, and similar food systems,
after extraction. Nevertheless, direct measurements on the food matrices are
desirable. In this context, food-borne microorganisms have been analyzed directly
on food surfaces by means of Fourier transform Raman spectroscopy.

Yang and Irudayaraj demonstrated the characterization and classification of six
different bacteria including the pathogenicE. coliO157:H7onwhole apples bymeans
of FT-Raman spectroscopy [74]. The apples were carefully covered with the bacterial
suspension and then analyzed. The spectrum of the apple skin and the spectra of the
apples skin smeared with the different microorganisms were very similar, as shown
in Figure 5.10.

Minor spectral differences were localized within the fingerprint region between
1800 and 600m�1 which are due to varying protein and lipid contents within the
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microbial cells. In this context, spectral analyses were performed with focus on
differentiation between various E. coli strains. By using multivariate statistics
(PCA and CVA), E. coli strains were successfully classified and separated into
pathogens and nonpathogens according to Figure 5.11. Whereas the pathogenic
strain E. coli O157:H7 was classified separately from the five different nonpatho-
genic E. coli strains by means of the first two CV scores according to Figure 5.11,

Figure 5.10 FT-Raman spectra of uncontaminated apple and apple contaminated with different
types of microorganisms [74].

Figure 5.11 Canonical variate analysis based on the first two canonical variates from the spectra of
whole apple surface contaminated with nonpathogenic and pathogenic strains of E. coli [74].
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the nonpathogenic strains overlapped in their clusters. By considering only the
nonpathogenic E. coli strains in a separate classification by using the first two
scores again, different clusters for the strains JM101, JM107 and HB101 without
overlapping were also achieved. The clusters of the two other strains, K12 and
DB5alpha, still overlap.

The results indicate that Raman spectroscopy is a promising technique, because
the sample or the food product can be placed directly under the laser focus and any
further sample preparation can be omitted [74].

In 2008, Luo and Lin reported an analysis for discrimination of food-borne
pathogens with a dispersive Raman system by using SERS on the basis of silver
colloidal nanoparticles for enhanced signals. Spectra of three food-borne pathogens
were processed, resulting in clear identification on the basis of their unique spectral
bands [81].

All the investigations discussed above have not been introduced in the analytical
industry so far, because some obstacles concerning sample preparation and handling
practices still have to be overcome. Batt et al. pointed out that locating pathogens in
complex matrices is not possible by simple physical means, for example, centrifu-
gation [75]. The extraction procedure for bacteria in water differs from that for the
same bacteria from juices or milk, depending on the complexity of the matrix
composition. Advances in techniques regarding those complex issues will play an
important role in food safety and, along with this, in the detection and reduction of
illnesses caused by food-borne pathogens.

Ravindranath et al., developed a pathogen sensor for food matrices addressing
the above problems regarding the complexity of food matrices. Biofunctionalized
magnetic nanoparticles in combination with mid-IR analysis were employed. The
nanoparticles were functionalized with antibodies of two well-known food-borne
pathogens: E. coli 0175:H7 and Salmonella typhimurium [82]. The separate
isolation of both species from a mixture of other bacteria was achieved and these
microorganisms were detected in food matrices by means of FTIR spectroscopy.
This advanced technology can also be integrated in a portable device, which enables
this approach to be used as a point-of-care technology. Ravindranath et al. reported
that highly selective detection was achieved in less than 30min with both inves-
tigated strains in complex matrices, such as milk and spinach extract, with a
detection limit of 104–105 CFUml�1. On-site food-borne pathogen monitoring,
with an in-built extraction step using magnetic nanoparticles combined with the
specificity of IR spectra, offers the possibility of complementing the conventional
and still established microbiological methods with molecular innovative
methods [82].

Recent outbreaks of food-borne illnesses were associated with bacterial contam-
ination. Therefore, not only the identification of bacterial cells but also processes of
food spoilage by microorganisms concerning, for example, meat or dairy products
are investigated. Especially pathogenic microorganisms, such as Listeria spp.,
Salmonella spp., Campylobacter jejuni, and Yersinia enterolytica, trigger food-borne
illnesses. It is generally accepted that organoleptic changes result from microbial
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spoilages and that the compounds responsible for these changes are various
metabolites produced by the enzymatic activity and growth ofmicroorganisms [83].
For example, milk is certainly an ideal medium formicrobial growth because of the
high water content, the large variety of available nutrients, and the almost neutral
pH. Nicolaou and Goodacre investigated spoilage in milk using FTIR spectroscopy
and chemometrics [83]. They tested ATR and HT (high-throughput) FTIR
techniques in combination with principal component–discriminant function
analysis (PCA–DFA) and partial least-squares regression (PLSR) in comparison
with the total viable cell counts by plating with three different kinds of milk (whole,
skimmed, and semi-skimmed). The FTIR data for the different milk samples
showed reasonable results for bacterial loads above 105 CFUml�1. However, HT
FTIR spectroscopy provided higher accuracy for lower viable bacterial counts down
to 103 CFUml�1 for whole milk and 4� 102 CFUml�1 for semi-skimmed and
skimmedmilk [83]. Summarizing, they pointed out that by using these techniques
in combination with PLSR, rapid acquisition of a metabolic fingerprint and
accurate quantification of the microbial load of milk samples with reduced sample
preparation are feasible.

FTIR spectroscopy was also applied by Ellis et al. to detect microbial spoilage of
meat [84]. Organoleptic changes, including discoloration, slime formation, changes
in taste or other attributes, lower muscle food quality to an unacceptable limit. These
changes result from the decomposition and the formation of metabolites caused by
bacterial growth. In this context, it is known that spoilage organisms belong primarily
to the genus Pseudomonas and other major members of spoilage flora, such as
Moraxella spp., Psychrobacter spp., and Acinetobacter spp. Ellis et al. exploited the
information aboutmicrobial spoilage of chicken breast by spectroscopic analysis [84].
The spectra were recorded directly from themeat surface and integrated for 60 s. The
authors demonstrated that the application of HATR (horizontal attenuated total
reflectance) FTIR and PLS analysis are able to acquire a metabolic snapshot and
quantify noninvasively the microbial load of food samples accurately and rapidly in
60 s, directly from the sample surface.

5.8
Conclusion

The application of different vibrational spectroscopic techniques such as IR absorp-
tion and Raman spectroscopy allows the rapid and reliable identification of micro-
organisms. Depending on the application different specialized setups can be applied
in order tomeet the specific requirements. For FTIR absorption spectroscopy either a
fast identification routine of bulk samples can be established or by means of an ATR
setup or an IR microscope the heterogeneity of a sample e.g. a biofilm can be
analysed. Using Raman spectroscopy with excitation wavelength from the ultraviolet
over the visible up to the infrared region allows for a screening and identification of
microbial bulk samples or single cells which are related to epidemiological studies or
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food safety. Even the impact of antibiotics on bacteria and their internal mode of
action can be addressed.

The variety of applications allows an identification of microorganisms within
hours and will therefore play a central role in future bacterial identification routines
when a fast diagnosis is required.
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6
Cell Sorting
Jochen Guck

6.1
Conventional Techniques in Cell Sorting

The standard technique for the sequential characterization and sorting of cells is
fluorescence-activated cell sorting (FACS) [1]. A cell suspension, in which cells of
interest are labeled with one or several fluorescent antibodies against specific surface
markers, is flowed through a nozzle such that the resulting droplets are charged and
each contains a single cell. This stream of droplets then passes a detector that
analyzes each drop for the presence of fluorescence. Triggered by a fluorescence
signal, the drop is deflected by electric fields and collected. Current high-speed
sorters are capable of reliably sorting on the order of 104 cells s�1 [2].

A variant of fluorescent antibodies is the use of antibodies conjugated with
paramagnetic beads. Cells labeled with such beads can then be sorted from a mixed
population by magnetic gradients. This magnetic-activated cell sorting (MACS) can
process on the order of 106 cells s�1 [3]. In contrast to FACS, which analyzes many
single cells sequentially, MACS is a bulk technique, where cell classification and
sorting are achieved in a single step. Bulk sorters generally have a higher throughput
rate but are limited in the number of different parameters that can be used
simultaneously.

6.2
Photonic Techniques in Single-Cell Sorting

The basis for all photonic techniques used to sort cells is the fact that light carries
momentum and can exert forces. In contrast to electric and magnetic forces, optical
forces are much weaker because the momentum of photons, and hence their ability
to exert forces, are comparatively small. Therefore, lasers are required to achieve
photon fluxes sufficient for the manipulation of micron-sized objects, such as cells,
with light. Apioneer of such opticalmanipulationwasArthurAshkin, who showed in
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the early 1970s that small glass beads can be moved by laser beams and that two
counterpropagating laser beams can trap small objects in theirmiddle [4]. The optical
force has two components: the scattering force pushes the object away from the light
source, while the gradient force acts along the gradient of light intensity – in a
nonfocused laser beam with Gaussian intensity distribution towards the axis of the
beam (see Figure 6.1a).

Themost common trap built with optical forces is optical tweezers, which are ideal
for single-molecule manipulations and have been used extensively in biophysical
studies [5, 6]. In the context of cell characterization and sorting, these optical forces
can be used to hold single cells in place during investigation or to move them about
for sorting [7]. Here, nonfocused laser beams, such as in dual-beam laser traps, are
often better suited than optical tweezers because they allow manipulation of cells of
arbitrary size and with reduced light intensities, which could otherwise endanger the
integrity of the cell [4, 8–10]. Such optical traps are usefully combined with micro-
fluidics into �lab-on-a-chip� systems for the efficient transport, analysis, and sorting
of cells [10–13]. In such lab-on-a-chip systems, cells in suspension are serially
delivered into the trapping region where the optical trap (e.g., two counterpropagat-
ing laser beams perpendicular to the flow direction) attracts the cell, centers it
automatically, and holds it in place for any characterization desired (see Figure 6.1b).
While trapped, the cell can be tested for an overall fluorescence signal in analogy to
normal FACS machines. In contrast to FACS, however, the cell can be held
stationary for an arbitrary number of other assays until a final verdict about the
nature of the cell is reached. For example, the cell can be analyzed with microscopy
for size, morphology, and structure [9] or with spectroscopy for biochemical
information [14]. Optical forces can also be used to rotate the cell [15], so that
tomographic information can be obtained, or even to deform the cell in a controlled
way to obtainmechanical information [16]. Since themechanical properties of cells
are intricately linked to cell function, this mechanical phenotyping of cells with
optical forces represents a powerful new option for cancer diagnosis [17, 18] and
stem cell identification [19], and suggests the development of elasticity-activated
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Figure 6.1 Cell sorting with optical forces. (a)
Illustration of the direction of scattering and
gradient forces acting on a cell in a Gaussian
laser beam. (b) Combination of optical forces
with a microfluidic system for analysis and

sorting. A pair of counterpropagating laser
beams, emerging fromoptical fibers, center and
trap single cells sequentially for analysis. A third
laser beam then deflects cells of interest into a
sorting channel.
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cell sorting (EACS) [10]. Once the cell has been identified, it can be released from
the optical trap and flowed to the sorting region. Here, another laser beam
perpendicular to the flow direction can be used to deflect cells into a sorting
channel [20] (see Figure 6.1b). Once sorted, the cells can then be subjected to
further analysis such as single-cell polymerase chain reaction (PCR) on the same
chip [11] or collected for culture and analysis off-line.

There is also another approach for isolating cells with photonic techniques, called
laser microdissection and pressure catapulting (LMPC) [21]. Rather than dissolving
tissue to yield a cell suspension, tissue slices can be used directly as a source of cells.
Once a cell in the tissue has been identified, for example, using standard histological
staining, it is cut out of the tissue slice using a tightly focused UV or IR laser as an
optical scalpel. The cut-out cell is then catapulted into a collection reservoir by a laser
pulse. LMPC can be used to obtain cells, or even the DNA from within cells, with no
contamination because the sample is never in contact with any physical surface – only
with light.

6.3
Photonic Techniques in Bulk Sorting

Optical forces can also be used for bulk sorting, where cells are not analyzed serially
but analysis is intimately coupled to the sorting process and many cells are sorted
simultaneously. MACS is one such bulk technique. One purely optical approach to
bulk sorting analyzes the size or optical properties of cells. A cell in an optical lattice,
for example, generated by interfering two laser beams, feels a higher deflection force
when its refractive index is higher or when its size is comparable to that of
the interference pattern spacing. Larger cells, or cells with a lower refractive index,
are less affected. When a cell suspension is flowed through such an extended lattice,
cells are sorted based on these parameters [22]. The intensity pattern can also be
generated by the use of a spatial light modulator [23] or nondiffracting Bessel
beams [24]. The throughput of this optical fractionation technique can exceed that
of FACS sorters, with a sorting efficiency approaching 100% [22], but obviously at the
cost of the amount of specific information used for the distinction. One application of
bulk optical fractionation is the sorting of white blood cells from whole blood as they
have different size and refractive index to red blood cells. Although sorting by size can
also be achieved withmicropillar arrays [25], which let smaller cells pass while larger
cells are retained, there is an obvious advantage to the optical technique in that it can
never clog up. Once the light has been turned off, the sorting mechanism is gone.

In summary, optical forces have their place in both single-cell and bulk sorting
applications. In sequential single-cell sorting, the main advantage over conventional
sorting approaches such as FACS is that an individual cell can be held stationary by
optical forces for high-content analysis, leading to very high purity of the sorted cells
at the cost of high throughput. In bulk sorting, optical techniques can operate at
sorting rates even in excess of other standard techniques and offer, in addition to size,
new sorting parameters such as refractive index that have not yet been explored.
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In both cases, optical forces are generally very mild as there is no physical contact
involved that could cause unwanted cell activation or alteration. Some 50 years after
the invention of the laser, optical cell sorting is another field where its application is
set to increase.
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7
Laser Microtomy
Holger Lubatschowski, Fabian Will, Sabine Przemeck, and Heiko Richter

7.1
Cutting by Optical Breakdown

The key technology of a laser microtome is an ultrashort (femtosecond) pulsed laser,
emitting light in the near-infrared (NIR) range. Due to the rapid development of
commercially available turn-key laser systems in recent years, the use of ultrafast
laser technology has becomemuch easier and has opened up new applications in the
life sciences field.

Laser light in the NIR range around 1000 nm is well suited for the processing of
biological material, since most biological tissues have a very low absorption coeffi-
cient at this wavelength. Hence manipulation of tissue is not just limited to the
surface, but can even be performed inside the material.

While cutting, the laser beam of a laser microtome is tightly focused into the
specimenby a highnumerical aperture objective.Due to the extreme intensities of up
to 1 TWcm�2 inside the focus, multi-photon absorption causes ionization of the
tissue. This process is called optical breakdown and leads to the formation of plasma
[1, 2]. The rapid expansion of the plasma causes disruption of the tissue and is
responsible for the cutting process (Figure 7.1).

If the pulse duration is sufficiently short (100–500 fs) and the diameter of the
focal spot is nearly diffraction limited (1 mm), only a very low pulse energy of
�10–100 nJ is needed to induce the optical breakdown. This limits the interaction
range to diameters below 1mm. The material separation only takes place within
the focal region. Outside this region, no thermal or mechanical damage can be
detected.

7.2
The Laser Microtome at a Glance

The main component of a typical laser microtome (Figure 7.2) is a high-power
femtosecond oscillator emitting ultrashort laser pulsing with a wavelength of
1030 nm, a pulse duration of about 300 fs, and a pulse repetition rate variable
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ranging from some kHz to 10MHz. The maximum average power is�2.5W, where
laser pulse energies of up to 100 nJ were focused into the sample with a high
numerical aperture (>0.5).

The laser beam is deflected by a fast scanner device for lateral deflection whereas
the z-direction is controlled by a piezo-driven positioning stage. Parameters such as
pulse overlap, slice thickness, and the size of the cutting area can be set by the user.
Typically, an area of up to 14� 14mm can be processed. Larger areas are possible.
The cutting speed depends on the properties of the sample, 1mm2 s�1 being typical.
At present slices of 5–100 mm thickness are generated. Thinner slices are also
possible, but handling of such tissue slices following removal of the sample bulk
is more difficult. For light microscopic examinations, a thickness of 5–10 mm is in
most cases sufficient. However, thicker slices are of interest for, for example, primary
culture, neurobiological experiments, and pretreatment of samples for ultra
microtomy.

7.3
Preparing and Sectioning the Tissue Samples

Because nomechanical forces are applied to the sample, tissue can be processed in its
native state and does not need prior fixation, embedding, or freezing. The tissue

Figure 7.1 Working principle of the laser microtome. A laser-induced plasma is used to cut the
tissue without any mechanical forces being applied. The NIR radiation of the laser penetrates the
tissue up to 1mm.
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sample is placed on a conventional glass microscope slide. In order to achieve
good results, the tissue surface has to be plane with good optical contact with the
glass slide. If needed, a small drop of liquid is helpful to assist refractive index
matching. Saline solutions are as good as most of the media used for cell culture
(Figure 7.3).

The software allows three cuttingmodes: cutting of thewholefield (maximumsize
and maximum time), of a defined rectangular field (e.g., 5� 6mm), or of a
customized field by setting position markers. According to the precision of the
z-axis, the thickness of the slices can be controlled with an accuracy of better than
3mm.

During the cutting process, a live video of the sample, that is, the cutting plane, is
shown on the control screen. This allows the user to observe whether the
cutting procedure is successful or not. A rapidly growing field of microbubbles is
a typical indication of the occurrence of photodisruption and therefore a sign of
correct cutting. After the cutting process, the tissue section is separated from the

Figure 7.2 The laser microtome as a stand-alone system.
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bulk with tweezers and placed on a glass slide. Now it can be stained and covered
if necessary.

7.4
OCT Controlled 3D Processing

Cutting of flat sections by femtosecond laser technology is only the first step in a new
direction in laser microtomy. As a next step, Optical coherence tomography (OCT)
imaging was implemented in the system. OCT [3, 4] is a method for imaging
different layers of transparent or scattering tissue by scanning the area of interest
with a low coherent light source. The measuring principle is similar to that of
ultrasound imaging. As a typical light source, superluminescent diodes or even
the femtosecond laser pulses themselves with a broad emission band and a
corresponding low coherence length can be used. The penetration depth of the
NIR radiation is up to 2mm into the tissue. Due to differences in their optical
pathlengths, photons reflected from different layers inside the tissue can be distin-
guished by interference measurements with an external reference plane. Figure 7.4
shows an OCT image of corneal tissue where the cut was navigated right below the
epithelium.

Figure 7.3 Preparation of the sample. (a) A
conventional microscopic glass slide acts a
tissue holder. (b) A small drop of liquid is helpful
to assist refractive indexmatching. (c) The fresh

tissue is placed on the glass slide and (d) a built-
in camera of the laser microtome helps to find
the area of interest.
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Having such a tomographic imaging system implemented, real 3D cutting near
the surface of tissue samples is possible, targeting specific areas or volumes of
interest.

7.5
Tissue Samples

In principle, every soft tissue with the exception of melanin-containing tissue can
be processed, since the 1040 nm radiation is barely absorbed by tissue chromo-
phores. Hard tissues such as bones or of dental origin are also suitable for cutting
without decalcifying them. For hard tissues, embedding may be necessary, espe-
cially if the tissue is very brittle. The time-consuming preparation of ground
sections of embedded hard tissues is therefore shortened. In Figure 7.5, sections
of different hard and soft tissue are shown as an example of laser-processed
sectioning. The samples show no thermal or mechanical alterations and are well
suited for further light microscopic examination. Typical thickness of these slices
was 20 mm. Even plastic material can be cut, provided that it has a bright color
(Figure 7.6).

7.6
Not for Routine but for Special Cases

Of course, the lasermicrotome is not a device for routine pathology, as the procedure
of tissue separation is too slow. However, it has its clear advantages over standard
procedures when preparing tissue in its native state. For investigations based on
immunostaining, it can be desirable to keep tissue alive. Furthermore, there are

Figure 7.4 Example of an OCT-guided cut
below the epithelium of a porcine cornea. (a)
OCT image before the cut. The picture is upside
down. The bright horizontal line represents the
surface of the glass plate. (b) The laser-induced

gas bubbles can bemonitored as the cutting line
right below the epithelium. The bubbles
disappear within minutes. (c) Histological
section of the cornea after the cut.
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Figure 7.5 Sections of different hard and soft tissues are shown as an example of laser-processed
sectioning. The samples show no thermal or mechanical alterations and are well suited for further
light microscopic examination. Typical thickness of these slices was 20 mm.
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several applications which are, at present, difficult or impossible to realize with
conventional sectioning methods, including the cutting of hard tissue, plants, wood,
and other materials. The laser microtome might be a good option for these applica-
tions. It has the potential to solve different problems in various research fields from
plant biology to regenerative medicine.
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8
Classical Microscopy
Kerstin Roeser, Dietlind Zuehlke, Martin Gluch, Gernoth Grunst,
Markus Sticker, Klaus Bendrat, and Axel Niendorf

8.1
Appearance

Classical microscopy relates to light microscopy, that is, incident or transmitted light
with a magnification range from 10� to 1000�. This technique has a wide range of
applications in the life and material sciences. Here we focus on the role played by
classical microscopy in medicine, especially in surgical pathology. However, it is
recognized that there is considerable overlap between pathology, anatomy, and the
broad field of cell biology.

8.2
Application

Pathology is one of the fundamental diagnostic disciplines. Tissues and cells can be
viewed under a microscope and thereby be classified in an order that discriminates
between normal, disorders of metabolism, malformation, inflammation, and tumor.
In the case of tumor diagnosis, a subclassification into benign andmalignant groups
is of crucial importance for therapeutic procedures.

8.3
Pathology

Today, more than 90% of a pathologist�s work load concerns living patients. One of
the most important tasks is to diagnose and classify tumors, which apart from
few exceptions is still done by microscopy. The basic requirement is a representative
small tissue specimen followed by a optimal processingwith the option of subsequent
use.After applying selectedvisualization techniques to give the tissue somecontrast or
tomark specificmolecules, specimens are all examined bymeans of lightmicroscopic
methods. The diagnosis will then be the basis for the risk assessment and also any
therapeutic decisions. However, taking into account the fact that a biopsy always

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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represents a sample and the microscopic image shows only a section, the need for
contextual information leading to a general finding is obvious [1].

This chapter addresses primarily the nonmedical reader and is intended to inform
about techniques and procedures in the field of classical microscopy. This is
demonstrated exemplarily for breast cancer diagnostics.

8.4
Materials

For diagnostic purposes, tissue samples are used for microscopic investigations.
These samples are taken by biopsy, which is the removal of cells, tissue, or fluid for
diagnosis of diseased tissue.

There are two main techniques to be distinguished: the closed techniques,
including fine needle aspiration (FNA) and core needle biopsy, and the open technique.
FNA is a type of biopsy that removes cells trough suction using a syringe. A core
needle biopsy is done with a larger needle. Biopsies in the classical sense are the
removal of tissue. When a malignancy is suspected, then the tissue specimen is
marked to define the margins. However, all techniques correspond to common
principles, namely obtaining sufficient tissue for diagnosis and using the least
traumatic method (see Figure 8.1).

8.5
Methods (Tissue Processing)

Tissue processing in diagnostic pathology comprises fixation, dehydration, embed-
ding, sectioning, staining, and cover slipping.

Chemical fixatives are used to preserve tissue from degradation and tomaintain the
structure of cells and their subcellular components. There are five groups of fixatives
based on different mechanisms (Table 8.1). The choice of fixative is based on the type
of tissue and the histological details to be demonstrated.

Figure 8.1 Biopsy techniques: (a) cytologic smear; (b) fine needle aspirate (FNA); (c) core
biopsies; (d) biopsy; (e) wide excision section.
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In addition to the nature of the fixatives, there are some critical steps that
influence the quality of fixation. First, there must be buffering capacity in
the fixative to prevent excessive acidity. Then, the thickness of the tissue sample
should be adjusted to the penetration properties of the particular fixative. The
fixative will be exhausted during the process, so a 10:1 volume ratio of fixative to
tissue is required. Alternatively, interval-type changes of the fixative can solve the
problem. By increasing the temperature, the tissue will be fixed faster, but
excessive heat will cause artifacts. The concentration of the fixative should be
adjusted to the lowest possible level because too high concentrationsmay adversely
affect the tissue and produce artifacts. Also important is the time interval from
removal of tissue to fixation. A prolonged dwell time causes artifacts by drying and
also the loss of cellular organelles, more nuclear shrinking, and artifactual
clumping.

In order to produce microscopic specimen slides, the fixed tissue has to be
embedded. Paraffin wax is most frequently used. It is similar in density to
tissue, allowing sufficiently thin sections to be cut. Since water and paraffin are
immiscible, all traces of water must be removed from tissue. This dehydration
process is done by passing the tissue through a series of increasing alcohol
concentrations. This is followed by a hydrophobic clearing agent (xylene) to
remove the alcohol, and finally the infiltration agent (molten paraffin wax),
which replaces the xylene. The tissue samples are now ready for external
embedding.

During the embedding process, the tissue samples are placed in molds along with
liquid embeddingmaterial, which is then hardened by cooling. The hardened blocks
containing the tissue samples are then ready to be sectioned.

Formalin-fixed, paraffin-embedded (FFPE) tissues may be stored at room tem-
perature, and nucleic acids (both DNA and RNA) may be recovered from them
decades after fixation, making FFPE tissues an important resource for retrospective
studies in medicine. Paraffin-embedded tissues are routinely stored in pathology
archives.

Cutting the embedded tissue into sections is done with a microtome.
Microtomes have a mechanism for either advancing the block across the knife
(rotary microtome) or the knife across the block (sled microtome). Sectioning
takes much skill and practice and it is important to have properly fixed and
embedded tissue to avoid artifacts (tearing, ripping, holes, folding). Sections are
floated on warm water to remove wrinkles and mounted on glass microscope
slides.

Direct sectioning of a frozen tissue is performed with a cryomicrotome. This
method does not need tissue fixation and embedding and therefore has the
advantages of speed, maintenance of most enzymes and immunological functions,
and relative ease of handling. It has the disadvantage that ice crystals formed during
the freezing process will distort the image of the cells. Frozen sections are necessary
to obtain rapid diagnosis of a pathological process during surgical procedures
(see Figure 8.2).
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8.6
Histological Staining

Staining is employed in both to give contrast to the tissue and to highlight particular
features of interest.

To allow water-soluble dyes to penetrate the sections, the paraffin wax has to be
removed from the tissue. This is done by running the sections through xylene to
alcohol to water. Various dyes are available with different abilities to stain cellular and
tissue components. The choice of stain is based on the diagnostic need.

Routine staining is carried out with hematoxylin and eosin (H&E), which is the
most commonly used stain in light microscopic histology and histopathology.
Hematoxylin, a basic dye, stains nuclei blue, and eosin, an acidic dye, stains the
cytoplasm pink.

For special staining, various techniques have been used to stain cells and cellular
components selectively; for more details, see Sternberg et al. [2]. Stains that are
commonly used in breast cancer diagnosis are listed in Table 8.2.

For immunohistochemistry, antibodies have been used to visualize specifically
proteins, carbohydrate, and lipids. This technique allows the identification of
categories of cells under a microscope; more details can be found elsewhere [3–6].
A list of antibodies is given in Table 8.3.

In situ hybridization is used to identify specificDNA or RNAmolecules either with
fluorescence probes or otherwise labeled nucleic acid probes. To detect fluorescent
signals, fluorescence microscopy (see the next section) and confocal microscopy are
used, giving good intracellular details [7, 8]; for more details, see Table 8.4.

Figure 8.2 Tissue processing.
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Table 8.2 Histological stainings used in breast cancer diagnostics.

H&E General overview staining for histological specimens
Nucleus, blue. Cytoplasm, pink. Red blood cell, orange/red. Collagen
fiber, pink

Giemsa General overview staining for cytological specimens and used to
differentiate cells present in hematopoietic tissue (lymph nodes)
Nucleus, purple–red. Cytoplasm, light blue

EvG (Elastica
van Gieson)

Staining to differentiate different types of connective tissue in histological
sections
Elastic fibers, blue. Nucleus, red. Collagen, light pink. Muscle fibers, light
red

PAS (periodic acid–
Schiff reaction)

Common staining technique in histology for localizing glycogens and
carbohydrates
Membranes and mucus, magenta. Nucleus, blue. Cytoplasm, light pink

Iron Staining to demonstrate ferric iron in tissue sections
Iron, blue. Nucleus, red. Background, pink

Table 8.3 Antibodies used for immunohistological staining in breast cancer diagnostics.

Cytokeratins Monoclonal anti-cytokeratins are specific markers of epithelial cell
differentiation and have been widely used as tools in tumor identification and
classification. They facilitate typing of normal, metaplastic, and neoplastic cells.
They are also useful in detecting micrometastases in lymph nodes, bone
marrow, and other tissues and for determining the origin of poorly
differentiated tumors

BCL2 BCL2 is an integral outer mitochondrial membrane protein that suppresses
apoptosis in a variety of cell systems, including factor-dependent lymphohe-
matopoietic and neural cells. It regulates cell death by controlling the mito-
chondrial membrane permeability. Heterodimerization with BAX requires
intact BH1 and BH2 domains, and is necessary for anti-apoptotic activity

HER2 ErbB 2 is a receptor tyrosine kinase of the ErbB 2 family. It is closely related in
structure to the epidermal growth factor receptor. ErbB 2 oncoprotein is
detectable in a proportion of breast and other adenocarcinomas, and also
transitional cell carcinomas. In the case of breast cancer, expression determined
by immunohistochemistryhas been shown tobe associatedwithpoor prognosis

ER (estrogen
receptor)

The estrogen receptor (ER) is a 66 kDa protein that mediates the actions of
estrogens in estrogen-responsive tissues. It is a member of a large superfamily
of nuclear hormone receptors that function as ligand-activated transcription
factors. The ER is an important regulator of growth and differentiation in the
mammary gland. The presence of ER in breast tumors indicates an increased
likelihood of response to anti-estrogen (e.g., tamoxifen) therapy

PR
(progesterone
receptor)

The human progesterone receptor (PR) is a member of the steroid family of
nuclear receptors. It has been proposed that expression of PR determination
indicates a responsive ER pathway, and thereforemay predict likely response to
endocrine therapy in human breast cancer. A number of studies have shown
that PR determination provides supplementary information to ER, both in
predicting response to endocrine therapy and estimating survival. PR has
proved superior to ER as a prognostic indicator in some studies
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8.7
Microscopy

The microscope is the enabling tool for the pathologist when it comes to morpho-
logical analysis, as it allows viewing of the patient sample from overview up to
subcellular resolution. The basic equipment has remained the same for more than
100 years: the compound microscope comprises sample illumination with trans-
mitted light, an objective revolver allows the primary magnification range to be
selected between 1� and 100� and the ocular lens delivers the magnified image to
the observer. Together with the ocular lens, the total magnification range extends
from10� to 1000�, which corresponds to afield of view between 2.3mmand 23 mm.
In addition to the magnification, the resolution is also important for seeing
small object details. The resolution is dependent on the numerical aperture of the
objective and illumination, and object structures down to 0.25mm can be resolved.

Table 8.4 Selection of probes used for in situ hybridization in cancer diagnostics.

ERBB2 Epidermal growth factor (EGF) receptor that enhances kinase-mediated activation
of downstream signaling pathways. Amplification and/or overexpression of this
gene has been reported in numerous cancers, including breast and ovarian tumors

TOP2A DNA topoisomerase, involved in processes such as chromosome condensation,
chromatid separation, and the relief of torsional stress that occurs during DNA
transcription and replication. The TOP2A gene functions as the target for several
anticancer agents and a variety of mutations in this gene have been associated
with the development of drug resistance

cMYC cMYC functions as a transcription factor that regulates transcription of specific
target genes.Mutations, overexpression, rearrangement, and translocation of this
gene have been associatedwith a variety of hematopoietic tumors, leukemias, and
lymphomas, including Burkitt lymphoma

CCND1 Cyclins function as regulators of CDK kinases. Cyclin D1 has been shown to
interact with tumor suppressor protein Rb. Mutations, amplification, and
overexpression of this gene, which alters cell cycle progression, are observed
frequently in a variety of tumors and may contribute to tumorigenesis

EGFR EGFR is a cell surface protein that binds to epidermal growth factor. Binding of
the protein to a ligand induces receptor dimerization and tyrosine autopho-
sphorylation and leads to cell proliferation. Mutations in this gene are associated
with lung cancer

ESR1 The estrogen receptor, a ligand-activated transcription factor, essential for sexual
development and reproductive function, but also plays a role in other tissues such
as bone. Estrogen receptors are also involved in pathological processes including
breast cancer, endometrial cancer, and osteoporosis

MDM2 MDM2 is a target gene of the transcription factor tumor protein p53. Over-
expression of this gene can result in excessive inactivation of tumor protein p53,
diminishing its tumor suppressor function. This protein also affects the cell cycle,
apoptosis, and tumorigenesis through interactions with other proteins
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In order tomake themicroscopeworkplace for the pathologist an efficient tool,many
technological improvements have been made over time:

. automatic alignment of the microscope to maintain the highest image fidelity
over time

. ocular lenseswith a largefield of viewwhich allowone to look at large sample areas
at high magnification

. ergonomic improvements to minimize stress on neck and hands during day to
day operation

. LED illumination with long lifetime and high stability (Figure 8.3).

In addition to these ergonomic additions there are two major additions:

1) With the growing importance of molecular markers, fluorescence has entered
routine pathology. It allows visualization of multiple biomarkers on the same
sample region, which increases the information density. However, the downside
compared with colorimetric staining techniques is that the tissue morphology

Figure 8.3 Courseof beam in lightmicroscopy.
In the bright field beam path the objective (1)
magnifies the object (2), which can be viewed
through the ocular lens (3) or imaged on to a
camera (4). The object is illuminated from a
white light source (5). In the fluorescence beam
path, the sample is illuminated through the

objective with a certain wavelength (6), which is
absorbed by the fluorophore. The fluorophore
emits a longer wavelength which is collected
from the objective. After the objective, a dichroic
mirror reflects the excitation light and transmits
the emission. Only the molecular marker
becomes visible for the pathologist.
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is not available. So far, fluorescence has been deployed mostly in areas where
this is not of crucial importance (e.g., chromosome analysis).

2) Documentation with a digital camera is now an instant easy-to-use option to
capture a region of interest. Most of the laboratory information systems today
support image attachments, which makes it easy to share images between
pathologists for a second opinion.

In the case of unstained samples the pathologist has some contrast techniques that
permit the examination of the morphology without staining the sample:

. Darkfield contrast shows sample structureswhere light is scattered or diffracted.

. Polarization contrast shows sample structures due to differences in the birefrin-
gent and depolarizing properties of the sample.

. Differential interference contrast and phase contrast make visible small
structures that have different refractive indices.

8.8
Diagnostics

8.8.1
Context-Dependent Aspects in Morphological Diagnostics

Diagnostic procedures in surgical pathology are based on the total clinical informa-
tion and morphological examination at the gross and microscopic levels. The
microscopic examination starts with a low magnification to obtain an overview of
the whole specimen followed by a selection of areas of interest to be examined in
more detail at a higher magnification. Histopathology is a �precision tool� because
pathologists are confined to certain (morphological) criteria to define entities. These
entities are listed in monographs or, for instance in the case of tumor diagnostics, in
series such as the WHO and the Armed Forces Institute of Pathology series, which
again are based on the scientific literature. In a practical sense, the pathologist
addresses a casewith knowledge about the possible single criteria and also the context
in which these criteria are likely to occur. In modern pathology, in addition to
morphological criteria, biochemical, immunological, and molecular findings
become an essential part of the diagnosis. Furthermore, there has been growing
interest in tools able to reduce human subjectivity and improve workload. Whole
slide scanning technology combined with automated image analysis can offer the
capacity to generate fast and reliable results (Figures 8.4–8.7).

8.8.2
Cognitive Aspects of Digital Microscopy

Digital microscopy (DM) can enhance the potential to derive light-based information
about reality. Combinable IT modules enable support of human information
processing.
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Human experts such as pathologists are forced to focus on the visual data overflow
in order to derive relevant information. In contrast, computer-based data handling
can take into account extensive and vastlymore heterogeneous data. For instance, it is
technically possible to merge various images of tissue slices with different staining
and to use the integrated information in a common coordinate system.

The amount of data that is produced in this way is huge. Taking into account four
different stainingswith about 1.5 billion pixels per image (which is the average size of
a digital slide with an optical resolution of 40), and relate for image analysis purposes
each pixel to a surroundingneighborhood of about 1 cm2, the resulting data volume is
approximately 22 million terabytes! On the other hand, without integration of the
analyses into human comprehension processing, the impact of this kind of technical
support is without effect in life science research and pathological routine (Figure 8.8).

Digital images in this respect provide a very promising starting point. They can be
condensed into semantic units through the application of machine learning-based

Figure 8.4 Histological analysis. (a) H&E
staining is used to identify tumor. Here is
shown a classical invasive ductal carcinoma
of the breast (G1pT1cpN0V0R0) (�1);
(b) H&E staining of the same section (x10);

(c) Giemsa staining for improved
demonstration of cytological
characteristics (�10); (d) EvG staining
for more detailed differentiation of
connective tissue (�10).
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image analyses (for an overview, see [9]). The integration process requires mutual
�understanding� of humans andmachine concerning their respective contributions.
Even image experts such as pathologists lack an understanding of what type of
additional information can be expected frommachine-made image analyses. There-
fore, when starting a research program they are unable to give the system cues about
important and technically processable imagedetails. Procedures that startwith expert
labeling of images are called supervised learning methods. From experience con-
cerningDM in life science projects, this is not themost efficient starting point for the
integration of human and technical cognition (Figure 8.9).

An alternative is unsupervised learning methods that exploit cluster analyses in
order to identify technically manageable image features that can, for example,
discriminate various tissue types in pathological slices. The results can be mapped
on to the images in the form of color codings for different regions. Visual exploration

Figure 8.5 Immunohistochemical analysis of
tumor marker in breast cancer. (a) Epithelial
tumor component demonstrated by expression
of cytokeratins (mAB, mouse anti-human pan
cytokeratin) (5%). (b) Medium-sized tumor cell
islands surrounded by a cell-rich connective

tissue (�20); (c) tumor cells of this particular
case expresses express bcl-2 in the cytoplasm
(mAB, mouse anti-human bcl-2) (�5); (d)
stained cells show a distinctive expression level
that become obvious at higher magnification by
different staining intensities (�20).
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and control systems can support the human expert in the necessary validation and
adjustment of these findings. If the results are validated by the expert, there is a
considerable advantage of technical image analyses. They are comprehensive and
therefore applicable to quantitative evaluations of tissue slices that are notoriously
problematic for human experts (Figure 8.10).

Results that are obtained in this way can be seen as expedient findings in a
diagnostic pattern if they can trigger further experimental steps such as microscopy
records applying additional structural and functional staining. Even if senseless �data
cemeteries� can be avoided through such interlocking of human–computer inter-
action, there will arise a multilayered complexity of image-related information that
will soon become confusing. In order to support navigation in the growing infor-
mation space and even the introduction of technical data mining, it is necessary to
introduce an image database with pertinent metadata. This combination of machine

Figure 8.6 Immunohistochemical analysis of
steroid receptors in breast cancer. (a) Epithelial
tumor component is highly positive (100%)
for the estrogen receptor (ER) (mAB, mouse
anti-human estrogen receptor) (�5); (b) ER
is expressed in the nucleus, in this particular
case with a slight cytoplasmic staining (�20);

(c) the tumor sample demonstrated
here is negative for the progesterone
receptor (PR) (mAB, mouse anti-human
progesterone receptor) in the epithelial
tumor component (�5); (d) only a few
cells lining nontimorous ducts show a
positive nuclear staining (�20).
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learning-based analyses and an image database can considerably enhance the value of
DM, especially for the life sciences. Such an enabling environment supports the
gradual extension and validation of complex and multilayered knowledge that is
impossible without the mutual completion and control of human and machine-
made analytical findings.

Digital microscopy renders images of heterogeneous resolution scales and stain-
ing. Pathological tissue images can show overviews, cells, and even functional
molecules within cells. The spatially correlated evaluation of this heterogeneous
information yields a potential for biological and pathological insights that could

Figure 8.7 Immunohistochemical analysis
and in situ hybridization for Her-2/neu gene
amplification in breast cancer for evaluating
Her-2/neu status. (a) Her-2 staining pattern
in immunohistochemistry refer to a score of 2þ
according to the guideline recommendations
for HER2 testing in breast cancer [10] (mAB,
mouse anti-human erbB2) (�40); (b) CISH,
using dual-color probes against Her-2 (blue)
located on chromosome 17 and a probe against

the centromeric region of chromosome
17 (red) (ZytoDot 2C Spec HER2/CEN 17)
reveals no amplification for Her-2 (�40);
(c) another case shows a Her-2 staining
pattern that refers to a score of 3þ in
immunohistochemistry [10] (�40);
(d) CISH reveals an amplification for
Her-2 as demonstrated by large dots for
the Her-2 signal (blue) and two separate
signals for Cen 17 (�40).
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not be exploited without the described integration of DM and IT modules. For
example, it is possible to register different images with structural and functional
staining of tissue slices on various magnification levels into one virtual image space
that can be analyzed via machine learning algorithms. The combination of identified

Figure 8.8 Four different histological stainings (CD45, VIM, AE13, HE) for registration into one
synthetic image stack.

Figure 8.9 Resulting tissue characterization for supervised learning given expert annotations.
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features cannot be �seen� by humans, whereas the resulting classification can be
mapped on to color codings of tissue areas and thus show andmeasure the extension
of tumors.

A technical success model for such IT-based integration and graspable presenta-
tion of spatially encoded information in a common coordinate system include
geographical information environments such as Google Maps.

In conclusion, pathologists and light microscopic analysis of tissue specimens
have an integral role inmodern cancer units. The information that they provide about
tumor type, grade, stage, completeness of excision, and prognosis are derivedmainly
from traditional methods of histopathology. The information value can be improved
as these methods are linked together with advanced techniques such as molecular
analyses and automated image analyses. Having said that, we are in accordance with
the tenet �pathology is far from dead� [1].

Figure 8.10 Resulting tissue characterization for unsupervised learning with highlighted
CD45 (red).
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9
Virtual Microscopy
Thorsten Heupel

9.1
Introduction

The basic concept of virtual microscopy is to distribute microscopic images via
computer networks. Based on this definition, there are three evolutionary steps along
which this technology has developed:

(a) Static remote microscopy: From a technology standpoint, this is the easiest
way to transmitmicroscopic images, because only amicroscope, a digital camera,
and capture software are needed. The operator makes single snapshots from
regions of interest and subsequently they can be transferred for example via
e-mail to another person for review. The limitations are obvious, such as the
possibility of a misaligned microscope, an operator and the physical specimen is
always needed, and, themost prominent, only a small part of the specimen can be
transferred.

(b) Dynamic remote microscopy: Here a motorized microscope is remotely con-
trolled by an operator and a live image from the camera is broadcasted (e.g., via
satellite, Internet). This allows one to pan the specimen in the x and y directions,
to focus, and to change objectives. Thus the remote person can investigate a
complete specimen; some advanced systems even allow switching between slides
with a robotic system. This technology wasmainly driven by pathologists in order
to make remote diagnosis possible, where presence on-site was not possible.
Systems were deployed by the US Army to provide expert diagnosis even close to
the battlefield. Another application area was instant section diagnosis, allowing
remote hospitals with no resident pathologist to obtain the required support
during surgery. The term telepathology is a combination of telemedicine and
pathology. Telemedicine has been used for several decades (e.g., on-line mon-
itoring of health status by NASA). Telepathology was introduced in 1968 in
Boston [1]. In the past, the deployment of telepathology was limited to
regions with a mature telecommunication infrastructure. In underdeveloped
countries there is a need for telepathology, but so far the infrastructure
has mostly been lacking. However, now the increasing coverage of GSM

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann.
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networks in Africa has triggered the development of telepathology solutions
using smartphones [2].

(c) Static–dynamic hybrid remote microscopy (virtual microscopy): Virtual micros-
copy (VM) is a combination of the two technologies described above. The entire
sample is automatically scanned at high resolution without user intervention.
The user can access the image via the Internet or locally. The remote navigation
within the large dataset can be realized with the same technology as for Google
Earth. The digitization of the complete sample leads to the so-called virtual slide
(VS). VM is becoming the most popular technology, as it paves the way to
applications beyond remote viewing of samples. In recent years, the driving
forces for VM were the increasing performance of scanners [3] and the expo-
nential growth of information technology (IT), namely cheaper storage, faster
processors, and faster Internet connections. In addition to telepathology, new
applications are emerging from the biomedical research field. Therefore, it is fair
to say that VM has the characteristics of a disruptive technology that will radically
change the way in which we use microscopes in the future.

9.2
Principles

AVSis adigital representationof amicroscopic specimen.All object regionsona slide
are imaged at high magnification and captured with a digital sensor. Scanners use
microscope objectives with a high numerical aperture (e.g., 0.8) and a magnification
ofmainly 20�. The digital sensors used can be divided into twomain categories: line
sensors (with stripe-wise scanning) and area sensors (with tile-based scanning). After
scanning, the stripes or tiles have to be merged together to form a large montage
image of the entire specimen. Consequently,most scanners are nowadays closed-box
systems with limited functionality, in contrast to research microscopes, which allow
for example the selection of multiple magnifications and contrast modes.

Quality of focusing is a critical issuewith scanners, because the VS depicts a single
focus plane of the specimen and for the viewer the focus dimension is lost. To
overcome this drawback, many systems offer the possibility of digitizing the sample
at different z levels. Depending on the need, the different z levels are stored or
merged into a single plane.

The image size of VS depends on the specimen area on the slide and the scan
resolution. The typical scan resolution for VS is between 0.5 and 0.2mm per pixel,
which gives sufficient detail to perform most diagnoses.

Based on the above parameters, the size of the resulting VS is in the range of
megabytes to gigabytes. It is obvious that the falling costs of hard disk storage were
key for the success of VS.Within 10 years time, the cost of storage space has dropped
by a factor of 1000.

The majority of scanners use brightfield illumination as the imaging modality.
The reason for this comes from the needs of pathology with standard stains such as
H&E (Hematoxylin&Eosin) and PAS (Periodicacid-Schiff stain), where this con-
trast mode is demanded. With the evolution of new molecular techniques for
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pathology (such as fluorescence in situ hybridization for HER2/neu) and research
applications, the scanning of fluorescently labeled specimens became of increasing
importance. This represents a new challenge for scanners also, because scanning of
fluorescent samples is much more critical in terms of focus and speed.

9.3
Applications

As already mentioned, telepathology is only one of several application areas for VM
technology. The following sections summarize the important areas to date. As the
technology is still under development, therewill certainly bemore applications to follow.

9.3.1
Telepathology

So far, remote access toVS is still a dominant application. In the clinical area, the need
for remote consultation is due to the lack of pathologists in certain regions. With VS,
their workflow can be optimized, because travel time reduces the effective time of a
pathologist. It is as simple as accessing the complete specimen with high resolution
from another location. In the case of intraoperative sectioning, it is important to scan
with the appropriate resolution very rapidly to obtain a quick feedback from the
pathologist (less than 10min). Outside the clinical environment, peer review is also a
well-accepted application field for pharmaceutical companies, because the global
distribution of such companiesmakes it necessary to connect research and validation
from different continents (e.g., for toxicology studies) for peer reviews. Another
advantage of VS is that once the specimen has been digitized it is preserved (in
contrast to physical immunostains, which fade over time). This allows compliance
with regulatory procedures which demand that results need to be archived for
re-examination if required.

9.3.2
Routine Pathology

In addition to telepathology, the use of VS in routine clinical practice was always
considered a major application. However, as of today, the VS has not yet become an
integral part of the routine clinical workflow. There are several reasons why this
adoption is only slowly taking place. In many cases, pathologists can make their
diagnoses faster using glass slides instead of loading and navigating a VS on a PC.
The graphical user interface has to be improved, regarding speed and usability, and
the software needs an interface to the clinical IT [e.g., PACS (Picture Archiving and
Communication System)]. Routine pathology needs faster scanners to handle several
hundred slides per day, which means slide processing times of the order of 1min.
Additionally in some countries there are regulatory questions how touse/validate this
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technology in routine diagnosis which are not fully answered so far. Combined with
image analysis this technology will gain strength in the computer-assisted diagnosis.

9.3.3
Education

In a typical education scenario, there is a lecture room with a set of microscopes for
students. One ormore students use onemicroscope to investigate a set of specimens.
To make sure that every student can benefit from the tutorial, it is important that all
microscopes are perfectly adjusted and every student can investigate the same
specimen. This is not trivial as sectioned samples are never identical, and there are
rare specimens for which it is impossible to produce the number of samples required
for the course. During the course, slides get broken, and microscopes have to
maintained and serviced; in summary, the amount of work to keep a microscope
training course at a high quality level is fairly high.

Using computer workstations and VS overcomes these problems. Once a spec-
imen has been scanned and the VS put on a server, every student can explore
exactly the same specimen. In addition, the lecturer can provide additional infor-
mation via annotations, or links to notes. Instead of the physical microscope
seminar, where the number of participants is limited by the available microscopes
and the seminar schedule, VS seminars can be undertaken by students from home.
Owing to these clear benefits, implementation of VM in education is already fairly
widespread.

9.3.4
Tissue Microarrays

Tissue microarrays (TMAs) are collections of small tissue samples (each tissue is a
spot with a diameter of around 1mm) which are arranged on a slide to form an array.
This setup enables the user to place up to several hundred different tissue samples on
a slide to perform comparative studies. The first reference to this technique appeared
in 1987 [4].

TMA is an enabling tool for clinical research (in particular cancer research). Many
clinics have large collections of tissue/tumors built up over the years. These samples
originated from patients whose disease record is well known. This allows searching
formolecular tissuemarkers that are specific to knowndisease patterns. It is possible
to investigate these samples for common features, and then correlate these features
with characteristics of the disease [5].

The tissue spots are taken from standard tissue blocks, by means of a fine hollow
needle. As the spot(s) represent only a small part of the whole block, it is necessary
that the researcher/pathologist first investigates the specimen andmarks the regions
to be used for a TMA. Selecting these regions on a VS allows direct control of the
needle for core extraction. This procedure optimizes the whole workflow.

The cores from the several donor blocks are finally transferred to an
acceptor (TMA) block. From this acceptor block, several cuts aremade for processing

178j 9 Virtual Microscopy



with different stains (e.g., a counterstain and immunohistochemical tumor
markers).

Inmany cases, it is required to quantify the relative stain intensity and covered area
over an ensemble of spots (scoring). This can be done by means of image analysis
software or manually. Based on the patients� information, the spots can now be
filtered and grouped in a gallery, which helps in making side-by-side comparisons.

9.3.5
Research

The number of publications on VM is increasing year by year whereas the number of
publications on telepathology is decreasing [6]. With the increased quality and speed of
scanning fluorescent probes, this technology is becoming even more interesting for
research use. The rapid fading of fluorescent signalsmakes VS a perfect tool to archive a
specimen digitally and to perform off-line image analysis to extract object and pattern
information without harming the sample. With this technology also less experienced
users can quickly obtain high-quality images. As the VS represents the complete
specimen, it is now easy to perform image analysis on larger areas of the specimen.
Especially for neurobiology, VM is a technology to acquire a more detailed insight.
ResearchonAlzheimerdisease is alreadyutilizing this technology to analyze for example
the influence of certain substances or parameters on the formation of plaques [7].

With VM, not only is the complete specimen available, but also together with serial
sections it is possible to obtain a three-dimensional representation of the specimen to
analyze the structures.

The VS technique is a also a perfect tool to generate high resolution representa-
tions of the whole specimen as source for further investigations and combination
with other imaging modalities.

9.4
Outlook

It is obvious that future improvements in scanner technology (especially regarding
scanning speed with brightfield illumination) and IT will pave the way towards the
routine deployment of VS in pathology. In terms of clinical standardization, there is
working group 26 within the DICOM organization to define the interface for VS
within a standard. This is finalized and will support the implementation into the
clinical workflow.

In addition to this prospect, we will also see penetration of this technology in
research (universities), especially if the next generations of instruments exhibit
increased speed and quality for fluorescence applications.

In the research environment, we will see a fusion between VS and other technol-
ogies. The pathologist/researcherwillmerge othermodalities with their classical view
of the stained specimen. An example is the combinationwithMALDI (matrix-assisted
laser desorption/ionization) imaging mass spectrometry. This technology is a very
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important tool for protein profiling of tissue sections. However, interpretation of the
results can only be done in the context of the histological sample. The future will bring
more combinations of different technologies besides other imaging modalities with
VS, such as proteohistography, tissue microdissection, and mass spectrometry
providing data of higher quality and quantity.

VM will support users in the future with more reproducible and quantitative
results and this will make it an ideal tool for quality control in the field of material
applications but also for food inspection.
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10
In Vitro Instrumentation
Sergio Coda, Rakesh Patalay, Christopher Dunsby, and Paul M.W. French

10.1
Introduction

This chapter describes the application of multidimensional fluorescence imaging
techniques to biological tissue, with particular emphasis on fluorescence lifetime
imaging. It reviews themainfluorescencemeasurement and imagingmodalities and
describes their application to label-free imaging of tissue autofluorescence (AF),
concentrating on ex vivomeasurements, although some of the technology presented
has also been applied to in vivo imaging.

10.2
Autofluorescence of Biological Tissue

Fluorescence provides a powerfulmeans of achieving opticalmolecular contrast [1] in
single-point (cuvette-based or fiber-optic probe-based) fluorimeters, in cytometers
and cell sorters, and in microscopes, endoscopes and multiwell plate readers.
Typically for cell biology, fluorescent molecules (fluorophores) are used as �labels�
to tag specific molecules of interest. For clinical applications, it is possible to exploit
the AFof targetmolecules themselves to provide label-free molecular contrast, which is
themain focus of this chapter, although there is an increasing trend to investigate the
clinical use of exogenous labels to detect diseased tissue, for example, using
photodynamic diagnosis (PDD) [2].

When studying AF of biological tissue, the molecular composition is often
unknown and so tissue AF can present a complex signal resulting from an unknown
number of endogenous fluorophores present with unknown relative concentrations.
Interpretation of AF data is therefore highly challenging, typically requiring a priori
knowledge of tissue structure and/or physiological function to yield quantitative
information. Nevertheless, the potential for label-free molecular contrast as a
diagnostic tool is compelling and empirical AF contrast is finding its way into
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clinical practice while an increasing number of ex vivo and in vivo studies are directed
at understanding the molecular origins of tissue AF and the contrast available.

In biological tissue, AF can provide a source of label-free optical molecular
contrast, offering the potential to discriminate between healthy and diseased tissue.
The prospect of detectingmolecular changes associatedwith the earlymanifestations
of diseases such as cancer is particularly exciting. For example, accurate and early
detection of cancer allows earlier treatment and significantly improves prognosis [3].
Although the exophytic tumors can often be visualized, the cellular and tissue
perturbations of the peripheral components of neoplasia may not be apparent by
direct inspection under visible light and are often beyond the discrimination of
conventional noninvasive diagnostic imaging techniques. In general, label-free
imaging modalities are preferable for clinical imaging, particularly for diagnosis,
as they avoid the need for administration of an exogenous agent with associated
considerations of toxicity and pharmacokinetics. A number of label-free modalities
based on the interaction of light with tissue have been proposed to improve the
detection of malignant change. These include fluorescence, elastic scattering,
Raman, infrared absorption, and diffuse reflectance spectroscopy [4–7]. To date,
most of these techniques have been limited to pointmeasurements, where only a very
small area of tissue is interrogated at a time, for example, via a fiber-optic contact
probe. This enables the acquisition of biochemical information, but provides no
spatial or morphological information about the tissue. AF can provide label-free
�molecular� contrast that can be readily utilized as an imaging technique, allowing
the rapid and relatively noninvasive collection of spatially resolved information from
areas of tissue up to tens of centimeters in diameter. In order to exploit AF for clinical
applications, it is first necessary to investigate the AF �signatures� of normal and
diseased tissue states, and this has led to a number of in vitro studies. The
instrumentation applied to such investigations is often similar to that envisaged
for in vivo clinical applications, although the nature of in vitro experiments clearly
relax many of the constraints associated with in vivo studies and permit the use of
more sophisticated (and time consuming) measurements.

The principal endogenous tissue fluorophores include collagen and elastin cross-
links, reduced nicotinamide adenine dinucleotide (NADH), oxidized flavins (FAD
and FMN), lipofuscin, keratin, and porphyrins. As shown in Figure 10.1 [7], these
fluorophores have excitation maxima in the UV-A or blue (325–450 nm) spectral
regions and emit Stokes-shifted fluorescence in the near-UV to visible (390–520 nm)
region of the spectrum. The actual AF signal excited in biological tissue will depend
on the concentration and the distribution of the fluorophores present, on the
presence of chromophores (principally hemoglobin) that absorb excitation and
fluorescence light, and on the degree of light scattering that occurs within the
tissue [6]. AF therefore reflects the biochemical and structural composition of
the tissue, and consequently is altered when the tissue composition is changed by
disease states such as atherosclerosis, cancer, and osteoarthritis.

Although AF can be observed using conventional �steady-state� imaging tech-
niques, it is challenging to make sufficiently quantitative measurements for
diagnostic applications since the AF intensity signalmay be affected by fluorophore
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concentration, variations in temporal and spatial properties of the excitation flux,
the angle of the excitation light, the detection efficiency, attenuation by light
absorption and scattering within the tissue, and spatial variations in the tissue
microenvironment altering local quenching of fluorescence. The remainder of this
chapter introduces some of the increasingly sophisticated detection and analysis
techniques that aim to overcome these problems.

10.2.1
Fluorescence Contrast

More robust measurements can be made using ratiometric techniques, since spec-
trally and time-resolved measurements can also be sensitive to variations in the local
fluorophore environment. In the spectral domain, one can assume that unknown
quantities such as excitation and detection efficiency, fluorophore concentration, and
signal attenuation will be approximately the same in two or more spectral windows
andmay be effectively �canceled out� in a ratiometricmeasurement. This approach is
used, for example, with excitation [8] and emission [9] ratiometric calcium sensing
dyes and the approach has been demonstrated to provide useful contrast between, for
example, malignant and normal tissue [10]. Fluorescence lifetime measurement is
also a ratiometric technique as it is assumed that the various unknown quantities do
not change significantly during the fluorescence decay time (typically nanoseconds)
and the lifetime determination effectively compares the fluorescence signal at
different delays after excitation. The fluorescence lifetime is the average time that
a fluorophore takes to decay radiatively after having been excited from its ground
energy level, and, like the quantum efficiency, it is also a function of the radiative and

Figure 10.1 Excitation and emission spectra of main endogenous tissue fluorophores.
Reproduced with permission from [7].
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nonradiative decay rates and so can provide quantitative fluorescence-based molec-
ular contrast.

10.2.2
Spectroscopic Techniques for Fluorescence Imaging and Metrology

10.2.2.1 Spectral Techniques
The most common and experimentally straightforward approach to tissue spectros-
copy has been the acquisition of information about the AF emission spectrum for a
fixed excitation wavelength. In its simplest form, this can be implemented using
dichroic beamsplitters and multiple detectors, as is often applied to fluorescence
microscopy for ratiometric imaging or colocalization studies. This multispectral
approach is useful when the spectral profiles of fluorophores are known a priori
and can be used with spectral unmixing techniques to separate contributions from
different fluorophore labels or to classify different types and states of tissue using
known spectral components.

Without a priori knowledge, it is useful to learn as much about the tissue AF as
possible and so hyperspectralmeasurements that acquire the full (emission) spectral
profile of a fluorescent sample are desirable [6]. For single-channel measurements,
for example, made using a spectrofluorimeter, it is straightforward to use a spec-
trograph that can be read out using a CCD (charge-coupled device). Alternative
approaches include scanning Fabry–P�erot interferometers, which can be implemen-
ted using mechanical scanning or by taking advantage of the electro-optic effect to
sweep the refractive index of an �etalon. Acousto-optic tunable filters (AOTFs) also
provide a means to rapidly scan spectral profiles. Both scanning �etalons and AOTFs
effectively sample the fluorescence signal, rejecting the �out-of-band� light and so are
lossy compared with spectrographs. A more photon-efficient approach is that of a
scanningMichelson interferometer, fromwhich the spectrum is obtained by Fourier
transformation of the acquired interferogram. Hyperspectral imaging can be readily
implemented in laser scanning microscopes by utilizing single-pixel detection
techniques, although the rapid raster scanning rates can be a challenge for the
read-out rates of the spectral detectors. With no a priori knowledge of tissue
properties, such rich hyperspectral sets can be analyzed using techniques such as
principal component analysis (PCA) that can extract common spectral components
from �training sets� of tissue fluorescence data and subsequently be applied for
diagnostic purposes, for example. Fluorescence emission data can also be comple-
mented by excitation data.

10.2.2.2 Fluorescence Lifetime Techniques
Increasingly, there is interest in exploiting fluorescence lifetime contrast to analyze
tissue AF signals, since fluorescence decay profiles depend on relative (rather than
absolute) intensity values and fluorescence lifetime imaging (FLIM) is therefore
largely unaffected by many factors that limit steady-state measurements [11].
The principal tissue fluorophores exhibit characteristic lifetimes (ranging from
hundreds to thousands of picoseconds) [6, 12] that can enable spectrally overlapping
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fluorophores to be distinguished. Furthermore, the sensitivity of fluorescence
lifetime to changes in the local tissue microenvironment (e.g., pH, [O2], [Ca

2þ ]) [1]
can provide a readout of biochemical changes indicating the onset or progression of
disease. FLIM is now being actively investigated as a means of obtaining or
enhancing intrinsic AF contrast in tissues [13, 14].

In general, fluorescence lifetime measurement and fluorescence lifetime
imaging techniques are categorized as time-domain or frequency-domain tech-
niques, according to whether the instrumentation measures the fluorescence
signal as a function of time delay following pulsed excitation or whether the
lifetime information is derived frommeasurements of phase difference between a
sinusoidally modulated excitation signal and the resulting sinusoidally modulated
fluorescence signal. In principle, frequency and time domain approaches can
provide equivalent information, but specific implementations present different
trade-offs with respect to cost, complexity, performance, and acquisition time. In
general, the most appropriate method should be selected according to the target
application. A further categorization of fluorescence lifetime measurement tech-
niques can be made according to whether they are sampling techniques, which
use gated detection to determine the relative timing of the fluorescence compared
with the excitation signal, or photon counting techniques, which assign detected
photons to different time bins. In general, wide-field FLIM is usually implemen-
ted with gated or modulated imaging detectors that sample the fluorescence signal
whereas photon counting techniques have been widely applied to single-point
lifetime measurements. For laser scanning FLIM, single-point fluorescence
lifetime measurement techniques can be readily implemented in laser scanning
microscopes as modern electronics makes it straightforward to assign detected
photons to their respective images pixels. There are extensive reviews of the
various techniques [1, 15–17].

10.2.3
Single-Point Spectroscopic Techniques

Single-point spectroscopic measurements are typically made in spectrofluori-
meters that are usually designed for cuvette-based solution measurements,
although some can be adapted for solid samples. For studying tissue samples, it
is common to use a fiber-optic-based probe to deliver the excitation light and collect
the resulting fluorescence from a sample. Fiber-optic probes provide experimental
convenience, particularly for clinical applications. Such probes are frequently
combined with spectrographs that may be used to capture fluorescence emission
spectra and also reflected light spectra.With broadband illumination, reflected light
spectra can provide information concerning the elastic scattering properties of
tissue samples, and this has been used to identify diseased tissue [5]. AF spectra are
frequently analyzed using methods such as PCA in order to distinguish different
tissue components. Spectral measurements have also been combined with fluo-
rescence lifetime measurements in spectrofluorimeters and fiber-optic probe
instruments. Multispectral fluorescence lifetime measurements are often realized
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using one ormore dichroicfilterswithmultiple time-resolved detection channels or
using a scanning spectrometer with a single time-resolved detector [18], and
spectrographs have been used with array detectors, including gated intensified
CCDs [19], streak cameras [20], and time-correlated single-photon counting
(TCSPC) [21, 22].

10.2.4
Fluorescence Microscopy

10.2.4.1 Laser Scanning Confocal/Multiphoton Microscopy
Confocal or multiphoton laser scanning microscopes are used widely for biolog-
ical imaging because they provide optical sectioning and improved contrast
compared with wide-field microscopes. In general, multiphoton excitation per-
mits imaging at greater depths than confocal microscopy due to the reduced
scattering and absorption experienced at the longer excitation wavelengths [23],
although the longer wavelength leads to a slightly degraded image resolution and
multiphoton excitation cross-sections are typically significantly lower than their
single-photon counterparts, resulting in increased image acquisition times.
Multiphoton excitation confers the benefit of reduced out of focal plane photo-
bleaching compared with confocal microscopy, which is important when acquir-
ing dense z-stacks for 3D imaging. The photobleaching process associated with
multiphoton excitation is nonlinear, however, and is more severe in the focal
volume.

Multichannel spectral detection is routinely implemented in laser scanning
microscopes using dichroic beamsplitters and filters, and hyperspectral imaging is
realized by directing the collected fluorescence to a scanning spectrometer or to a
spectrograph readout using a CCD or multianode photomultiplier array. FLIM is
conveniently achieved on laser scanning microscopes using TCSPC [24], photon
binning [25] or frequency domain techniques [26].

For all laser scanning microscopes, the sequential pixel acquisition means that
increasing the imaging speed requires a concomitant increase in excitation
intensity, which can be undesirable due to photobleaching and phototoxicity
considerations. In general, parallel pixel excitation and detection are applicable
to all laser scanning microscopes and have been extended to optically sectioned
line-scanning microscopy, for example, by using line illumination or by using a
rapidly scanned multiple beam array to produce a line of fluorescence excitation.
The resulting emission can be relayed to the input slit of a spectrograph to
facilitate �push-broom� hyperspectral imaging, as discussed below, or to the input
slit of a streak camera to implement FLIM [27]. It is also possible to scan multiple
excitation beams rapidly in parallel to produce a 2D optically sectioned fluores-
cence image that can be recorded using wide-field detectors. This has been
implemented with single-photon excitation in spinning Nipkow disc microscopes
that have been combined with wide-field time-gated detection for FLIM [28–30],
and with multibeam multiphoton microscopes that have also been adapted for
FLIM [31–33].
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10.2.4.2 Wide-Field Fluorescence Imaging
The parallel nature ofwide-field imaging techniques can support FLIM imaging rates
of tens to hundreds of hertz [34, 35], although the maximum acquisition speed is
inevitably limited by the number of photons/pixels available from the (biological)
sample. Wide-field FLIM is most commonly implemented using modulated image
intensifiers with frequency or time domain approaches proving successful. The
frequency domain approach initially utilized sinusoidally modulated laser excitation
and the resulting fluorescence was analyzed using a microchannel plate (MCP)
image intensifierwith a sinusoidally-modulated gain function by acquiring a series of
gated �intensified� images at different relative phases between the MCPmodulation
and the excitation signal [36–38]. In the time domain, FLIM is also realized using
modulated MCP image intensifiers to sample the fluorescence decays, but for this
approach the MCP image intensifier gain is gated for short periods (pico- to
nanoseconds) after excitation [39–41]. The use of gated image intensifiers with a
wire mesh proximity-coupled to the MCP photocathode has led to devices with sub-
100 ps resolution [42], although it is usually preferable to use longer time gates to
increase the detected signal [43].

Althoughwide-field FLIMcan achieve frame rates of around tens ofhertz inboth the
frequency [44] and time [34] domains under the assumption of monoexponential
fluorescence decay profiles and has been demonstrated in endoscope systems [34, 45],
sampling andfitting of complex decay profiles inevitably increase the FLIMacquisition
time since they require significantly more detected photons for accurate lifetime
determination. Nevertheless, wide-field FLIM can still be faster than TCSPC imple-
mented in a laser scanning microscope. If high-speed optically sectioned FLIM is
required, the fasted systems reported to date have been based on multibeam confocal
(Nipkow disc) microscopes with wide-field gated image intensifier detection [28].

10.2.4.3 Multidimensional Fluorescence Microscopy
It can be useful to obtain similar multidimensional fluorescence information from
fluorescence imaging experiments, so that functional spectroscopic information can
be correlated with morphology. This can be useful for imaging F€orster resonance
energy transfer (FRET) experiments, where spectral and lifetimemeasurements can
give complementary information [46], for spatially resolved assays of chemical
reactions [47], and for studying tissue AF, particularly when investigating samples
with no a priori knowledge. For example, FLIM can be combined with multispectral
imaging, for which time-resolved images are acquired in a few discrete spectral
windows [48], or it can be combined with hyperspectral imaging, for which the full
time-resolved excitation or emission spectral profile is acquired for each image pixel.

There are several established approaches for implementing hyperspectral imaging.
In single-beam scanning fluorescence microscopes, the fluorescence radiation can
be dispersed in a spectrometer and the spectral profiles acquired sequentially, pixel by
pixel. This is readily combinedwith FLIM in laser scanningmicroscopes, for example,
using TCSPC systems that incorporate a spectrometer and multi-anode photomulti-
plier [22, 49]. To increase the imaging rate, it is necessary to move to parallel pixel
acquisition, for example, by combiningwide-field FLIMwithhyperspectral imaging
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implemented using filter wheels or acousto-optic [50] or liquid crystal [51] tunable
filters to acquire images sequentially in different spectral channels. This approach is
not photon efficient because the �out-of-band� light is rejected and the acquisition
timewill increasewith the number of spectral channels. Alternative approaches that
can be more efficient include Fourier transform spectroscopic imaging [22] and
encoding Hadamard transforms using spatial light modulator technology [52]. In
general, however, any approach that requires the final image to be computationally
extracted from acquired data can suffer from a reduction in signal-to noise ratio
comparedwithdirect imagedetection.Acompromisebetweenphotoneconomyand
parallel pixel acquisition that directly detects the spectrally resolved image infor-
mation is the so-called �push-broom� approach to hyperspectral imaging [53]
implemented in a line-scanning microscope. For hyperspectral FLIM, the fluores-
cence resulting froma line excitation is imaged to the entrance slit of a spectrograph
to produce an (x–l) �sub-image� that can be recorded on a wide-field FLIM detector.
Stage scanning along the y-axis then sequentially provides the full (x–y–l–t) data set.
This approach is photon efficient and the line-scanning microscope configuration
provides �semi-confocal� optical sectioning [54]. This instrument was developed to
study AF contrast in diseased tissue and Figure 10.2 shows the experimental

Figure 10.2 (a) Experimental set-up for line-
scanning hyperspectral FLIM; (b) integrated
intensity image of sample of frozen human
artery exhibiting atherosclerosis; (c) time-
integrated spectra of sample regions

corresponding tomediumand fibrous and lipid-
rich plaques; (d) AF lifetime-emission matrix;
(e) map of time-integrated central wavelength;
(f) spectrally integrated lifetime map of sample
AF. Adapted from [54].
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configuration and presents multidimensional fluorescence data from a hyperspec-
tral FLIM acquisition of an unstained frozen section of human artery exhibiting
atherosclerosis of human cartilage.

This multidimensional fluorescence imaging (MDFI) approach can be further
extended if we employ a tunable excitation laser also to resolve the excitation
wavelength. Using spectral selection of a fiber laser-pumped supercontinuum
source to provide tunable excitation from 390 to 510 nm with this line-scanning
hyperspectral FLIM microscope, we demonstrated the ability to acquire the
fluorescence excitation–emission–lifetime (EEL) matrix for each image pixel of
a sample. Such a multidimensional data set enables us subsequently to reconstruct
conventional �excitation–emissionmatrices� excitation–emissionmatrix (EEM) for
any image pixel and to obtain the fluorescence decay profile for any point in this
EEM space. Although this can provide exquisite sensitivity to perturbations in
fluorescence emission and can enhance the ability to unmix signals from different
fluorophores, we note that the size and complexity of such high content hyper-
spectral FLIM data sets is almost beyond the scope of ad hoc analysis by human
investigators. Sophisticated bioinformatics software tools are required to analyze
automatically and present such data to identify trends and fluorescence
�signatures.� The combination ofMDFI with image segmentation for high content
analysis should provide powerful tools, for example, for histopathology and for
screening applications.

10.3
Ex Vivo Tissue Spectroscopy and Imaging: Application to Cancer

In the era ofminimally invasive technology, laser-induced fluorescencemicroscopy
and spectroscopy provide label-free highly discriminative intrinsic contrast
between benign and neoplastic tissue. This potential has been demonstrated
extensively in a multitude of ex vivo studies, and nowadays in vivo applications
of different techniques are opening up a new concept of clinical imaging that can
provide both histological and physiological information label-free and in real time.
It is not possible to provide a comprehensive review of ex vivo studies of tissue AF
within this chapter, so this section aims to review some representative examples of
the application of fluorescence microscopy, spectroscopy, and endoscopy to a
variety of ex vivo human tissues. The discussion will be limited to cancer, which
is the disease that has attracted the most attention using optical techniques,
although we note that multidimensional fluorescence imaging techniques have
also been applied to atherosclerosis [55, 56] and other diseases. A review of MDFI
applications by tissue type will be given, with a focus on studies using freshly
resected biopsy specimens rather than fresh frozen or paraffin-embedded speci-
mens. Important reviews of this field can be found in the literature [4, 5, 57, 58] and
the reader is referred to Chapter 11 for a review of in vivo studies using fluorescence
spectroscopy and imaging.
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10.3.1
Oral Cavity

Evaluation of the oral cavity, pharynx, and larynx using AF imaging systems has now
become an essential tool for the screening of head and neck squamous cell cancers as
a result of pioneering in vitro studies [59, 60]. Furthermore, fluorescence spectros-
copy and imaging of oral mucosa have been evaluated by several groups with the aim
of detecting malignant or premalignant conditions using excitation wavelengths in
the UV region [60, 61] and for a wide range of UV and visible wavelengths
(250–500 nm) [59].

Uppal and Gupta [62] carried out enzymic measurements of NADH concentra-
tions in samples from nine patients with oral squamous cell carcinoma. All
measurements were carried out on malignant tissue and normal-appearing mucosa
adjacent to the lesion from the same patient. They showed that the concentrations of
NADH in malignant sites of oral cavity tissue were significantly lower than those in
the healthy mucosa.

10.3.2
Gastrointestinal Tract

Chwirot and co-workers [63, 64] reported fluorescence imaging of 21 resected
specimens of stomach cancers and normal tissues in vitro at six visible emission
wavelengths andwith 325 nmexcitation. They observed a significant difference in the
fluorescence intensities measured at 440 and 395 nm, both normalized to intensity
measured at 590 nm, and used that difference as a diagnostic parameter to classify
malignant tissues with high sensitivity and low predictive value.

Abe et al. [65] applied an AF endoscopic imaging system [light-induced fluores-
cence endoscopy (LIFE)-GI system] immediately after surgery to 61 gastric cancers
resected from 50 patients. A comparison with conventional histopathology showed
that the detection rates increased significantly as the depth of invasion and the
mucosal thickening increased (differentiated cancers). Detection rates for undiffer-
entiated cancers were disappointing due to the characteristic dispersion in themodes
of invasion, most of which did not alter the mucosal thickness.

Silveira et al. [66] used fluorescence spectroscopy with excitation at 488 nm to
detect benign and malignant lesions of ex vivo human gastric mucosa. Biopsies
with endoscopic diagnosis of gastritis and gastric cancer of the antrum were
collected from 35 patients during the endoscopic examination. On each biopsy
fragment, the AF spectrum was collected at two random points via a fiber-optic
catheter coupled to the excitation laser. Analysis of fluorescence spectra was able
to identify the normal tissue from neoplastic lesions with 100% sensitivity and
specificity.

Xiao and co-workers [67, 68] defined the color characteristics of gastric cancer in
AF images using a double-channel laser scanning confocal microscope with an
argon ion laser (excitation wavelength 488 nm) and a helium–neon laser (excita-
tion wavelength 543 nm) to detect AF from 16 gastric cancer tissue specimens and
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corresponding normal gastric tissue. AF from normal gastric tissue produced a
green image whereas a reddish brown image was found to be characteristic of AF
in gastric cancer.

Kapadia et al. [69] obtained fluorescence emission spectra from 35 normal speci-
mens and 35 adenomatous polyps of the colon with 325 nm excitation. They used
multivariate linear regression analysis of the spectra and a binary classification
scheme to develop and optimize an algorithm that differentiates adenomatous polyps
from normal mucosa and hyperplastic polyps, retrospectively. The algorithm pro-
spectively discriminated 16 adenomatous polyps from 16 hyperplastic polyps and 34
normal tissues, with a sensitivity of 100% and a specificity of 98%.

Richards-Kortum et al. [70] measured fluorescence emission spectra from normal
colon tissues and adenomatous colonic polyps in vitro at a range of excitation
wavelengths, spanning the ultraviolet and visible spectrum. They found that the
spectral differences between normal and adenomatous colon tissues were greatest
with 330, 370 and 430 nm excitation. Furthermore, at an excitation wavelength of
370 nm,fluorescence intensities at 404, 480 and 680 nmwere found to bemost useful
for differentiating adenomas from normal colon tissues.

Yang et al. [71] evaluated the ratio of the fluorescence emission intensities at 360
and 380 nm with excitation at 325 nm, and the ratio of the fluorescence emission
intensities measured at 450 nm with excitation at 290 and 340nm. An algorithm
based on the ratio of these fluorescence intensities separated adenocarcinomas from
normal tissues with 94% sensitivity and 92% specificity.

Chwirot et al. [72] investigated whether digital imaging of AF could be applied in
the detection of colonic malignancies in a study of 50 resected specimens. AF was
excitedwith 325 nm radiation from anHe–Cd laser and imageswere recorded in vitro
in six spectral bands. The main result was the observation that for a majority of
malignant and premalignant lesions the intensity of AF was lower than for the
corresponding normal mucosa in all of the spectral bands selected for imaging. The
spectral bands centered around 440 and 475nm seemed to be most promising in
terms of possible future clinical applications.

10.3.3
Bladder

In the bladder, Demos et al. [73] imaged a series of fresh surgical specimens obtained
following cystectomy or transurethral resection using near-infrared AF under long-
wavelength laser excitation in combination with cross-polarized elastic light scatter-
ing. The intensity of the near-infrared emission, and also that of the cross-polarized
backscattered light, was significantly different in cancerous tissue than the contig-
uous normal tissue.

Cicchi et al. [74] used a combination of four different systems – two-photon
excitation intrinsic fluorescence (TPE), second harmonic generation (SHG) micros-
copy, FLIM, and multispectral two-photon emission (MTPE) detection – to inves-
tigate different states of ex vivo fresh biopsies of bladder. In particular, they focused on
normalmucosa and carcinoma in situ (CIS), reporting significantmorphological and
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spectroscopic differences, in both spectral emission and fluorescence lifetime
distribution.

10.3.4
Breast

AF has been evaluated for breast cancer diagnosis using cell cultures, animal
models, and human ex vivo and in vivo tissue. Although results using different
models can suggest contradictory conclusions [75, 76], the majority of research
using human tissue has confirmed a role for AF in the diagnosis of breast cancer.

Yang et al. excited fresh benign and malignant lesions using a range of
excitation (275–450 nm) and emission (340–630 nm) wavelengths [77]. The ratios
of 289/300 to 289/268 nm in excitation peak intensities for emission at 340 nm
were found to be most specific and sensitive for distinguishing benign from
malignant pathology.

Breslin et al. excited AF in 56 samples of ex vivo breast tissue at several wavelengths
from 300 to 460 nm [78]. Diffuse reflectance and AF emission spectra were collected
between 300 and 600 nm and reduced in dimension using PCA. A sensitivity of
70.0% and a specificity of 91.7% were achieved for distinguishing benign from
malignant tissue.

Demos et al. imaged ex vivo high-grade ductal carcinomas using 532 and 632.8 nm
laser excitation and with near-infrared polarized light between 700 and 1000 nm [79].
AF and reflectance images were collected in the 700–1000 nm spectral range. They
concluded that there was a significant difference in the tissue AF in this spectral
range between cancerous and contiguous non-neoplastic human tissue.

Keller et al. used fluorescence spectroscopy and reflectance microscopy on ex vivo
samples during surgery. An 85% sensitivity and 96% specificity were reported for
assessing positive tumor margins [80].

A number of groups have assessed AF imaging in breast ductoscopy [81, 82].
Douplik et al. illuminated fresh ex vivo breast tissue with blue light (390–450 nm) and
collected AF images and point measurements in the green spectral range
(490–580 nm). The processed AF images and spectra detected a decrease in green
AF from malignant tissue compared with normal breast tissue [82].

Contrast between normal and dysplastic tissue has also been observed using AF
lifetime contrast in ex vivo specimens with point measurements [83] and lifetime
imaging instrumentation [84].

10.3.5
Brain

AF lifetime studies of ex vivo brain samples have shown contrast between healthy and
normal tissue using both single-point measurements [85, 86] and multiphoton
fluorescence imaging has been used in combination with intraperitoneal adminis-
tration of 5-aminolevulinic acid to identify cancerous tissue [87].
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10.3.6
Skin

AF of the skin has been used for diagnosis since the introduction of theWoods lamp
(a UV light source) in the earlier part of the twentieth century. Due to its accessibility
and the emergence of a clinically licensed and commercially available two-photon
microscope [88], there is a rapidly increasing literature concerning the application of
MDFI to skin. Although most research has focused on skin malignancies, there is
also interest in investigating non-cancer applications such as skin aging [89],
inflammatory dermatoses such as eczema [90], and hypertrophic scars [91]. The
application of fluorescent precursors to the skin, such as protophorphyrin IX, to aid
diagnosis is also being increasingly investigated.

Using a single-point spectral probe, Brancaleon et al. measured the emission
spectra in vivo and from fresh frozen samples of basal cell carcinomas (BCCs)/
squamous cell carcinomas (SCCs) [92]. The sampleswere excited at 350, 360, 390 and
420 nm and fluorescence was collected at 390, 400 and 450 nm. They recorded a loss
of AFfrom a region surrounding themalignant tissue that extended up to three times
the size of the tumor. This corresponded to a histologically visible loss of collagen and
elastin in 78% of tumors that were studied.

Using two-photon microscopy (TPM) at 810 nm excitation, Eichhorn et al. [93]
measured the spectra from fresh skin (n¼ 150) and formalin-fixed, unstained
sections (n¼ 27) of melanocytic lesions. They observed a single spectral peak at
490 nm in benign nevi and at 600 nm in nodular melanomas, with both peaks
appearing in dysplastic nevi. These observations were also reported to be found
in vivo.

TPM has also been used to study the morphological features of skin malignancies
and been reported to show good correlation with histology. Studies of BCC/SCC
ex vivo samples excited at 780 nm [94] showed irregularly distributed keratinocytes in
SCC in situ with widened intercellular spaces. In pleomorphic cells and dyskeratotic
cells, the cytoplasmic fluorescence intensity was found to be higher than in the
surrounding cells. In BCC, nests of BCC cells were found in only one-third of BCCs,
although the imaging depth was reported to be insufficient for complete assessment
of these tumors.Melanomas have been studied both ex vivo and in vivowith excitation
at 760 nm [95] and were observed to exhibit architectural disarray of the epidermis,
poorly defined keratinocyte cell borders, and the presence of pleomorphic or
dendritic cells.

In recent years, as FLIM instrumentation has improved, fluorescence lifetime
contrast of skin lesions has also been reported. Galletly et al. [96] excited freshly
excised BCCs at 355 nm and collected fluorescence above 375 nm using a wide-field
FLIM system. The observed a significant lifetime difference between BCCs and
normal perilesional skin (1.40 ns versus 1.55 ns, respectively) when fitting to a single
exponential decay model. In contradiction, however, lifetime data from three out of
four BCCs imaged using TPM with excitation at 740 nm by De Giorgi et al. [97]
demonstrated a shift of 91 ps towards longer lifetimes.
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Fluorescence lifetimes obtained in vivo and freshly excised ex vivo benign nevi and
melanomas were recently reported by Dimitrow et al. using TPM with 760 nm
excitation [98]. Although a difference was seen in the lifetimes (fitted to a double
exponential decay model) between keratinocytes and melanocytes, no difference
could be detected between benign and malignant tissue.

10.4
Conclusion

A wide range of different types of instrument has been developed for multidimen-
sional fluorescence imaging and many of these have been applied to the study of
tissue AF, including ex vivo studies of endogenous and exogenous fluorophores. A
key outcome of the fluorescence microscopy and spectroscopy of ex vivo tissues has
been the identification of the main endogenous fluorophores: the cellular compo-
nents, tryptophan, tyrosine, NADH and FAD, the structural proteins, collagen and
elastin, and the porphyrins. These results have provided a sound basis for the
application of fluorescence techniques to distinguish between normal and neoplastic
tissue in vivo.
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11
In Vivo Instrumentation
Herbert Schneckenburger, Michael Wagner, Petra Weber, and Thomas Bruns

11.1
Introduction

Optical analysis of human tissue requires homogeneous illumination with thermally
tolerable, non-phototoxic light doses, together with high-resolution and sensitive
detection. For cell cultures and biopsies, microscopic methods are commonly used,
including transillumination, reflection, and fluorescence techniques. For patients,
more specific systems have to be applied for various organs, which are based on
backscattering or fluorescence measurements. Again, microscopic techniques, but
also various endoscopic systems, are appropriate for high-resolution imaging. In
addition to these incoherent systems, optical coherence tomography [1] and also
interferometric and holographic methods [2] are used increasingly, if high axial
resolution is required. These techniques are based on interference of an electro-
magnetic wave with a reference wave, and only in a well-defined depth of the sample
is positive interference attained. In spite of important achievements with these
coherent techniques, this chapter focuses on incoherent methods and instrumen-
tation, including microscopy, endoscopy, and imaging equipment.

11.2
Microscopy

Only for thin samples, for example, cell monolayers or thin biopsies, can conven-
tional transillumination microscopy be used. K€ohler�s illumination and additional
equipment for phase contrast or interference contrast microscopy provide optimum
image quality. Most in vivo samples, however, require epi-illumination either by
darkfield equipment (e.g., a darkfield objective lens) for reflection measurements or
by a dichromatic mirror in combination with appropriate filters for fluorescence
experiments. Fluorescence microscopy currently is the most widespread method,
since many cellular compartments or organelles can be stained selectively with
various fluorescent dyes or nanoparticles [3], and a large number of fluorescent

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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proteins can be encoded genetically [4]. Application of fluorescent probes for
humans, however, is restricted to very few dyes, for example, fluorescein or
indocyanine green used for fluorescence angiography or blood volume determina-
tion [5]. Therefore, intrinsic fluorescence, for example, of the free and protein-bound
coenzymenicotinamide adenine dinucleotide (NADH) [6], plays an increasing role in
the diagnosis of patients. Whereas conventional fluorescence microscopy generally
does not provide axial resolution, laser scanning microscopy [7] and some wide-field
techniques using structured [8] or selective plane [9] illumination permit measure-
ments of well-defined layers of a sample and 3D image reconstruction.

In recent years, the operation microscope has become an essential tool in micro-
surgery with application in many clinical disciplines, for example, ophthalmology,
ear, nose, and throat (ENT), gynecology, and neurosurgery. In comparison with in
vitromicroscopy, ultimate resolution is not required, but a large field of vision, high
focal depth, long working distance, and stereoscopic observation. Commonly, a
binocular tube with an angle ranging from 3 to 10� between individual light paths is
used, as depicted in Figure 11.1. An achromatic objective lens with a numerical
apertureAN between 0.01 and 0.05 creates two parallel light beamswhich are focused
to an image plane and further visualized by an ocular. A zoom systemmay be used to
provide variable magnification, which for the whole microscope is between 5� and
20�. With the comparably low AN, a resolution between 6 and 30 mm and a focal
depth up to a few millimeters are attained. Epi-illumination systems including
various kinds of light sources, for example, light-emitting diodes (LEDs), halogen or
xenon lamps, fiber-optics and specific focusing devices, are commonly used.

11.3
Endoscopy

Endoscopy is the method of choice for measurements inside a body or a specific
organ, often in combination with surgery or certain therapies, for example, photo-

Figure 11.1 Principle of an operation microscope.
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dynamic therapy [10]. Different light paths are used for illumination and image
detection, in either a reflection or a fluorescence mode. Depending on the specific
application, either rigid or flexible endoscopes are preferred, as depicted in
Figure 11.2. In rigid endoscopes, the detection path consists of a system of lenses
generating an image of the object either in an ocular or on a camera chip. These
endoscopes include arthroscopes, laryngoscopes, bronchoscopes, laparoscopes,
cystoscopes, and rectoscopes. In contrast, flexible endoscopy is based either on
optical image transfer by an oriented fiber bundle or on electronic transfer with an
image sensor being located close to the object. Generally, image quality and
resolution are better in the latter case. Like rigid endoscopes, flexible endoscopes
can be used as bronchoscopes, cystoscopes, or rectoscopes, but there are additional
applications in, for example, gastroscopy, choledochoscopy, and coloscopy. For all
optical imaging systems, specific techniques can be used, for example, laser scanning
endoscopy for high-resolution imaging [11] and integration of grin lenses to keep the
diameter of the detection channel small at relatively high numerical aperture [12].

11.4
Imaging Techniques

Inmodernmicroscopy and endoscopy visual observation by an ocular is increasingly
being replaced by high-performance imaging systems with charge-coupled device
(CCD) or electron-multiplying charge-coupled device (EMCCD) cameras whose
sensitivities range between about 10�13 and 10�18W per pixel. Alternatively, the
complementarymetal oxide semiconductor (CMOS) detector camera and the image-
intensified charge-coupled device (ICCD) camera are becoming more and more
popular.

Figure 11.2 Types of endoscopes: (a) rigid endoscope with a system of lenses; (b) flexible
endoscope with an oriented fiber bundle; (c) flexible endoscope with electronic image transfer.

11.4 Imaging Techniques j203



In addition to conventional imagingmethods, some special techniques, including
spectral imaging, polarization, andfluorescence lifetime imaging (FLIM) are increas-
ingly being used. Together with spatial distribution, spectral or lifetime parameters
can give valuable information aboutmolecular or cellular interactions of ametabolite
or a dye molecule with its microenvironment. This may include pH values, micro-
viscosities, aggregation, or transfer of optical excitation energy between adjacent
molecules. An example of FLIM is given in Figure 11.3 for intrinsic fluorescence of
U251-MG human glioblastoma cells (a, b) and U251-MG cells with an activated
tumor suppressor gene PTEN. Whereas the fluorescence intensities (a, c) show
similar patterns of distribution, thefluorescence lifetimes are generally longer for the
lessmalignant cells (d) than for the tumor cells (b), possibly due to differentmetabolic
pathways. Fluorescence lifetime images can be deduced either from fluorescence
decay kinetics recorded for each pixel of a laser scanning microscope [13] or from
fluorescence intensities (I1, I2) recorded within two sub-nanosecond time gates
shifted by a time intervalDt between one another according to the equation t¼Dt/ln
(I1/I2), where t corresponds to the real fluorescence lifetime in the case of a
monoexponential decay and to an �effective fluorescence lifetime� in the case of a
multi-exponential decay.

Figure 11.3 Fluorescence intensity (a, c) and
lifetime images (b, d) of U251-MGglioblastoma
cells (a, b) and U251-MG cells with an activated
suppressor gene PTEN (c, d). (e) Scale of
fluorescence lifetimes. Excitation wavelength,
375 nm; images measured at l� 420 nm;

image size, 150� 200mm. Data from BMBF
report No. 1792C08 (2010). Cells kindly
provided by Professor Jan Mollenhauer,
Department of Molecular Oncology, University
of South Denmark, Odense, Denmark.
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Fluorescent Probes (Fluorescence Standards,
Green Protein Technology)
Markus Sauer

Molecules displaying strong fluorescence possess delocalized electrons formally
present in conjugated double bonds. Most proteins and all nucleic acids are colorless
in the visible region of the spectrum. However, they exhibit absorption and emission
in the ultraviolet (UV) region. Natural fluorophores in tissue include nicotinamide
adenine dinucleotide (NADH) and flavin adenine dinucleotide (FAD), structural
proteins such as collagen, elastin, and their cross-links, and the aromatic amino
acids, each of which has a characteristic wavelength for excitation with an associated
characteristic emission. A serious limitation of native fluorescence detection of, for
example, aromatic amino acids is their low photostability under one- and two-photon
excitation conditions, which renders difficult the application of native fluorescence
for highly sensitive detection schemes, for example, single-molecule fluorescence
spectroscopy [1, 2].

Phycobiliproteins derived from cyanobacteria and eukaryotic algae belong to a
class of relatively bright water-soluble natural fluorophores [3]. They absorb light in
the visible wavelength range that is poorly utilized by chlorophyll and, through
fluorescence energy transfer, convey the energy to the membrane-bound photosyn-
thetic reaction centers where fast electron transfer occurs with high efficiency,
converting solar energy to chemical energy. Phycobiliproteins are classified on the
basis of their color into phycoerythrins (red) and phycocyanins (blue), with absorp-
tion maxima lying between 490 and 570 nm and between 610 and 665 nm, respec-
tively. For example, B-phycoerythrin is comprised of three polypeptide subunits
forming an aggregate containing a total of 34 bilin chromophores. It exhibits an
absorption cross-section equivalent to that of�20 rhodamine 6G chromophores and
the highest fluorescence quantum yield of all phycobiliproteins of 0.98 with a
fluorescence lifetime of 2.5 ns [4–6]. B-phycoerythrin was the first species to be
detected at the single-molecule level using laser-induced fluorescence [6–8]. How-
ever, single allophycocyanin molecules with a smaller fluorescence quantum yield
of 0.68 [9] can also be easily visualized immobilized on a cover-glass surface under
aqueous buffer [10].

Organic fluorophores or fluorescent dyes are characterized by a strong absorp-
tion and emission band in the visible region of the electromagnetic spectrum
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(i.e., between 400 and 700 nm). The long-wavelength absorption band of a
fluorophore is attributed to the transition from the electronic ground state S0
to the first excited singlet state S1. Since the transition moment for this process is
typically very large, the corresponding absorption bands exhibit oscillator
strengths on the order of unity. The reverse process S1 ! S0 is responsible for
spontaneous emission known as fluorescence and for stimulated emission [11].
Since the earlier use of organic fluorescent dyes for qualitative and quantitative
determination of analyte molecules (especially for automated DNA sequencing in
the 1980s), their importance for bioanalytical applications has increased consid-
erably [12–15]. Owing to the enhanced demand for fluorescent markers,
the development of new fluorescent dyes has increased notably in recent years
[16–21]. Using fluorescent dyes, extremely high sensitivity down to the single-
molecule level can be achieved. Furthermore, time- and position-resolved detec-
tion without contacting the analyte is possible. Typically, the fluorescent probes or
markers are identified and quantified by their absorption and fluorescence
emission wavelengths and intensities. The sensitivity achievable with a fluores-
cent label is directly proportional to the molar extinction coefficient for absorption
and the quantum yield of fluorescence. The extinction coefficient typically has
maximum values of about 105 lmol�1 cm�1 in organic fluorophores and the
quantum yield may approach values close to 100%. Absorption and emission
spectra and also the fluorescence quantum yield and lifetime are dependent on
environmental factors. Furthermore, for labeling of biological compounds, for
example, antibodies and DNA/RNA, the dye must carry a functional group
suitable for a mild covalent coupling reaction, preferentially with free amino or
thiol groups of the analyte. In addition, the fluorophore should be as hydrophilic
as possible to avoid aggregation and nonspecific binding in aqueous solvents.
Today, a broad palette of fluorescent dyes (see Figure 12.1) activated as
N-hydroxysuccinimide (NHS) ester, sulfo-NHS ester, isothiocyanates, or malei-
mides for mild covalent coupling to amino or thiol groups have been commer-
cialized by several companies (see, e.g., www.invitrogen.com, www.atto-tec.com,
www.dyomics.com).

Suitable organic fluorescent dyes are distinguished by a high fluorescence
quantum yield. That is, upon excitation into the excited singlet state and subse-
quent relaxation to the lowest vibronic level of S1, the radiative decay to the singlet
ground state S0 is the preferred deactivation pathway. However, there are many
nonradiative processes that can compete efficiently with light emission and thus
reduce fluorescence efficiency to an extent that depends in a complicated fashion
on the molecular structure of the dye. Internal conversion, that is, the nonradiative
decay of the lowest excited singlet state S1 directly to the ground state S0, is mostly
responsible for the loss of fluorescence efficiency of organic dyes. In addition to
fluorescence quenching via photoinduced electron transfer (PET) or F€orster
resonance energy transfer (FRET), a molecule excited to S1 may enter a triplet
state and relax to the lowest level T1. The occupation of triplet states is undesirable
with respect to highly sensitive fluorescence applications such as single-molecule
fluorescence spectroscopy [23].
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Figure 12.1 gives the molecular structures and rough absorption and emission
properties of some of themost widely used organic fluorophores. For example, Alexa
Fluor 350 and 430 and the two dyes ATTO 390 and ATTO 425 belong to the class of
commercially available coumarin derivatives. Their absorption maxima are reflected
in their names, that is, the absorptions maxima are at �350, 430, 390, and 425 nm,
respectively. The emission maxima of the three coumarins are located around 445,
545, 480, and 485 nm, respectively. They exhibit extinction coefficients in the range
20 000–50 000 lmol�1 cm�1 with fluorescence quantum yields of up to 0.90 and
lifetimes between 3 and 4 ns. Today, most (bio)analytical applications requiring high
sensitivity use, in addition to carbocyanines, rhodamine dyes that absorb and emit in
thewavelength range 500–700 nm.Owing to their structural rigidity, rhodamine dyes
show high fluorescence quantum yields. They exhibit a small Stokes shift of about
20–30 nm and are applied as complementary probes together with other fluoro-
phores in double-label staining, as energy donors and acceptors in FRET experi-
ments, and as fluorescent markers in DNA sequencing and immunoassays. To
increase the water solubility of the fluorophores for bioanalytical applications, the
chromophores are often modified by the attachment of sulfonate groups. There are
several functional rhodamine derivatives commercially available for biological label-
ing: ATTO488, ATTO520 andATTO532 related to rhodamine 6G, ATTO550 related
to rhodamine B, ATTO565 related to rhodamine 630, ATTO 590, andATTO 594. The
molecular structures of the Alexa derivatives Alexa 488, Alexa 532, Alexa 546, Alexa
568, Alexa 594, and Alexa 633 are also based on rhodamines (Figure 12.1) [24].
Typically, rhodamine dyes exhibit fluorescence quantum yields close to unity (100%)
and a fluorescence lifetime of �4 ns.

Owing to the small number of compounds that demonstrate intrinsic fluores-
cence above 600 nm, the use of near-infrared (NIR) fluorescence detection in
bioanalytical samples is a desirable alternative to visible fluorescence detection.
This has prompted current efforts to use NIR dyes for bioanalytical applications.
However, there are few fluorophores that show sufficient fluorescence quantum
yields in the NIR region, especially in aqueous surroundings, and that can be
coupled covalently to analyte molecules [25]. Otherwise, there are several advantages

Figure 12.1 Molecular structures of someprominent commercially available organic fluorophores.
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of using fluorescent dyes that absorb in the red region over those that absorb at
shorter blue and green wavelengths. The most important of these advantages is the
reduction in background that ultimately improves the sensitivity achievable. There
are three major sources of background: (i) elastic scattering, that is, Rayleigh
scattering, (ii) inelastic scattering, that is, Raman scattering, and (iii) fluorescence
from impurities. The efficiency of both Rayleigh and Raman scattering
are dramatically reduced by shifting to longer wavelength excitation (scales with
1/l4). Likewise, the number of fluorescent impurities is significantly reduced with
longer excitation and detection wavelengths.

One type of red-absorbing fluorophores is cyanine dyes. Cyanine derivatives
belong to the class of polymethine dyes, that is, planar fluorophores with conjugated
double bonds where all atoms of the conjugated chain lie in a common plane linked
by s-bonds. Figure 12.1 also gives the molecular structures of some commercially
available symmetric cyanine derivatives (Cy3, Cy5, Cy5.5, and the bridged Cy3B).
The molar extinction coefficients of cyanine derivatives are comparably high and lie
between 1.2� 105 and 2.5� 105 lmol�1 cm�1 [26–30]. On the other hand,
the fluorescence quantum yield varies only between 0.04 and 0.4 with lifetimes in
the range of a few hundred picoseconds (0.2–1.0 ns).

Another class of fluorescent probes, namely fluorescent nanoparticles associ-
ated with great promise, is semiconductor nanocrystals (NCs) such as core-shell
CdSe/ZnS NCs [31]. Their unique optical properties – tunable narrow emission
spectrum, broad excitation spectrum, high photostability, and long fluorescence
lifetime (on the order of tens of nanoseconds) – make these bright probes
attractive in experiments involving long observation times and multicolor and
time-gated detection. Furthermore, the relatively long fluorescence lifetime of
CdSe nanocrystals, in the range of several tens of nanoseconds, can be used
advantageously to enhance fluorescence biological imaging contrast and sensi-
tivity by time-gated detection [32].

For the investigation of biologically relevant samples, target molecules have to be
labeled in vivo with a fluorescent tag. Fluorescent labels useful for labeling of
biomolecules in living cells have to fulfill special requirements, such as high
biocompatibility, high photostability, and retention of biological function. In addi-
tion, the observation of the fluorescence signal of a fluorophore is more complicated
than in vitro, primarily due to strong autofluorescence, especially in the blue/green
wavelength region, and concentration control is generally difficult to perform. The
first problem, however, is site-specific labeling inside a living cell and some
procedures have been described in the literature. A very promising method for
in vivo labeling with fluorescent probes is protein transduction. Several naturally
occurring proteins have been found to enter cells easily, including the TAT protein
from HIV [33, 34]. Furthermore, so-called hybrid systems composed of a small
molecule that can covalently bind to genetically specified proteins inside or on the
surface of living cells have been developed. One of these methods for covalent
labeling of proteins in living cells is the tetracysteine–biarsenical system [35], which
requires incorporation of a 4-cysteinea-helicalmotif – a 12-residue peptide sequence
that includes four cysteine residues – into the target protein. The tetracysteine motif
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binds membrane-permeable biarsenical molecules, notably the green and red
fluorophores FlAsH and ReAsH, with picomolar affinity (Figure 12.2).

On the other hand, the protein of interest can be expressed fused to a protein tag
that is capable of binding a small fluorescent ligand [36, 37]. A prominent example
uses the enzymatic activity of humanO6-alkylguanine-DNA-alkyltransferase (hAGT)
that irreversibly transfers a substrate alkyl group, an O6-benzylguanine (BG) deriv-
ative, to one of its cysteine residues [38]. Kits for genetic labeling of proteins with
hAGT are commercially available as SNAP-tags. Alternatively, trimethoprim (TMP)
derivatives can be used to selectively tag Escherichia coli dihydrofolate reductase
(eDHFR) fusion proteins in wild-type mammalian cells with minimal background
and fast kinetics [39]. However, one should be aware that the labeling specificity and
efficiency of tags in living cells are often reduced due to the attachment of organic
fluorophores. Hence all tag technologies require sensitive controls to ensure specific
labeling of the desired target protein with minimal perturbation.

The most elegant way to label proteins in vivo specifically is direct genetic labeling
with fluorescence. The fluorophore used is a genetically encoded protein such as the
green fluorescent protein (GFP) or its relatives. GFP from the bioluminescent
jellyfish Aequorea victoria has revolutionized many areas of cell biology and biotech-
nology because it provides direct genetic encoding of strong visible fluorescence [40,
41]. GFP can function as a protein tag, as it tolerates N- and C-terminal fusion to a
broad variety of proteins, many of which have been shown to retain native func-
tion [40–42]. According to this method, the DNA sequence coding for GFP is placed
immediately adjacent to the sequence coding for the protein of interest. During
biosynthesis, the protein will be prepared as a GFP-fusion protein. GFP is comprised
of 238 amino acids and exhibits a barrel-like cylindrical structure in which the
fluorophore is highly protected, located on the central helix of the geometric center of
the cylinder. These cylinders have a diameter of about 3 nm and a length of about
4 nm, that is, significantly larger than common fluorophores with a size of �1 nm
(Figure 12.2). The fluorophore is a p-hydroxybenzylideneimidazolinone formed

Figure 12.2 (a) Comparison (to scale) of images of the green fluorescent protein (GFP) and the
biarsenical fluorophores FlAsH and ReAsH. (b) Normalized absorption spectra of CFP, eGFP,
mCherry, and two biarsenical fluorophores in aqueous solvents.
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from residues 65–67, which are Ser–Tyr–Gly in the native protein. The fluorophore
appears to be self-catalytic, requiring proper folding of the entire structure. The
protein is relatively stable, with a melting point above 65 �C.

Wild-type GFP has an extinction coefficient of 9500 lmol�1 cm�1 at 475 nm and
a fluorescence quantum yield Wf of 0.79 compared with 53 000 lmol�1 cm�1 at
489 nm in enhanced GFP (EGFP) with Wf¼ 0.60. Further, several spectral GFP
variants with blue, cyan, and yellowish green emission have been successfully
generated [43, 44]. Proteins that fluoresce at red or far-red wavelengths are of specific
interest because cells and tissues display reduced autofluorescence at longer wave-
lengths. Furthermore, red fluorescent proteins (RFPs) can be used in combination
with other fluorescent proteins that fluoresce at shorter wavelengths for both
multicolor labeling and fluorescence resonance energy transfer measurements.
Here, the discovery of new fluorescent proteins from nonbioluminescent Anthozoa
species, in particular the red-shifted fluorescent protein DsRed, is of general
interest [45]. DsRed (drFP583) has absorption and emission maxima at 558 and
583 nm, respectively. However, several major drawbacks, such as slow maturation
and residual greenfluorescence, need to be overcome for the efficient use ofDsRed as
an in vivo reporter, especially in Single-molecule fluorescence spectroscopy (SMFS)
applications. To improve the maturation properties, and to reduce aggregation, a
number of other red fluorescent proteins and variants of DsRed have been developed,
for example, DsRed2, DsRed-Express, eqFP611, and HcRed1. The oligomerization
problem of DsRed has been solved by mutagenetic means (mRFP1) [46].

In addition to their use for selective fluorescence labeling for dynamic studies,
some optical highlighters (photoconvertible or photoactivatable fluorescent proteins
such as PA-GFP, Dronpa, and EosFP) and organic fluorophores are also valuable
tools in super-resolution fluorescence imaging based on single-molecule detection
and precise localization of the position of each fluorophore, for example, PALM,
STORM, and dSTORM [47–50]. Thesemethods rely on the light-induced activation of
only a small subset of fluorophores per image spaced further apart than the
diffraction limit.
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13
Optical Coherence Imaging for Surgical Pathology Assessment
Wladimir A. Benalcazar and Stephen A. Boppart

Surgical pathology is the field that specializes in assessing surgically removed tissue
for disease in order to provide important information to guide surgical intervention
and postoperative treatment. In surgical oncology, this includes confirmation of the
preoperative diagnosis of the disease, staging the extent or spread of the malignancy,
establishing whether the entire affected area was surgically removed, identifying the
presence of any unsuspected concurrent diseases, and integrating this information to
determine optimal strategies for postoperative treatment.

The entire assessment by a surgical pathologist (so-called intraoperative consul-
tation) requires a combination of macroscopic and microscopic examinations.
Whereas a macroscopic examination of tissue specimens can be performed in
the operating room by gross examination, a microscopic examination requires that
the tissue specimen be frozen or fixed, sectioned into micron-thick slices, placed on
microscope slides, and stained for assessment by brightfield microscopy. Frozen
sectioning (cryosectioning) can usually be performed within 30min to provide a fair
assessment of the specimen, and has been used most often to confirm if the
surgical margins are free of tumor cells. Unfortunately, frozen sectioning has been
largely unreliable, and is being used less frequently. More advanced molecular-
based immunohistochemical analysis of tissue sections is performed in the
pathology laboratory, after the surgical procedure has ended, and often days later.
To address some of these limitations, studies have investigated the use of cytology
preparations (e.g., touch imprints), polymerase chain reaction (PCR) analysis, and
flow cytometry in an effort to provide more information about the disease based on
cellular and molecular composition.

Intraoperative consultation is widely used in oncologic surgery. The increase in
cancer screening rates in recent years has led to the detection of more tumors at
earlier stages of development, which subsequently has resulted in eliminate, more
breast-conserving (lumpectomy) surgical procedures. In lumpectomy procedures,
the main goal of the surgical pathologist is to inform the surgeon if the surgical

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.

j215



margin is clear of any tumor cells or residual cancer. Therefore, this poses a critical
need for fast, high-resolution screening methods that can adequately sample the
surgical margin and ensure that it is clear.

The use of frozen section analysis for tumor margin assessment in breast cancer
has a sensitivity of 73%and a specificity of 98% comparedwith themore standard but
time-consuming paraffin section analysis [1]. This relatively low quality of frozen
section analysis has precluded it from becoming a widely accepted part of the
standard of care. In particular, this technique presents problems in sectioning
adipose tissue and cannot be done over the entire surface area of the tissue specimen,
sampling at best only 10–15% of the surface area, just as with paraffin section
analysis [2]. Additionally, this technique adds time (20–30min) to the surgical
procedure and increases costs.

Alternatively, touch preparation cytology can rapidly assess the entire surface area
of a surgical specimenwhile preserving its physical integrity for later histopathologic
sectioning and assessment. Although this may be suitable for identifying positive
margins, the technique has a reported sensitivity of 75% and a specificity of 82% [2].
Themajor disadvantage is the requirement for tumor cells to detach from the surface
of the examined area, making it unable to provide information about the presence of
cancer cells immediately beneath the surface, which is used to determine close and
negative margins.

Imaging techniques, such as X-ray mammography, diffuse optical tomography
(DOT), ultrasound, and magnetic resonance imaging (MRI), have shown an ability
to detect large tumor masses, but lack the resolution and sensitivity to detect the
microscopic distribution of tumor cells at the periphery of solid tumors or those
tumor cells metastasizing to other sites. Intraoperative radiography provides
visualization of the margin in-depth by displaying two-dimensional X-ray projec-
tions. However, it does not have the ability to identify diffuse microscopic
processes, especially where the tumor boundary is poorly defined. Intraoperative
radiography has a sensitivity of only 49% and a specificity of 73% [3]. Alternatively,
radiofrequency spectroscopy provides an average measurement over an area with a
diameter of 0.7 cm and within a 100mm depth. It has a sensitivity of 71% and a
specificity of 68% [4].

In summary, no intraoperative method currently exists to nondestructively assess
the microscopic status of lumpectomy margins in real time. However, high-speed
optical imaging and spectroscopy could address this limitation. Optical techniques
take advantage of a biological window that exists in the near-infrared region of the
optical spectrum, where attenuation of light is governed more by scattering rather
than by absorption, so that light at these wavelengths can penetrate into tissue to
convey information about its structure or chemical composition. Intraoperative
optical imaging with rapid feedback could eliminate the time spent in the surgical
pathology laboratory when a fully staffed operating room is waiting for the pathologic
assessment of tissue specimens, and could reduce or eliminate the need for
reoperations when positive surgical margins are discovered in the pathology labo-
ratory, after the surgical procedure has ended.
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13.1
Structural Contrast Imaging

One optical biomedical imaging method that addresses this need for intraoperative,
high-resolution imaging is optical coherence tomography (OCT) [5, 6], which inter-
rogates the structure of tissues noninvasively by probing the subsurface refractive
indexup to1–2mmdeep into scattering tissue.OCTis attractivebecause it allows real-
time imaging of microstructure in situ while avoiding the need for excisions and
histologic processing. Initial studies have shown favorable results towards the use of
OCTas an intraoperative imaging technique for the assessment of tumormargins [7],
lymphnodes [8], andopticallyguidedneedlebiopsies in the treatmentofbreast cancer.

OCT is the optical analogue of ultrasound imaging. The contrastmechanism is the
change in refractive index and density of tissue structures that cause backscattering of
the incident light. Following the illumination of the sample by a focused optical
beam, multiple back-reflections are collected and resolved using interferometric
detection, which relies on the short coherence length of the incident source to achieve
micron-scale axial resolution (i.e., it typically uses sources with a bandwidth of 90 nm
centered at 1300 nm for an axial resolution of 6mm). At a given position of the
incident beam, an axial scan is acquired. Two- or three-dimensional images are
formed by scanning the beam across the sample. The lateral resolution is limited by
the diffraction of the focused incident beam.A system schematic and photograph of a
portable OCT system used for intraoperative imaging are shown in Figure 13.1.

Figure 13.1 (a) Schematic of an OCT setup.
A low-coherence optical source
(superluminescent diode) is coupled to a fiber-
based interferometer, in which a beam splitter
(2� 2 coupler) is used to direct 90% of the
power to the sample (sample arm) and the
remaining 10% to a mirror (reference arm).
The back-reflected optical signals are combined

and diffracted into a linear CCD camera to
perform spectral interferometric detection. As a
result, a depth-resolved profile of the refractive
index variations of the sample is obtained.
Scanning the beam across the sample allows
image formation. (b) Typical implementation of
a portable OCT system for intraoperative
clinical use.
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Since its introduction, advances in OCT technology have enabled significantly
increased data acquisition rates to be achieved. Current systems can acquire 200 000
axial scans per second [9] or more, which permits acquisition of 400 frames per
second in a range of 10mmwith a lateral resolution of 35mm.The implementation of
compact OCTsystems facilitates their use inside the operating room, and the optical
imaging beam can be delivered to the patient using hand-held surgical probes [10,
11]. This technique has already found clinical applications in ophthalmology,
cardiology, and gastroenterology [12].

OCT imaging of breast tumors has shown that differences in image contrast are
correlated with different cell and tissue structures. Adipose tissue, which comprises
a large portion of the breast, is less dense and presents a more homogeneous
structure than the more structured stromal or epithelial tissue. The same difference
in contrast also exists between adipocytes and tumor cells, where the latter are
typically densely packed, have an increase in their nuclear to cytoplasm ratio, and
are more highly scattering. The large size and low scattering of adipocytes, relative
to stromal and tumor cells, provides a method for differentiating these tissue
types [13, 14]. In a study that used OCT to classify margins as positive or negative in
20 different lumpectomy specimens after resection but before margin assessment
by the pathologist, an overall sensitivity of 100% and a specificity of 82% were
achieved [7].

These findings suggest OCT as a potential method for intraoperative margin
assessment in breast-conserving surgeries. In particular, following the resection of
a tumor mass, OCT can be used to scan the walls of the tumor cavity in the search
for tumor cells present at or just beneath the in situ surgical margin. Alternatively,
resected masses can be imaged on all surfaces to verify a clean surgical margin
(Figure 13.2). OCT can typically image to depths of 2mm in tissue composed
primarily of adipocytes and from 0.2 to 1mm in cell-dense tumor tissue. These
depths are comparable to the currently accepted margin widths that classify
positive, close, and negative margins [7]. Additionally, although blood is highly
scattering, intravascular blood in small vessels and capillaries constitutes a small
percentage of the tissue volume and therefore has a minimal effect on the OCT
penetration depth. OCT systems using optical sources with center wavelength
around 1300 nm are also unaffected by the presence of dyes such as methylene blue
and lymphazurin, which are used to map lymph drainage for sentinel and axillary
lymph node dissections, because these dyes absorb in the spectral region below
700 nm.

13.2
Molecular Contrast Imaging

Although there is a promising future for OCT in assessing surgical pathology,
important challenges and needs for optical microscopy remain, including the
detection of tumors and tumor cells at the early stages of development, achieving
good differentiation between benign fibrocystic changes and malignant lesions, and

218j 13 Optical Coherence Imaging for Surgical Pathology Assessment



characterizing tissue at the molecular level. For instance, OCT is limited by the fact
that the optical refractive index does not differ significantly between stromal and
tumor tissue [15].

In order to overcome these difficulties, OCT with new functional modalities [16,
17] and contrast agents [18, 19] is being investigated. In particular, magnetomotive
optical coherence tomography (MM-OCT) has shown selectivemolecular imaging of
tumors by the use of magnetic nanoparticles (MNPs) that target human epidermal
growth factor receptor 2 (HER-2/neu) [19] (Figure 13.3).

Working towards more selective and noninvasive microscopy techniques, vibra-
tional spectroscopy has been explored as a label-free method for assessing the
molecular composition of tissue. The chemical constituents in breast tissue to which
Raman spectroscopy is sensitive have been characterized, and Raman spectroscopy
has shown the ability to differentiate normal, malignant (infiltrating ductal carci-
noma), and benign (fibrocystic change) human breast tissue [20, 21]. Criteria for
classification based on vibrational spectra rely mainly on the higher abundance of
proteins in tumors, compared with normal tissue [22]. Other spectral differences
suggest a higher presence of myoglobin and a lower degree of oxygenation in
infiltrating ductal carcinomas. In specimens with fibrocystic changes, an indicator
is a reduction in lipids and carotenoids and an absence of a heme-type signal

Figure 13.2 Intraoperative surgical margin
assessment with OCT, and corresponding
histology. (a) OCT image of a negative surgical
margin composed primarily of adipose tissue
(the small, dark, highly scattering point-like
features correspond to individual nuclei of
adipocytes, and arrows indicate vasculature)
and (b) corresponding histology. (c) OCT image
of a positive margin with ductal carcinoma in

situ (arrows indicate no dense highly scattering
features corresponding to tumor cells)
and (d) OCT image of a positive margin with
invasive ductal carcinoma (tumor cell features
indicated by arrows). (e) OCT image and
(f) corresponding histology of a small (�1mm)
isolated focus of tumor cells at the surgical
margin. Modified figure used with permission
from [7].
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characteristic of porphyrins [21]. Finally, the degree of saturation in the hydrocarbon
chain of lipids is also an important metric, as this varies in normal, benign, and
malignant tumor tissues [23].

A study using Raman spectroscopy to identify carcinomas reported a sensitivity of
100%, a specificity of 100%, and an overall accuracy of 93% [24]. Despite these
promisingfindings, Raman spectroscopy is limited by theweakRaman signal, which
leads to long integration times (about 1 second per pixel) thatmake its use impractical
for real-time imaging. Coherent anti-Stokes Raman scattering (CARS) microscopy
can overcome this issue, but at the cost of generating an unwanted background that
coherently interferes with the desired vibrational signal. Furthermore, conventional
CARS techniques do not obtain broadband spectra, and the CARS signals are not
linearly proportional to the concentration of themolecular species of interest. Despite
these limitations,methods based onCARS are emerging, andhave shown significant
improvements in acquisition rates [25], rejection of background [26, 27], and
broadband vibrational acquisition [28].

Techniques such as nonlinear interferometric vibrational imaging (NIVI), which
use shaped pulses and interferometric detection, can overcome many of the draw-
backs in conventional CARS. In particular, NIVI has been used to acquire back-
ground-free, broadband, vibrational spectra from mammary tissue at acquisition
rates two orders of magnitude faster than Raman microscopy (Figure 13.4) [29, 30].
Recently, a study of NIVI spectra from various lipids showed its ability to reproduce
Raman-like spectra 200 times faster than Raman spectroscopy, and the ability to
distinguish (un)saturation levels in fatty acid chains because the NIVI signals are
linearly dependent on the concentrations of themolecular bonds [31]. This type of fast

Figure 13.3 Targeted magnetomotive (MM)
contrast from in vivo MM-OCT using magnetic
nanoparticles conjugated to anti-HER-2/neu
antibodies for site-specific molecular imaging.
MM-OCT (green channel superimposed over
red OCT channel, top row) and structural OCT
images (bottom row) of tumors from a
preclinical carcinogen-induced rat mammary

tumormodel that recapitulated the progression
of human ductal carcinoma in situ. Tumors are
shown for targetedMNP-injected (left column),
nontargeted MNP-injected (center column),
and saline-injected rats (right column).
The scale bar applies to all six images.
Modified figure used with permission from [19].
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vibrational spectroscopy could assist surgical procedures by taking spectra or even
images from zones deep in the breast using minimally invasive methods involving
needle-based probes, or in procedures similar to the commonly used fine-needle
aspiration cytology or core-needle biopsies.

Since CARS uses the same contrast mechanism as spontaneous Raman spectros-
copy, there is potential for techniques based on CARS to improve the optical
diagnosis of breast disease further by adding molecular vibrational contrast to
structural and spatial imaging capabilities. The integration of both molecular and
morphologic information could contribute significantly to the analysis of disease
states, in part because this builds upon traditional cancer histopathology methods
that rely on molecularly staining and imaging tissue sections [22]. Currently,
however, fast vibrational spectroscopymakes use of nonlinear processes that require
two synchronized laser pulses, and the complex setups needed are neither compact
nor portable enough for use today in an operating room. Advances are under way,
including single-beam approaches to CARS [31], and methods to obtain ultra-
broadband spectra free from background, particularly to target the fingerprint region
of the vibrational spectrum, where a wealth of valuable molecular information used
in spontaneous Raman spectroscopy is present.

Figure 13.4 Nonlinear interferometric
vibrational imaging. Spatial mapping of CH
groups (present in different proportions in lipid
and protein domains) in mammary tissue.
(a) Endogenous-contrast NIVI images
(500� 500mm2) (color scale: blue to red, as
percentage of CH vibrations) of one normal and

three developed mammary tumors of various
sizes. (b) Vibrational spectra for images in (a).
Images and spectra reveal disruptions of lipid
and collagen domains in adipose and tumor
tissues, with a predominance of collagen-based
structures in tumors.
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13.3
Conclusion

Whether it is bymeans of providing structural ormolecular contrast, coherent optical
microscopy and imaging techniques have the potential to assist in advancing our
ability to assess surgical pathology. In particular, OCT can be used for real-time
identification of tumor margins, and new Raman-based spectroscopic imaging
techniques can potentially aid in the fast confirmation of a diagnosis based on
molecular signatures. Accompanying these technological advancements, as with all
novel imaging techniques, classification and diagnosis will require the study of
training and calibration sets by clinicians in order to establish the evaluation
methodology and image feature criteria for correct identification. Complementary
to this, the information provided by these techniques could eventually lead to
automated tissue-type classification algorithms to improve further both the diagnosis
at earlier stages and the identification ofmargins intraoperatively, thereby potentially
reducing the need for additional surgical procedures and advancing the diagnostic
capabilities in surgical pathology.
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14
Diffuse Optical Imaging
Jeremy C. Hebden

14.1
Introduction

When a pencil beam of visible or near-infrared light is incident upon biological
tissue, profuse scattering ensures that the beam becomes diffuse (i.e., the initial
directionality is lost) after penetrating a distance in excess of one transport
scattering length, or about 1mm in most tissues. As a consequence, the formation
of images using light which has penetrated more than a few millimeters in tissue is
known as diffuse optical imaging (DOI). The simplest and earliest example of DOI
is transillumination, which involves viewing or otherwise forming an image when
the tissue is illuminated from behind. In 1929, Cutler [1] reported a systematic
attempt to detect cancer of the breast by transilluminating with a bright light source
in a darkened room. While the study revealed the dominant role played by blood
concentration in the degree of opacity of tissue, and showed that solid tumors often
appeared to be opaque, it was not possible to differentiate between benign and
malignant tumors. In this and subsequent studies, breast transillumination con-
sistently exhibited poor sensitivity and specificity resulting from low inherent
spatial resolution.

Interest in DOI has been revived during the past 20 years as a result of
developments in two areas of technology. First is the availability of near-infrared
sources and sensitive detectors, including low-cost portable devices. Second is the
development of sophisticated algorithms for reconstructing images from mea-
surements of diffuse light though tissue, associated with the availability of
powerful computers able to perform modeling of photon migration through
large thicknesses of biological tissues. Subsequently, two DOI approaches have
emerged, known as optical topography and optical tomography (Figure 14.1).
Although the distinction between them is somewhat arbitrary, the term optical
topography is used to describe techniques which provide maps of changes in
hemodynamic parameters (such as blood volume) close to the surface, with little
or no depth resolution, whereas optical tomography involves reconstructing an
image representing the 3D distribution of optical properties (or a transverse slice

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
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across the 3D volume). The distinction has evolved because of the differences in
the complexity of the imaging problem and of the associated instrumentation. The
two approaches are described in more detail below, with examples of clinical and
scientific applications.

14.2
Optical Topography

The imaging technique known as optical topography involves measuring diffusely
reflected light between multiple pairs of sources and detectors at discrete locations
spread over the area of tissue of interest. The source–detector separations are small
enough (a few centimeters or less) to ensure strong enough signals so that
measurements can be acquired quickly, enabling images to be displayed in real
time at a rate of a few hertz or faster. Fast acquisition is also facilitated by illuminating
sources simultaneously, which requires that the detected signal from each source is
uniquely identifiable, usually by modulating the intensity of each at a different
frequency. The detectors then operate in parallel, employing either lock-in amplifiers
or digital processing methods to isolate the signal from each source.

The principle motivation for the development of optical topography has been
the display of hemodynamic activity in the cerebral cortex. Measurements of
changes in attenuation of signals at two or more wavelengths can be converted

Figure 14.1 Arrangements of sources and detectors for performing a) optical topography, and b)
optical tomography of the brain.
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into estimates of changes in concentrations of oxyhemoglobin ([HbO2]) and
deoxyhemoglobin ([Hb]), usually invoking some assumptions about the optical
properties of the sampled tissue volume. In addition to monitoring hemodynamic
activity, optical techniques have been used to map a so-called �fast� event-related
optical signal, where changes observed over a few hundred milliseconds are
considered to correspond directly to the neuronal activity associated with infor-
mation processing.

The probes developed for optical topography systems typically consist of a flexible
pad which supports an array of optical fibers, each coupled to either a source (e.g., a
laserdiode)oradetector(e.g.,avalanchephotodiode).Securingaprobesafely,securely,
and comfortably to the head, whileminimizing the adverse effects of hair, has always
been one of the greatest technical challenges in the implementation of DOI techni-
ques, and a broad variety of solutions have been implemented. Several commercial
optical topography systems are now available. For example, the ETG-4000 system
developed byHitachiMedical Corporation (Tokyo, Japan) samples data from up to 52
discrete source–detector pairs at twowavelengths (695 and 830 nm) at a rate of 10Hz.

14.2.1
Evoked Response to Sensory Stimulation

The regions of the brain associated with processing of sensory information (e.g.,
touch, sound) are generally cortical areas located within 2–3 cm of the scalp in the
adult head. Consequently, measurement of the evoked response of the brain to
sensory stimuli has been a major focus of research with optical topography. The
additionalmetabolic demand produced by the stimulus results in an increase in local
blood volume and/or a change in blood oxygenation. The technique offers several
advantages over BOLD fMRI: optical topography provides greater temporal resolu-
tion and signal-to-noise ratio, is portable, less expensive, and is sensitive to changes in
both [Hb] and [HbO2].

Imaging studies have been performed on the response to a variety of visual
[2–5], tactile [6], and motor [6–9] stimuli. One of the most dramatic recent
illustrations of the potential of optical topography has been presented by Culver
and colleagues at Washington University (St. Louis, MO, USA) [5]. A high-density
array has been employed to provide phase-encoded mapping of the retinotopic
organization within the visual cortex of adult volunteers, allowing the study of
subtle inter-subject differences. Figure 14.2a shows the placement of the array
over the occipital cortex of an adult, and Figure 14.2b–j show the visual stimuli
(a counter-phase flickering checkerboard in one quadrant of the visual field) and
the corresponding maps of relative changes in [HbO2]. All images are posterior
coronal projections of a cortical shell, as if looking at the surface of the brain from
behind the subject. In order to match the stimulus and response, a 6 s lag
between stimulation and maximal response was used. The results show that the
hemodynamic response is always maximal in the opposite visual quadrant from
the stimulus.
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Figure 14.2 Visual activation stimuli and corresponding maps of changes in [HbO2] the visual
cortex. The stimulus is a rotatingwedge-shaped flickering checkerboard (a, c, e, g), and the response
is always in the opposite visual quadrant. See White and Culver [5] for more details.
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14.2.2
Cognitive Activity and Language Processing

Optical topography has evolved into a popular tool for the study of cognitive and
psychological processes, and especially for developmental studies on infants and
children. The portability and silent function of the hardware make the technique
particularly suitable for psychological studies and for use on awake infants. Published
results include studies of face perception [10], language processing [11, 12], mem-
ory [13], object recognition [14], and post-traumatic stress disorder [15]. The specific
application of optical imaging to studies of neurocognitive development in infants
has been reviewed by Minagawa-Kawai et al. [16].

14.2.3
Epilepsy

Electroencephalography (EEG) is the tool routinely used to diagnose and monitor
abnormal electrical activity in the brain, including epileptic seizure. Whereas EEG is
sensitive to the electromagnetic dynamics of groups of active neurons, optical
imaging provides ameans ofmeasuring associated changes in hemodynamic activity
as a result of the neurons� increasedmetabolic demand. Optical topography has been
used to display continuous changes in cerebral blood volume during seizure [17, 18].
It has also been combined with simultaneous EEG [19] and magnetoencephalogra-
phy [20] as a means of studying neurovascular coupling.

14.3
Optical Tomography

Optical tomography involves generating three-dimensional (3D) volume or cross-
sectional images using measurements of light transmitted across large thicknesses
of tissue. The objective is to acquire maps representing either the spatial variation of
optical properties (i.e., the absorption and scattering coefficients) at one or more
wavelengths, or the variation in physiological parameters such as concentrations of
specific chromophores, blood volume, and blood oxygenation. Typically, measure-
ments are obtained of light transmitted between discrete sources and detectors
located over as much of the available surface of the tissue as realistically achievable.
Measuring light which is strongly attenuated over large thickness (up to 10 cm)
requires powerful sources (consistentwith patient safety) and sensitive detectors, and
consequently optical tomography has a lower temporal resolution than optical
topography. Furthermore, optical tomography requires a method to reconstruct the
3D distribution of optical properties or two-dimensional (2D) cross-section.
Although various ad hoc back-projection methods have been proposed [21, 22], such
approaches are not applicable to imaging arbitrary-shaped volumes. Instead, it is
necessary to utilize amodel of the propagation of light within the tissue which allows
a set of predicted measurements on the surface to be derived for any given
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distribution of internal optical properties. Optical tomography is an inverse
problem which is nonlinear, severely ill-posed, and generally underdetermined.
Consequently, finding reliable and unique solutions for a given set of data involves
considerable theoretical and practical difficulties, and various compromises and
approximations are unavoidable. A comprehensive examination of the theory of
optical tomography image reconstruction was presented by Arridge and Schot-
land [23]. In order to reduce the ill-posedness of the image reconstruction problem,
the development of optical tomography systems has focused on increasing the
amount of information available from light transmitted across the tissue. For
example, imaging systems have been developed which measure the times-of-flight
of photons traveling through the tissue, or measure the modulation and phase delay
of light detected from sources modulated at megahertz frequencies. Devices that
perform such measurements are known as time-domain and frequency-domain
systems, respectively.

14.3.1
Optical Mammography

The principle clinical target of optical tomography has been imaging of the female
breast as a means of detecting and characterizing tumors. Several commercial
prototypes of so-called optical mammography systems have been produced
[24–27], all requiring the patient to lie on a bed with one or both breasts suspended
within a cavity surrounded by sources and detectors. Optical tomographic images of
the breast typically demonstrate a strong heterogeneity, and significant sensitivity to
many types of lesion [28–33]. However, spatial resolution remains low (1–2 cm) and a
specificity sufficient for cancer screening remains elusive. The positive and negative
aspects of optical mammography are both highlighted in Figure 14.3, which
compares optical absorption and magnetic resonance imaging (MRI) images of the
same breast cancer patient. The optical image of the right breast reveals the double
tumor which is also present in the corresponding contrast agent-enhanced MRI
image. However, the optical image of the right breast shows a feature of comparable
contrast (lower left), almost certainly due to a surface blood vessel, which has no
correlation in the MRI image. Further, optical mammography has demonstrated
considerable promise as amean ofmonitoring response to primarymedical therapy.
Since it does not involve ionizing radiation, patients can be scanned at regular
intervals tomonitor changes over a period ofweeks. For example, optical images have
exhibited sensitivity to changes in angiogenesis, apoptosis, and hypoxia resulting
from neoadjuvant chemotherapy [34, 35].

14.3.2
Optical Tomography of the Brain

Although the attenuation of near-infrared light across the adult head is too great to
image the center of the brain, 3D imaging of the entire infant brain is achievable.
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Optical tomography of the newborn infant brain was first demonstrated by
researchers at Stanford University, who acquired images using a time-domain
system which revealed intracranial hemorrhage [36], and focal regions of low
oxygenation after acute stroke [37]. A more sophisticated time-domain system has
been employed at University College London to reconstruct 3D images of the whole
infant brain, which have revealed incidence of intraventricular hemorrhage [38] and
changes in blood volume and oxygenation induced by small alterations to ventilator
settings [39]. The system has also been used to generate 3D images of the entire
neonatal head during motor-evoked response [40]. Partial tomographic reconstruc-
tion of the adult cortex has also been demonstrated. For example, the Stanford
researchers successfully imaged localized contralateral oxygenation increases in the
motor cortex of a healthy adult during hand movement [37], and Bluestone et al. [41]
imaged hemodynamic changes within the frontal regions of the adult brain during
the Valsalva maneuver.

Figure 14.3 Optical absorption (a and b) andmagnetic resonance (c and d) images of the left and
right breasts of a patient with a malignant lesion in the right breast (a and c).
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14.4
Conclusion

Mapping of cerebral hemodynamic activity using optical topography has evolved into
a powerful and widely used research tool, and there are excellent prospects for
increased adoption of the technique within a clinical environment, particularly as
imaging systems become more portable. The method provides complementary
information to established tools such as EEG and functional MRI, with which they
can be easily integrated. Optical tomography of the breast and brain has demon-
strated the capacity to provide useful research information, and efforts to improve
their clinical diagnostic potential are showing promising results.
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15
Raman Microscopy
Christoph Krafft and J€urgen Popp

15.1
Introduction

Fluorescence microscopy is the most commonly biophotonic technique applied to
assess cells and tissues. Because only a few biomolecules show inherent fluores-
cence, extrinsic fluorescent probes and molecular stains have been introduced as
fluorophores. However, there are sometimes artifacts and drawbacks that have to be
taken into account when using fluorophores. Along with the well-known problem of
photobleaching, delivering labels can be a problem, particularly forwhole organisms.
Some labels work only on dead cells; others damage cells or perturb the very
processes that they are intended to study. Othermeasurements destroy cells, creating
isolated snapshots of different cells at given points in time. Such data are not
particularly useful for heterogeneous cultures containing spontaneously differenti-
ating cells. Label-free andnondestructivemicroscopy offers away to investigate living
cells while eliminating possible artifacts. Instead of detecting photons emitted from
excited fluorophores, alternative techniques detect subtle changes in light as it is
absorbed or altered by biological samples relying on linear or nonlinear optical
phenomena. Nonlinear phenomena such as second harmonic generation, two-
photon fluorescence, coherent anti-Stokes Raman scattering, and stimulated Raman
scattering are observed when high-intensity light, in essence pulses of laser light,
interacts with matter. They will not be discussed here as the sophisticated and
expensive instrumentation is available in only a few specialized laboratories [1].
Raman spectroscopy is a linear optical phenomenon based on inelastic scattering of
monochromatic light. It probesmolecular vibrations, which are an inherent property
of matter. As the spectrum of vibrations provides a specific fingerprint of the
chemical composition and structure of samples, Raman spectroscopy has been
introduced as a biophotonic tool to characterize cells and tissues. The coupling of a
Raman spectrometer with a microscope offers two main advantages. First, lateral
resolutions can be achieved down to Abbe�s limit of diffraction below 1mm. Second,
maximum sensitivity can be achieved because the photon flux (photon density per
unit area) of the focused laser beam on to the sample is at a maximum and the
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collection efficiency of scattered photons from the sample is at a maximum. User-
friendly, commercial Raman microscopes are available from numerous compa-
nies [2]. Of course, Raman microscopy has limitations. Whereas fluorescence
labeling can often allow discrimination of single molecules, label-free techniques
are less sensitive and specific. To improve the sensitive and specific detection of
biomolecules with low scattering intensities or low abundance, signal-enhancement
techniques have been developed such as surface-enhanced Raman scattering (SERS)
and resonance Raman scattering (RRS). This chapter briefly describes some bio-
medical examples. Recent reviews give a more comprehensive overview of Raman
microscopy of cells and tissues [3] and disease recognition [4].

15.2
Application to Cell Characterization

Single cells are very suitable objects for Raman spectroscopy because of the high
concentrations of biomolecules in their condensed volume. Protein concentration as
high as 250 mgml�1 and DNA and RNA concentrations in the region of 100 mgml�1

have been reported. These values depend on the cell type, the phase of the cell cycle,
and the location within the cell.

Figure 15.1 shows photomicrographs and Raman microscopic images of a dried
HepG2 cell and afixedmacrophage inmedium.HepG2 is a perpetual cell linewhich
was derived from the liver tissue of a 15-year-old male with a well-differentiated
hepatocellular carcinoma. The Raman image of 51� 61 spectra (Figure 15.1b) was
collected using a 100� /NA 0.9 objective with a step size of 500 nm and an exposure
time of 6 s per spectrum. The numbers 51 and 61 indicate the spectra in x and y
direction, respectively. After low-intensity spectra had been removed and the remain-
ing spectra normalized, the data set was segmented by k-means clustering. This
algorithm groups the spectra into k clusters (here seven) according to their similarity,
which is calculated from the Euclidian distance in a given spectral range. The cluster
memberships are color coded for display. Averaging all spectra within a cluster offers

Figure 15.1 (a) Photomicrograph and
(b) Raman image of a dried Hep G2 cell.
The color code represents the membership of
a cluster analysis. (c) Photomicrograph and
(d) Raman image of a fixed macrophage in

aqueous buffer. The color code indicates the
intensity of CH2 vibrations that corresponds to
lipids. The gray scale code shows a foreign
particle.
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the advantages that pixel-to-pixel variations are reduced and the signal-to-noise ratio
is improved compared with a single spectrum.

Macrophages comprise a special class of white blood cells (leukocytes). As
phagocytes they engulf and digest cellular debris and pathogens. They are also
involved in the uptake of lipids by various mechanisms that create the progressive
plaque lesion of atherosclerosis. The Raman image of 78� 72 spectra (Figure 15.1d)
was registered using a 60� /NA 1.0 water immersion objective with a step size of
700 nm. Typical features of the macrophage are lipid droplets that line the margin of
the cell. The most intense Raman bands of lipids are CH2 stretch vibrations near
2900 cm�1 (Figure 15.2). The chemical map in Figure 15.1d plots the intensity
distribution of these bands. Under the experimental conditions, larger droplets are
resolved; smaller droplets could not be resolved. Higher lateral resolution can be
achieved by using a shorter excitation wavelength and a smaller step size.

Figure 15.2a shows fiveRaman spectra representing the clusters of theHepG2 cell
in Figure 15.1b (traces 1, 2, 3, 5, 6) and a difference spectrum (trace 4¼ 2 – 1). Trace 1
represents the cytoplasm (cyan cluster). Spectral contributions of proteins dominate.
Bands are assigned to the aromatic amino acid side chains (Phe, 622, 1003, 1032,

Figure 15.2 Raman spectra representing the
clusters of the dried Hep G2 cell in Figure 15.1b
(traces 1, 2, 3, 5, 6) and difference spectrum
(trace 4¼ 2 – 1). Unmanipulated Raman
spectra of the macrophage in Figure 15.1d
corresponding to the lipid droplets (trace 7) and

surrounding medium (trace 8) and difference
spectrum (trace 9¼ 7 – 8). Raman spectrum
of foreign particle (trace 10). The intensity
scale was four fold compressed for the range
3400–2700 cm�1.
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1208 cm�1; Tyr, 644, 830, 853, 1208 cm�1; Trp, 759 cm�1), aliphatic amino acid side
chains (1338, 1448 cm�1), and the peptide backbone (amide III at 1267 cm�1, amide I
at 1657 cm�1). Spectral contributions of lipids are resolved at 1303, 1130, 1060, 716,
and 700 cm�1. The latter bands are not labeled. The other cytoplasm spectra (blue and
brown clusters) deviate only slightly andwill not be discussed here. Trace 2 represents
the nucleus (yellow cluster). In addition to protein bands that are similar to those in
the cytoplasm, spectral contributions of DNA are evident at 783 and 1099 cm�1. As
most DNA bands overlap with protein bands, a difference spectrum was calculated
(trace 4). Then positive difference bands are assigned to nucleotides (adenine, 728,
1335, 1484, 1576 cm�1; cytosine, 783, 1245 cm�1; thymine, 783, 1374, 1673 cm�1;
guanine, 1484, 1576 cm�1) and the phosphate backbone (1099 cm�1). The intensities
ofDNAbands increase in trace 3, which represents nucleoli (orange cluster). Traces 5
and 6 represent special features (magenta and black clusters, respectively). Bands at
1158 and 1529 cm�1 are assigned to carotene. An inherent property of carotene
compounds is their highRaman cross-section,whichmakes themeasily detectable in
Raman spectra even at low concentrations. Intense bands at 621, 1002, 1032, 1584
and 1603 cm�1 are typical of polystyrene. The detection of this polymer bead clearly
demonstrates the power of Raman microscopic imaging. The location and distri-
bution of numerous molecules can be assessed by their spectroscopic fingerprint
without exogenous labels.

UnmanipulatedRaman spectra of themacrophage represent the lipid droplets and
the surrounding medium [Figure 15.2b, traces 7 (black) and 8 (gray), respectively].
Spectral contributions are assigned to the substrate calcium fluoride (322 cm�1) and
water (1640 and above 3000 cm�1). The overlay of both spectra indicates that the
spectral contributions of the lipid droplets are less intense. Subtracting the spectrum
of the medium compensates bands of the substrate, water and also constant spectral
contributions of optical elements in the light path. The resulting difference spectrum
(trace 9) reveals pure lipid bands with a very low background. The bands are assigned
to the choline group (716, 869 cm�1), phosphate group (1080 cm�1), ester group
(1742 cm�1), and C�C and C�H vibrations of fatty acids (1063, 1130, 1299, 1439,
2852, 2886 cm�1). Bands at 1266, 1657, and 3012 cm�1 are indicative of unsaturated
fatty acids. The Raman spectrum (trace 9) is consistent with the phospholipid
phosphatidylcholine. The Raman spectrum of a foreign particle at the right part of
the cell (trace 10) shows bands in the low-wavenumber region at 545, 437, 369, and
298 cm�1. The distribution of the band at 545 cm�1 has been included inFigure 15.1d
as a gray scale chemical map. This Raman image shows a macrophage at work
engulfing a foreign particle.

To improve the sensitive and specific detection of biomolecules with low scattering
intensities or low abundance, signal-enhancement techniques have been applied
such as SERS and RRS. RRS is observed if the excitation wavelength ismatched to an
electronic transition of the molecule so that vibrational modes associated with the
excited state are enhanced. As the enhancement is restricted to vibrational modes of
the chromophore, the complexity of Raman spectra from large biomolecules is
reduced. Examples of RRSof cells include the detection of heme andhemozoin in red
blood cells (erythrocytes) using 785 nm excitation [5] and cytochrome b558 in
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neutrophilic granulocytes using 413 nm excitation [6]. SERS utilizes the optical
excitation of surface plasmons, i.e., collective vibrations of the free electrons in
metals. The result is an amplification of the electromagnetic field in the close vicinity
of the metal surface (a few nanometers), which leads to the enhancement of Raman
signals from adsorbed molecules. The first SERS experiments used colloidal gold
nanoparticles that were taken up by cells. However, due nonspecific binding of
biomolecules to these nanoparticles, every spectrum of a Raman image was different
and the approach lacked reproducibility [7]. For specific recognition of antigens in
cancer cells by SERS microscopy, gold nanoparticles have been functionalized with
antibodies [8]. The advantage of the SERS approach compared with the detection of
fluorescence labels is the multiplex capacity. The fingerprint of the SERS spectrum
allows the simultaneous detection of numerous antigens.

15.3
Application to Tissue Characterization

Histology – the study of the anatomy of tissue – and histopathology – the study of
diseased tissue – are performed by examining thin slices (sections) of tissue under a
light microscope. The ability to visualize or differentially identify microscopic
structures is frequently enhanced through the use of histologic stains because
biological tissue has little inherent contrast. Hundreds of techniques exist that have
been developed to stain cells and cellular components selectively. As Raman micro-
spectroscopic imaging providesmolecular contrast in tissues without stains, it offers
prospects to complement established techniques. Instead of staining protocols,
sophisticated chemometric tools are applied for the reconstruction and classification
of Raman images from tissue sections. In principle, the concepts that have been
described in the previous section can be transferred from cell characterization. For
example, a SERSmarker has been developed to detect the prostate-specific antigen in
the context of prostate cancer tissue [9].

Figure 15.3 shows as an example a 70� 70 Raman imagewith a 2.5mmstep size of
a liver tissue section. A photomicrograph (a), three plots of a vertex component
analysis (VCA) (b–d), and a composite image (e) are compared. VCA is a hyper-
spectral unmixing algorithm that projects the image raw data in a space of smaller
dimensionality aiming to retain all information. The scope of VCA is that end-

Figure 15.3 (a) Photomicrograph, (b–d) score plots of a vertex component analysis and
(e) composite image of the central vein in a liver tissue section.
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members represent spectra of most dissimilar constituents. It has been found that
endmembers have high chemical relevance. Then, scores denote the concentration of
the endmember spectra. Details in the context of Raman spectroscopy recently have
been published [10]. Considering the bands in the endmember spectra (Figure 15.4)
and the location and size of themorphologic features, the score plot in Figure 15.3b is
assigned to the central vein and red blood cells, the score plot in Figure 15.3c to liver
parenchyma, and the score plot in Figure 15.3d to cell nuclei. If the intensities of the
plots in Figure 15.3b–d are converted to green, red, and blue channels, respectively, a
composite image can be generated (Figure 15.3e). Such a composite image can be
analyzed in a similar way to a histologically stained tissue section.

The endmember spectra are overlaid in Figure 15.4. The color code is analogous to
thecolors in thecomposite inFigure15.3e.Thismeans that theendmemberspectrum
representing the central vein and red blood cells is plotted green, liver parenchyma
red, andcellnucleiblue.Thegreenspectrumischaracterizedby intensecontributions
of the heme group at 665, 743, 1122, 1248, 1341, 1580, and 1619 cm�1 that are
enhanced by a resonance effect. The red and blue spectra are dominated by spectral
contributions of proteins near 828, 852, 1003, 1449, and 1658 cm�1. The difference
spectrum (black) between theblue and the redwas calculated to improve visualization
of the variations. Positive difference bands at 727, 783, 1095, and 1573 cm�1 are
associated with DNA. Further positive difference bands at 621, 643, 829, 853, and
1003 cm�1 are assigned to proteins. Positive difference bands at 1332 and 1673 cm�1

containoverlappingcontributions fromproteinsandDNA.Negativedifferencebands
at 971, 1226, 1364, 1436, and 1605 cm�1 are consistentwith bilirubin in bile acid. This
result demonstrates the wealth of molecular information that can be obtained
simultaneously from the analysis of Raman images of tissue sections.

15.4
Conclusions

Applications ofRamanmicroscopy to cells and tissues are still in their infancy and are
expected to growduring the years to come.Aprohibitive factor inRamanmicroscopic

Figure 15.4 (a) Overlay of endmember spectra representing the score plots in Figure 15.3b–d and
(b) difference spectrum (black trace¼ blue – red).
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imaging remains the acquisition time. Therefore, technical improvements aim to (i)
increase the sensitivity to reduce the exposure time per spectrum and (ii) apply
parallel data acquisition strategies to register multiple spectra simultaneously.
Innovations include optical filters with higher transmission, spectrographs with
reduced light losses, and detectors with optimized quantum efficiency. Modern
Raman microscopic instruments are able to collect several hundred spectra per
second. Another challenge is the automatic processing of extended Raman micro-
scopic images because the spectral features are often small and distributed over a
wide range. In addition to unsupervised segmentation and spectral unmixing
algorithms such as cluster analysis, principal component analysis, and vertex
component analysis, supervised algorithms such as artificial neural networks, linear
discriminant analysis, and support vectormachines have to be trained to classify cells
and tissues objectively based on their Raman signatures. A full description of all
technical and theoretical details is beyond the scope of this chapter. The intention of
the chapter was to highlight the potential of Raman microscopy in biophotonics.
Further progress requires interdisciplinary efforts of natural scientists, engineers,
and physicians.
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16
CARS Microscopy
Andreas Zumbusch

16.1
Introduction

Optical microscopy is one of the major tools used in the biological sciences.
The interaction between optics and biology has for centuries been enormously
fruitful for both areas. In recent decades, especially fluorescence microscopic
techniques have found very widespread applications. This is due to their high
sensitivity, which can reach the single-molecule detection limit [1], their high
specificity achieved by powerful labeling strategies, and the noninvasive character
common to most optical microscopy techniques. Despite the great success of
fluorescence microscopy, much effort has recently been invested in research on
complementary label-freemicroscopy techniques. Themotivation for these efforts is
twofold: first, not all samples can be fluorescently labeled, and second, all fluorescent
labels suffer from photobleaching, which severely limits the observation times.
Ideally, new techniques should – despite working without labels – offer the above-
mentioned advantages of fluorescence-based approaches.

In general, if the requirement of offering (molecular) specificity without the use of
labels is to be fulfilled, contrast generation should not be based on electronic spectra.
This is due to the large linewidths of electronic transitionswith respect to thewidth of
the relevant spectral detection window. Concerning this point, vibrational spectra
offer much more information, since medium-sized molecules can clearly be iden-
tified based on their characteristic vibrational spectra, which typically feature rather
narrow linewidths. Vibrational microscopy is mostly performed either by directly
monitoring the absorption of infrared (IR) light or by monitoring Raman scattering.
Apart from technical problems concerning the relatively low sensitivity and poor
spatial resolution, biological applications of IRmicroscopy suffer especially from the
broad and intense absorption bands of water. These two problems are avoided when
using spontaneous Raman scattering microscopy. Here, however, low scattering
cross-sections and an overwhelmingly strong fluorescence background, which is
present in many samples, are new difficulties.
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Despite these problems, Raman-type scattering can be exploited for generating
images of unlabeled samples with high spatial resolution if nonlinear optical
techniques are used. Since the advent of commercially available laser sources
delivering ultrashort pulses, nonlinear optical effects such as two-photon fluores-
cence excitation [2] and second harmonic generation (SHG) and third harmonic
generation (THG) microscopy [3] have been used extensively in optical microscopy.
Whereas two-photon excitation as a variant of fluorescent microscopy relies on
sample labeling, both SHG and THG microscopy generate contrast in unlabeled
specimens.However, both techniques generate structural andnot chemically specific
contrast. Contrastwith chemical selectivity can instead be generated by coherent anti-
Stokes Raman scattering (CARS) microscopy [4, 5], a technique which is now
commercially available and has found widespread applications.

16.2
Technical Background and Experimental Realizations

CARSisa third-ordernonlinearopticalprocess inwhich threeexcitationfields interact
toproducea fourthfield,which isdetected. Ingeneral, twobeamswith frequenciesvp

and vSt are tuned such that the frequency difference vp�vSt coincides with the
frequency vvib of a vibrational transition of the sample molecules. Under this
condition, a third beam with frequency vpr generates a fourth field with frequency
vAS ¼ vp þvvib in a resonance-enhanced manner (Figure 16.1). In most cases, the
experiment is performed using a frequency-degenerate scheme withvp ¼ vpr, such
that only two laser beams are necessary for the excitation. The CARS signal intensity
depends quadratically on the squaremodulus of the induced third-order polarization
in the sample IAS / Pð3Þ�� ��2.Pð3Þ itself depends on the third-order optical susceptibility
xð3Þ as a material-specific parameter that can be decomposed into a resonant and a
nonresonant term, and the amplitude of the exciting laser fields E. One obtains

Pð3Þ ¼ xð3Þr þ xð3Þnr

h i
EpEprE

*
St ð16:1Þ

This description already explains many of the features of CARS microscopy.
(i) Image contrast is generated with chemical selectivity by tuning the frequency
difference between the excitation lasers to vvib. (ii) Sample autofluorescence does not

vib

ω
St

ω
p

ω
pr

ω
AS

Figure 16.1 Energy level representation of the CARS process.
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interfere with the CARS signal since the latter is blue shifted with respect to the
excitation wavelengths. (iii) Three-dimensional images can be obtained without use of
a confocal pinhole since CARS is a nonlinear optical process. However, because xð3Þ in
all cases is very small, pulsed lasers with high pulse energies have to be used.

A CARS microscopy experiment then consists in tuning the laser wavelengths to
the vibrational frequency of interest and then scanning the sample. Microscope
setups similar to those used in confocal microscopy are easily adapted to CARS
microscopy. This leads to images which represent the spatial distribution of com-
pounds with a specific vibrational resonance. However, the nonresonant part of xð3Þ

and the quadratic dependence of IAS on xð3Þ in general make it difficult to extract
quantitative information of local molecular concentrations.

16.2.1
Excitation Geometry

The first adaptation of CARS to microscopy was described in the early 1980s [6].
At that time, attempts were made to increase the efficiency of the signal generation
process by matching the respective phases of the excitation beams through their
geometric separation. However, this severely reduces the effective numerical aper-
ture and therefore no high spatial resolution was achievable. Therefore, CARS
microscopy initially did not find any applications. This changed, when it was realized
that the reduction in the interaction volume by strong focusing leads to the
generation of strong signals [7]. The subsequent development of CARS microscopy
was mainly aimed at simplifying the experimental setup and at reducing the
nonresonant background due to x

ð3Þ
nr .

In most cases, CARS microscopy is carried out in a transmission-type geometry,
becausemost of the signal is generated in the forward direction [8]. However, sample
features which are of a size comparable to or smaller than the excitation wavelengths
also lead to a strong CARS signal in the backward direction. It has been pointed out,
however, that large parts of the strong forward-directed signal can be recovered in an
epi-detection scheme due to CARS signal scattering [9]. CARS microscopy can
therefore also be performed in a backscattering- or epi-detection scheme. With epi-
detection, quantitative image interpretation is impossible, because the signal inten-
sity shows an oscillatory behavior depending on the size of the sample features [10].
The epi-detection scheme is nevertheless of great importance since only one face of
the sample has to be accessed for imaging. It is worth mentioning that CARS
microscopy has also been performed in a wide-field geometry [11]. This allows very
fast image acquisition over large sample areas, but decreases the axial resolution.

16.2.2
Excitation Lasers

Whereas well-established microscope setups can be used for CARS microscopy,
much effort has been spent in order to improve the excitation sources used. Themost
important requirement is that the two (or three) excitation lasers are synchronized to
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an extent such that the jitter in the arrival time of the individual laser pulses is less
than 300 fs. In addition, the laser system should offer fast tunability in order to
address different vibrational resonances and a spectral linewidth of 10 cm�1 to
ensure high spectral selectivity. At the same time, the pulse duration should be as
short as possible for the CARS process to be driven efficiently. The last two
requirements are contradictory, since short pulses come with broad spectra. The
ideal compromisewould consist in using transform-limited pulses with a duration of
1 ps. In practice, most experiments are currently performed by using 5–7 ps pulses
available from an optical parametric amplifier system which is pumped by a high
repetition rate pump laser at 532 nm [12]. Since in this experiment all excitation
beams used are derived from one pump pulse, no timing jitter occurs. The
performance of these systems is therefore much better than that of commercially
available synchronized Ti:sapphire laser systems [13]. Common to all the laser
sources discussed so far is that they are large and rather difficult to operate.
Therefore, fiber lasers that are cheaper, more compact, more versatile, and more
robust have recently been introduced as an alternative [14].

In contrast to the approach of imaging only one vibrational frequency at a time, so-
calledmultiplexingexperimentsprobeawholerangeoffrequencieswitheachexcitation
cycle. For this purpose,vSt is provided not by a narrowband laser, but instead by a laser
coveringabroadspectralrange[15].Typically,shortlaserpulsesareusedforthispurpose.
Spectrally resolved detection is then used to gain information about vibrational
resonances. Multiplex CARS microscopy is much faster than the single-frequency
approachifspectroscopicinformationofamicroscopicvolumeelementisdesired.Ithas
therefore been employed successfully in microfluidic measurements [16, 17]. The
integration timesnecessary for recording spectra, however, currently limit its suitability
inimagingapplications.AlsointhefieldofmultiplexCARSmicroscopy,fiberlasershave
recentlybeenused[18]. Inthiscase, theyoffertheadvantageofbackground-freeimaging
over the entire vibrational spectral region.

16.3
Applications

CARS microscopy has been developed in order to complement fluorescence micro-
scopic techniques in experiments where fluorescent labeling is not possible. It turns
out that especially C�H vibrational resonances lead to very strong CARS signals.
Therefore, CARSmicroscopy has been used extensively to study the lipid distribution
in a variety of live cells, live animals, and functional tissues [19]. Early applications of
CARS experiments were aimed at following the distribution dynamics of exogenous
compounds in live animals. This has the advantage that the vibrational spectra of the
compounds of interest are well known. In this respect, mostly permeation studies of
the skinwere performed [9]. Increasingly, however, CARSmicroscopy of endogenous
structures rich in C�H was performed. Examples are investigations related to
atherosclerosis and neuronal damage [20, 21]. None of these experiments could be
performedusing the labeling strategies necessary forfluorescence imaging. It should
be noted that the pulsed excitation employed in CARSmicroscopy can lead to sample
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damage. In most cases, however, the excitation intensities necessary are below the
threshold for the induction of noticeable damage even to sensitive organisms. As an
example, high-resolution CARS microscopy of yeast cells is possible for extended
periods without changing their normal behavior, that is, budding and similar
processes are not affected (Figure 16.2). Likewise, several CARSmicroscopic studies
on the lipid distribution in live Caenorhabditis elegans (Figure 16.3) have been
published [22, 23].

Figure 16.2 CARS images of lipid droplets in live yeast cells recorded at a resonance of 2845 cm�1.
Image dimensions are 150� 150mm (1024� 1024 pixels). Integration time, 1 s. M. Winterhalder,
unpublished results.

Figure 16.3 (a) CARS image of C. elegans. A
maximum projection of 54 stacks clearly shows
the intestine and fertilized eggs. Lipids mainly
located in the intestine generate a strong
CARS signal at 2845 cm�1. The image
dimensions are 150� 150mm (1024� 1024

pixels). Integration time, 5 s. (b) CARS image of
live human adipocytes, recorded at 2850 cm�1.
Image size, 84� 84mm (1024� 1024 pixels).
Line average, 2; integration time, 2 s. C. J€ungst,
unpublished results.
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The facts that CARSmicroscopy can be performed in a truly noninvasive manner,
that is, no labeling is necessary, andmicroscopy with light levels below those causing
photodamage to living animals is possible, hold great promise for future medical
applications of CARS microscopy. Currently, the main areas of interest in this field
are the diagnosis of malignant structures of the skin and intrasurgical application in
brain surgery [24]. Although this chapter focuses on biological applications of CARS
microscopy, it should nevertheless be mentioned that recently it has also found
exciting applications in studies of problems related to material science, such as
studies of catalytic processes [25].

16.4
Outlook

CARS microscopy is a new tool for truly noninvasive investigations. Although it
does not reach the sensitivity of fluorescence microscopy, it does not require the use
of labeling and it can be employed at light levels benign to living organisms, yet it
delivers contrast which is molecularly specific. It therefore provides a complemen-
tary approach to other microscopy techniques, which is especially interesting for
applications in the medical sciences.
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17
Detection of Viral Infection in Epithelial Cells by Infrared
Spectral Cytopathology
Max Diem, Nora Laver, Kristi Bedrossian, Jennifer Schubert, Kostas Papamarkakis,
Benjamin Bird, and Milo�s Miljkovi�c

17.1
Introduction

The Laboratory for Spectral Diagnosis (LSpD) at Northeastern University has been
developingmethodology for the automatic, infrared spectroscopy-based diagnosis of
exfoliated cells [1–3]. These methods will be referred to henceforth as spectral
cytopathology (SCP), since they deal with cytology – the �study of cells� using
spectral methods. Whereas classical cytology renders a diagnosis based on cell
morphology, SCP monitors changes in a cell�s biochemical composition. This
composition is determined via a globalmeasurement, that is, all cellular biochemical
components contribute to the observed infrared spectral pattern based on their
abundance. Although infrared spectroscopy of isolated biochemical components can
yield a variety of useful information, such as secondary and tertiary structure, degree
of hydration and association, and the nature of counter ions, the globalmeasurement
of the infrared spectrum of a cell cannot be interpreted in similar detail, since the
spectra of all components are superimposed and cannot be decomposed readily into
component spectra.Nevertheless, recent advances in the use ofmultivariatemethods
of data analysis have produced distinct spectral patterns for a large number of tissue
and cell types [4–11], and also for states of health and disease, cellular activity [12], and
response to external stimuli [13].

Here, we summarize recent experimental evidence that SCP is able to detect viral
infection in exfoliated epithelial cells. The results were unexpected, although some
prior in vivo Raman results [14] can be interpreted in terms of sensitivity toward viral
infections. In this chapter, we report preliminary results from a study of oral and
cervical cells for which viral infection status was known a priori, or established via
standard molecular biology/clinical testing procedures.
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17.2
Methods

Clinical samples of cervical and oral exfoliates were obtained from the Department
of Pathology at Tufts Medical Center (TMC), Boston, MA. The fixation protocols,
handling of samples, and the cell deposition methods have been reported previ-
ously. Classical cytopathology, and all testing for high-risk strains of human
papillomavirus (HPV, including the most common oncogenic strains 16 and 18)
were performed at TMC using the FDA-approved Digene Hybrid Capture II test
(see, e.g., [15]).

Spectral data of epithelial cells were collected using a data acquisition procedure
referred to as the PapMap approach [16] after deposition by cyto-centrifugation on to
infrared reflective slides. In this approach, cellular spectra are reconstructed by
averaging between 10 and100 individual spectra collected frompixels 6.25� 6.25mm
in size. Subsequent to spectral data acquisition, cells were stained and imaged.
Spectral data collection and viral DNA testing were performed on parallel samples
(i.e., a sample aliquot was tested for the virus, while another aliquot was used for
spectroscopy). The sample of herpes simplex-infected oral cells was diagnosed by
classical cytopathology only.

Raw spectral data were corrected via a universally applicable multivariate proce-
dure known as extendedmultiplicative signal correction (EMSC) [17, 18] tominimize
any residual water vapor spectral contribution, and also light scattered by the cells or
subcellular entities such as the nucleus. The correction of raw spectral features for
these effects has recently been discussed in a number of papers [19–21]. Spectral
datasets were analyzed by principal component analysis (PCA) [22], an unsupervised
method which does not require any training or validation datasets. PCA identifies
correlated and reproducible spectral differences whichmay be used to partition data.
Spectral types are visualized using scores plots, where correlated variance is indicated
by clustering of spectra or items.

17.3
Results and Discussion

Recent results from cervical and oral cell samples diagnosed by classical cytology as
�abnormal,� but not cancerous [i.e., samples diagnosed as ASCUS (atypical
squamous cell of unknown significance) or LGIL (low-grade intraepithelial lesion)
in cervical cytology)] showed unexpected SCP results [2, 3]. Most cells from an
abnormal sample are nondiagnostic in that they appear morphologically normal.
However, these cells exhibit different spectral signatures to those from normal
samples. This is shown in Figure 17.1, which shows a scores plot of cellular spectra
collected from the tongues of normal subjects and from the tongues of patients with
reactive abnormalities, and also cancer of the tongue. Whereas the cancerous cells
are morphologically and spectrally very different from normal cells, it is the
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nondiagnostic cells from the samples with reactive abnormalities that are most
interesting: despite the fact that these cells exhibit normal morphology, they show
spectral differences which range from near normal to near cancerous along the PC2
axis. This is in great contrast to classical cytology, where only 1% or fewer cells show
morphologic abnormalities.

Completely analogous results were observed for cancer and premalignant states of
other locations in the oral cavity [2]. Furthermore, cells from a patient with an active
cold sore, caused by an outbreak of a viral infection (herpes simplex), showed that
the infection was persistent in the majority of cells, and caused a gradual change in
the spectral patterns between normal cells and cells that were so compromised by the
viral infection that they could be diagnosed visually. The majority of cells, however,
which exhibited normal morphology, showed spectral patterns that were different
from those of normal cells. A comparison of spectral patterns observed for prema-
lignant changes and virally infected cells revealed that there exists a similar change in
both (Figure 17.2).

Although these observations do not prove that the precancerous conditions
observed in the oral cavity are caused by viruses, recent oncologic studies have
implicated both the human papillomavirus (HPV) and the Epstein–Barr (EB) virus as
possible causes of head and neck malignancies [23, 24]. Further evidence of SCP

Figure 17.1 Scores plot of spectra from normal, reactive, and cancerous cells from the tongue.
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detecting viral infection (or their consequences) was recently described by prelim-
inary cervical cancer screening efforts in the LSpD. These studies revealed that

. SCP can distinguish between normal [HPV(�)] and HPV-infected [HPV(þ )]
states.

. Cervical cell samples analyzed by SCP tend to follow the present or most recent
HPV status.

Figure 17.3 shows a graphical representation of these two statements, displaying
scores plots of cytologically normal cervical cells from HPV(þ ) samples (pale red)
and HPV(�) samples (pale blue) from 10 subjects as a coarse indicator of the
separability of these two states. The HPV status was established by DNA-based
diagnostics, which detects oncogenic strains of HPV, including strains 16 and 18.
Superimposed on this scores plot are samples with a normal cytologic and negative
HPV result at the time of sample collection, but with recent histories of abnormal
cytology. In Figure 17.3a, the sample had a history of ASCUS with a negative HPV
result, and classified with the HPV(�) samples (pale blue). In Figure 17.3b, the
sample had a history of HPV(þ ) ASCUS and LSIL, and classified with the HPV(þ )
samples (pale red). These results indicate that SCP has the sensitivity to detect the
primary response to viral infection and also the effect of recent infection status.

In vivoRaman studies for cervical cancer screening [14, 25] have demonstrated very
similar results, which were previously interpreted in terms ofmalignancy-associated
changes (MACs) [26], a loosely defined term with usage similar to �field
cancerization� [27], defined as follows: �Patients with a head and neck squamous
cell carcinoma (HNSCC) often developmultiple (pre)malignant lesions. This finding
led to the field cancerization theory, which hypothesizes that the entire epithelial
surface of the upper aero-digestive tract has an increased risk for the development of
(pre)malignant lesions because of multiple genetic abnormalities in the whole tissue

Figure 17.2 Second-derivative spectra of virally infected (top trace) and dysplastic (bottom trace)
oral cells.
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region� [28]. Thus, both �field cancerization� andMACs describe very subtle cellular
changes that help explain the occurrence of multiple lesions and the recurrence of
HNSCC after treatment of a primary lesion. The results presented here suggest that
these subtle morphologic changes could be due to persistent viral infections or their

Figure 17.3 Scores plots of cervical cells diagnosed as HPV (�) (pale blue) and HPV (þ ) (pale
red). Superimposed are the scores for an HPV(�) sample with a prior history of ASCUS (a), and a
sample with a history of HPV(þ ), ASCUS, and LSIL (b).
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effects. Normally, viral infections by the HPV or the EB virus are cleared within
months by the immune system; however, in cases when the immune system is not
able to fight the virus, genital warts or squamous cell cancers may result, as either a
direct or indirect result of the viral infection. In addition, recent studies have shown
that certain viruses (notably the human herpes virus 6 and 7) can insert their DNA
permanently into the human genome; these viruses have been implicated in a
number of diseases.

17.4
Conclusions

The results presented here suggest that methods of vibrational (i.e., infrared and
Raman) spectroscopy can detect spectral changes that are induced in cells by viral
infection. At this point, the nature of the actual spectral change is not understood, and
could be due to the presence of the viral genome or the viral proteome, or to the
immune response of the body. Recent studies from the LSpD have shown that
precancerous and virally infected cells show the largest changes in spectral regions
associated with protein vibrations [29], pointing to the detection of either the viral
proteome or the immune response. Infrared spectral changes due to the latter case
scenario, the immune response, have been observed in serum by Lasch et al. [30],
manifested by a large variation in the protein composition of the serum.
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18
Clinical and Technical Aspects of Photodynamic Therapy –
Superficial and Interstitial Illumination in Skin
and Prostate Cancer
Katarina Svanberg, Niels Bendsoe, Sune Svanberg, and Stefan Andersson-Engels

18.1
Background – Cancer and Its Treatment

Worldwide, in almost all countries, the incidence of malignant tumor disease is
growing. In developed countries, approximately every third person is diagnosed
throughout his/her lifespan with one or more malignancies. With an aging popu-
lation this figure is growing, as age is the paramount factor for presentation with a
malignant tumor. Considering these facts, cancer is defined as one of the world�s
endemic diseases and the second highest killer inWestern countries, out-numbered
only by deaths due to heart and vascular diseases. Historically, the evidence for
neoplasias of various kinds was described in Indian and Chinese scriptures and
Egyptian papyrus rolls as early as 2000 BC. Also, in very old artwork, neoplasias can
also be recognized in mummies from both the Old and New World. Already at that
time treatmentmodalities were presented, such as burning sticks, herbal decoctions,
and ointments. Surgery was the dominant treatment option until the beginning of
the twentieth century, when ionizing radiation was discovered and introduced as
another treatment modality. Interestingly, the inventor of ionizing radiation, Konrad
R€ontgen, became the first Nobel Laureate in 1901,motivated by his paper �Eine neue
Art von Strahlen� [1], which was published in 1896. Just a few years later this new
treatment modality was introduced in specialized hospitals in Germany, the United
Kingdom, and France, and international conferences within this new field were
organized and fascinating results presented.

18.2
Phototherapy

Ionizing radiation and also phototherapy (PT) and photochemotherapy (PCT) are
treatment modalities within the group of therapies related to physical phenomena
arising from the interaction of electromagnetic irradiation with biological tissue. In
this chapter, we consider electromagnetic radiation within the visible range, that is,
light. PTandPCTdiffer in the conceptualmeaning, namely inPCTaphotosensitizing
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agent is administered before the light exposure. Both therapies rely on a long
tradition and date back to the Greeks, who practiced full-body sun exposure, later
termed heliotherapy. A pioneer within the more modern clinical use of PTwas Niels
Finsen, who was also awarded the Nobel Prize for his discoveries using light in the
treatment of cutaneous tuberculosis [2]. Finsen is often referred to as the founder of
modern PT, a field which is still very relevant for dermatologic applications, such as
for psoriasis and certain other types of dermatitis. Another example of PT is the
treatment of juvenile jaundice utilizingUV light.Manymothers havemet this type of
PTwhen their newborn babies have been immunizedwith their ownblood, causing a
yellowish skin as a sign of jaundice [3]. Historically, these babies were placed in the
window niche at the hospital for exposure to sunlight, nowadays more often under a
UV lamp. This is the same type ofUV lamp that has been used duringmany years for
the diagnosis of cutaneous tinea, and also for the identification of false banknotes and
antibacterial effects in laboratories, and in public toilets for camouflaging veins to
prevent drug addict injections. A new and interesting field of PT is in psychiatry,
where encouraging results have been achieved in the treatment of a particular type of
depression called �seasonal affective disorder,� as it appears more frequently during
the dark season in Nordic countries, where daylight is restricted or absent during the
autumn and winter periods [4]. The effect on depression is partly ascribed to a
subsequent upgrading of the serotonin levels in the brain receptor transmitting
system after light illumination [5].

Already more than 5000 years ago during the Egyptian dynasties and in ancient
India, the first known examples of PCT in humans were reported when psoralen
plants were used as sensitizing agents in combinationwith sunlight for the treatment
of vitiligo (white/hypopigmented spots in the skin).

The term photodynamic therapy (PDT) refers to a variety of PCT when oxygen
must be present in the tissue. There is a resemblance between PDT and photosyn-
thesis of green plants, in which oxygen also is a prerequisite together with a ring-
structured light-absorbing molecule, chlorophyll, although photosynthesis leads to
build-up of organic material in contrast to tissue destruction in the case of PDT. PDT
is a local treatment modality with the potential of being selective due to the tumor-
preferred retention of the administered sensitizing agent. The first to demonstrate
PDT action was the medical student Oscar Raab in 1898, when he showed the toxic
action of acridine on paramecia (a unicellular microorganism) in conjunction with
ambient light [6]. He worked in the laboratory of Herman von Tappenier in Munich,
who reported in 1904 that the process that Raab had described was dependent on
oxygen. Raab was the first scientist to coin the term photodynamic therapy to describe
the phenomenon of oxygen-dependent photosensitization [7]. Subsequently, von
Tappenier performed PDT on humans with skin cancer, cutaneous lupus erythe-
matosis (a rheumatic and inflammatory disease), and genital condylomas (virus-
induced warts) using eosin as a photosensitizing agent. Hence he was the first to
introduce clinical PDT inmodern times. The next step in PDTdevelopment occurred
in 1908, when the physical properties of the sensitizer hematoporphyrin derivative
(HpD)were described. The biological activity of the agent was shown a few years later
in 1913 when a German physician, F. Meyer-Betz, injected himself with 200mg of
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HpD.He remained photosensitized for ambient light for 2months and photographs
of him show the typical edema occurring on the sun-exposed areas of his face and on
the dorsal part of his hands [8]. TheMeyer-Betz sensitization signs are similar to those
shown by patients suffering from the inherited disorder porphyria, due to a
deficiency of certain enzymes in the heme biosynthetic pathway. These patients
accumulate various porphyrins and their precursors in the skin, and thus show the
same type of skin sensitization. The anecdote about themythological creatures called
vampires, who were afraid of light as they were sensitized, had long teeth as the light
destroyed the soft tissue, and were thirsting for people�s blood due to anemia, seems
to reflect the classical symptoms of porphyria disease. The term porphyrin comes
from the Greek word purphura, which means purple pigment and refers to the fact
that these patients excrete purple/brown urine. The selective retention of endoge-
nous porphyrins in tumor tissue was first observed in Lyon, France, by Policard in
1924 using a Wood�s lamp with UV light exciting fluorescence emission. The
selective retention of HpD with fluorescence emission in tumor tissue was dem-
onstrated in 1948 by Figge andWeiland [9, 10]. Themodern era of PDTutilizingHpD
was initiated in 1960 by Lipson and Baldes in the treatment of breast cancer [11],
followed up by Bonnett et al. [12], who made a mixture of oligomeric porphyrins.
Thomas Dougherty improved the porphyrin mixture mainly by linking it with ester
and ether bridges and researched the potential of the PDT technique. Dougherty was
instrumental in taking the treatment modality into clinical use [13]. Many review
papers on PDThave nowpublished; see, for example, [14–16]. In this chapter, we aim
to provide clinical and technical perspectives of PDT and compare challenges in
superficial and interstitial light administration.

18.3
Phototoxicity

PDT action relies on three components required in order to cause phototoxicity in
targets such as tumors (Figure 18.1). These components are:

. Photosensitizer (PS): A PS or a pro-drug to a PS that is administered (systemically
or locally) to the subject. During a certain time interval, the PS is preferentially
accumulated to a higher degree in the malignant than the normal surrounding
tissue. The role of the PS is to capture/absorb the energy of a light photon and then
transfer it to another molecule (the substrate or the tissue oxygen), resulting in
tissue toxicity causing necrosis and apoptosis directly or by stimulating the
immune system.

. Light: Light of an appropriate wavelength matching the peak in the absorption
spectrum of the PS is required. Some PS agents have more than one absorption
peak (usually in the blue–green and also in the red wavelength region). The depth
of light treatment differs with wavelength and is increased in the red part of the
spectrum, which is preferably used for deeper PDT action. Only for very thin
lesions (less than 1mm in depth) does blue–green light have therapeutic value.
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. Oxygen: The substrate in the PDTprocess is the oxygen in the tissue. The oxygen
molecule accepts the excess energy gained in the light excitation of the PS. The
excited substrate, singlet oxygen, causes chemical destruction of the tumor cells
that involves oxidation.

The PDTprocess is illustrated in Figure 18.2. As light of an appropriate wavelength
is sent towards (superficial illumination) or into (interstitially through optical fibers)
PS-sensitized tissue, excitation of the PSmolecule occurs. Thus, the PSmolecule has

Figure 18.1 The three components of importance for photodynamic therapy: photosensitizer, light
and molecular oxygen.

Figure 18.2 The molecular interactions in PDT for the case of protoporphyrin IX as a
photosensitizing substance.
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gained excess energy. However, as a general phenomenon in nature, nothing
remains in an elevated energy level and the excess energy is transferred to the tissue
oxygen, which normally resides in a triplet ground state. Cytotoxic singlet oxygen is
generated and the PDT action occurs. The phototoxicity in PDT is either a direct
momentarily appearing cell kill with breakage of the cell membranes, or a secondary
effect after some days or weeks inducing damage to the vascular system or causing
necrosis and apoptosis in the cells due to the involvement of the immune system. The
action on the cell membrane is explained by the fact that some of the PSs are
oligomers and thus lipophilic, and therefore attach to the cellmembrane. In a second
round, the lipophilic oligomers are split into hydrophilicmonomers,which can easily
pass through the membrane into the inner part of the cells. There they are mainly
attached to the mitochondria or the lysosomes. The intracellular effect is then an
action on the respiration of the cell [17–19].

18.4
Photodynamic Procedure

As a principle for cancer treatment, PDT is fairly simple. There are, however, certain
important parameters that have to be taken into account for optimizing the therapy
results. Examples of these parameters are:

. selection of the PS and mode of administration (local or systemic)

. drug dose for that particular tumor type (percentage of PS ormg/kg body weight)

. time interval between PS administration and light delivery (minutes to days)

. total light dose or light energy delivered (J/cm�2)

. light dose rate (W/cm�2) and dose (s�W/cm�2¼ J/cm�2)

. light fractionation (continuous or intermittent illumination)

. light wavelength (adjusted for the PS absorption property)

. mode of light administration (superficial, interstitial)

. light source (light-emitting diode (LED) or fiber-transmitted laser light).

18.5
Photosensitizers

An optimal photosensitizer for PDT should fulfill certain criteria, namely:

. nontoxic in the absence of light (no �dark� PDT effect)

. high efficiency in absorbing light energy and in transferring it to the substrate
(tissue oxygen)

. able to absorb light at �longer� wavelengths, preferably above 600 nm for
increased depth of the light penetration

. accumulated preferentially within tumors (high contrast between tumor and
normal tissue)

. cleared rapidly from the normal surrounding tissue and organs at risk.
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Most probably there is no single sensitizer that fulfills the criteria for being the
optimal PS. Different tumors will require specific capabilities of the PSs and
substantial efforts have been devoted to developing ideal sensitizers. HpD has been
described as belonging to the first generation of PSs and the others in the list above to
the second generation.

Sensitizers and the red absorptionwavelengths used are listed inTable 18.1.Oneof
the agents in the table differs from the others as it is a precursor to a PS, namely
d-aminolevulinic acid (ALA), which is converted into an active PS following the heme
cycle in the cells. All the other PSs are preformed chemical substances. If the
wavelengths are translated into corresponding light penetration in the tissue, the
depth at which light is attenuated to 37% (1/e) of its initial value, this means
approximately a doubling from 630 to 720 nm and in terms of millimeters it
corresponds to a change from about 3 to about 6mm. Thin tumors can be treated
efficiently with all these PSs using superficial illumination. Deeper tumors and
tumors embedded in the body have to be treated with a different light administration
mode – the interstitial mode, with the light transmitted through optical fibers
inserted into the tumor mass.

There is a certain preferred time interval between the administration of a PS and
the light illumination, and this time span varies fromonlyminutes to days depending
on which PS is used. One of the newer PSs, a bacteriochlorophyll (Tookad), exerts its
action mainly on the endothelial cells in the vessels and therefore the illumination
starts at the same time as the PS is injected. For skin cancer, an important discovery
was reported when it was shown that topical application of (ALA) could be used to kill
skin cancer and precancer cells [20–22]. In this way, it is possible to avoid one of the
undesirable side effectswith systemically administered PS, namely that in addition to
sensitizing the tumor cells, the PSusually also causes light sensitivity in the skin over
a certain time period. Most probably this has delayed the clinical acceptance to
introduce PDT, as the patients have to be shielded from strong ambient light for
several weekswhen administering someof the PSs.However, it should bementioned
that drug-induced photosensitivity also occurs with many other pharmaceutical

Table 18.1 List of photosensitizers with themajor absorption peaks in the red part of the spectrum
(names in square brackets are the commercial trade names).

Photosensitizer Absorption peak
wavelength (nm)

Hematoporphyrin derivative (HpD) [Photofrin] 630
d-Aminolevulinic acid (ALA) [Metvix, Levulan] 635
meso-Tetra(hydroxyphenyl)chlorin (mTHPC) [Foscan] 652
Tin etiopurpurin [Pyrlytin] 660
Benzoporphyrin derivative (BPD) [Verteporfin, Visudyne] 690
Phthalocyanine 720
Lutetium texaphyrin [Lutrin] 732
Bacteriochlorophyll [Tookad] 760
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agents given to patients in daily practice, including some antibiotics (tetracyclines
and sulfonamides), nonsteroidal anti-inflammatory drugs (e.g., naproxen, ketopro-
fen, and ibuprofen), diuretics (hydrochlorothiazide), and some neuroleptics. The use
of some fragrances (e.g., musk perfume) and aspirin can also cause some skin
sensitivity. The clinically reversible effects of these drugs and substances are similar
to those of systemically administered PSs, with a dry bumpy or blistering rash on the
skin.

There are several important physical parameters to take into account concerning
the light illumination of PS-sensitized tissue. Most PSs exhibit several light absorp-
tion peaks. Usually the peak in the UV or blue part of the spectrum, (e.g., the Soret
bands of porphyrins) has a higher amplitude. On the other hand, for therapy of
tumors, red absorption is usually chosen owing to the deeper penetration of the
activation light compared with UV or blue light.

18.5.1
Laser-Induced Fluorescence for Tumor Detection

The gold standard for diagnosis of a disease is histopathologic investigation of biopsy
samples. This procedure is costly and time consuming as the tissue sample has to be
fixed, cut, and stained. This conventional technique might be complemented by
optical detection with the advantage of giving a diagnosis in real time. The technique
is referred to as laser-induced fluorescence (LIF) and two different geometries can be
utilized, either point monitoring with the recording of the full spectrum in a single
point or an imaging mode over the whole area with a single or a few wavelength
bands. The fluorescence excited from the endogenous chromophores is called the
autofluorescence. The technique has shown great potential for use in early tumor
detection and visualization of shallow lesions.

Blue or UV light is used for the fluorescence excitation. The autofluorescence is
broadbanded as it is a composite of various chromophores, such as collagen, elastin,
the coenzymesNADH/NADþ , and others, as shown inFigure 18.3. The composite of
the tissue endogenous chromophores differs depending on whether it is normal or
malignant tissue and the fluorescence emission varies and can be used for tissue
characterization. The endogenous fluorescence emission shows a drastic decrease in
intensity in the tumor tissue and is usually also red shifted.

LIF can also be used to localize dysplasia and early cancer before it is possible to
identify the affected areas with the naked eye. As an example, the detection of a
carcinoma in situ in the cervical area in a young woman is shown in Figure 18.4. The
five spectra with high-intensity peaking at about 410 nm were all recorded from the
squamous and transformation zone of the cervical portio. Thefifth spectrum shows a
clear decrease in intensity and at the same time a red wavelength shift of approx-
imately 60 nm. In this case, LIF guided the gynecologist to the right location for
biopsy sampling and the histopathology showed noninvasive carcinoma of the
cervix [23]. On visual inspection no sign of the early cancer was seen. The fluores-
cence signal corresponds to the early biochemical changes in the tissue. In the
transformation process fromnormal to dysplasia, this status changes earlier than the
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cell architecture, which is observed with the naked eye. Therefore, there is a
possibility to discover early cancer and precancer by using LIF and thus improve
the prognosis for the patient.

As there is a certain preference in uptake of the sensitizers in cancerous and
precancer tissue, the fluorescence signal in the red part of the spectrum from these
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Figure 18.3 Autofluorescence emission
spectra from the most important endogenous
fluorophores in the tissue excited at 337 nmwith
a pulsed nitrogen laser. As can be seen, the

autofluorescence is broadbanded as it is a
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Figure 18.4 (a) Autofluorescence spectra
recorded in vivo from a patient during an
investigation of the cervical area. The
fluorescence spectra with overall high intensity
represent normal squamous epithelium while
the spectrum with the low intensity was
recorded from a spot of cancer in situ

on the portio. In addition to showing a very low
signal, the spectrum is shifted towards the red
part of the spectrum, both being characteristic
of precancer or cancer. (b) The corresponding
histopathology from the suspicious area,
verifying carcinoma in situ.
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agents can be used for enhanced tumor detection and delineation. Three LIF spectra
recorded from healthy surrounding skin, tumor border, and tumor center are shown
in Figure 18.5. Two main features can be recognized. The autofluorescence shows a
decreased signal for the tumor. At the same time, the signal from the ALA-induced
protoporphyrin at �635 nm shows high values for the border and the tumor. If the
signal at 635 nm is divided by the signal at 470 nm, a clear demarcation ratio is
formed and the tumor including the border is delineated.

The ultimate goal would be to combine LIF and PDT for better tumor target
identification. The white light endoscopic image and the processed fluorescence
image of the vocal cords are shown in Figure 18.6. The fluorescence imagemarks out
the tumor area on the vocal cord all the way to the commissure between the two folds.
The fiber transmits the red PDT light to the tumor area and the PDT treatment is
performed guided by the fluorescence image.

18.6
Light Sources

Lasers with monochromatic light emission have been the natural choice for PDT.
However, before realistic diode lasers became available, the systems were compli-
cated and required strong support from collaborating physicists. The first lasers in
PDTwere the Au and Cu vapor lasers and argon ion pumped dye lasers emitting in
the red spectral region. Another possibility emerged with the frequency-doubled
neodymium:yttrium–aluminum–garnet (Nd:YAG) laser, emitting at 532 nm and

Figure 18.5 Fluorescence spectra from a basal
cell carcinoma and the surrounding normal
skin. The whole area was topically sensitized
with ALA, which induced the protoporphyrin IX,
which has an intense emission at about 635 nm.
The spectrum from the normal skin shows a

weak emission in the red part of the spectrum
and a high intensity in the blue–green region.
The tumor and the tumor border are
characterized by low autofluorescence and
high intensity corresponding to the PpIX peak.
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pumping a dye laser. Solid-state diode lasers were introduced in the clinic in the late
1990s. The advantage of lasers in PDT is the possibility of transmitting the light
through optical fibers and thus opening up the option of treating tumors in hollow
organs, such as the urinary bladder, bronchus, intestine, and esophagus. For
superficial illumination, such as for skin, the female gynecologic tract, and the oral
cavity, an array of LEDs can fulfill the task. As the PSs do not show very narrow
absorption features, the LED with a bandwidth of �20 nm is advantageous as a
treatment light source for superficial PDT. For interstitial PDT, lasers are convenient
sources, as the output light can be coupled efficiently to optical fibers for guiding it to
the target tissue.

Figure 18.6 A photograph from the operating
room at the ENT department at Lund University
Hospital, where a patient is being treated
with PDT. The white light image and the
fluorescence image of the vocal cords were

recorded in the pretreatment planning (inset).
The tumor is marked out by the fluorescence
image and the PDT procedure is guided to
the target by the LIF image.
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18.7
Photodynamic Therapy as a Clinical Procedure

Themost attractive feature of PDTas a local treatmentmodality is the selective action,
causing minor damage to normal adjacent tissue with less scar formation than with
alternative treatments. In particular in relation to ionizing radiation, PDT does not
cause any DNA damage with the risk of developing secondary malignancies. PDT is
characterized by:

. selective action for sensitized cancer/precancer tissue

. possibility of being repeated (in contrast to ionizing radiation)

. no accumulated toxicity

. fast healing with minimal scar formation and good cosmetics

. retained organ function.

18.8
Superficial PDT in Skin Lesions

The most common malignancy in the Western world is skin cancer and the
diagnosis and treatment impose huge costs on the healthcare system. Also, the
incidence of skin cancer is continuously increasing (10% per year) for several
reasons, such as more leisure time with increased sun/UV exposure, an aging
population, and for younger persons increased sunbed use. All classical skin
cancers, such as basal cell carcinoma (BCC), squamous cell carcinoma (SqCC),
and malignant melanoma are related to sun exposure. Also some of the precan-
cerous skin lesions, such as actinic keratosis (AK) and Mb Bowen (SqCC in situ) are
caused by UV light exposure.

Statistics for Sweden, with a population of approximately 9 million, show that the
cost of skin tumor removal amounts to 125 000 000 Euro per year [24]. The
corresponding cost for Germany, for example, is 1000 000 000 Euro per year. As
there are several treatment options for skin malignancies, such as surgery, cryosur-
gery, ionizing radiation, and topical cytotoxic drugs, a careful judgment has to be
made regarding treatment decisions.

Even though it is a very common disease, the diagnosis of some kinds of skin
malignancy is still uncertain and many benign lesions are unnecessarily surgically
removed. A clinical estimate shows that approximately nine out of ten removed
lesions are benign [25]. Therefore, LIF or other optical detectionmodalities should be
further developed for more convenient and safe diagnosis.

There are several benign, premalignant, and malignant lesions of the skin which
are suitable for PDT according to the list below:
Benign lesions

. psoriatic lesions

. acne vulgaris
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. verucca vulgaris

. lichen ruber (mucosal).

Potentially malignant lesions

. actinic keratosis

. Mb Bowen (SqCC in situ)

. cutaneous lymphoma.

Malignant lesions

. BCC

. SqCC

. Mb Paget

. extramammary Mb Paget (adenocarcinoma in situ).

Malignantmelanoma is the only primary skinmalignancy which is currently not a
candidate for PDT. This tumor type has to be surgically removed as soon as possible
for extensive histopathologic examination for continued handling and prognostic
evaluation. All the other types of skin malignancies can be considered for PDT. A
single treatment session is usually sufficient for thin tumors with a thickness of up to
3mm. Thicker tumors can be retreated after follow-up, or be pretreated with, for
example, curettage, which means that some tumor tissue is removed mechanically
and PDT is performed to the bottom of the tumor.

PDT has an important role in certain types of skin malignancies, such as:

. in elderly patients

. large tumors (diameter >3 cm)

. multiple tumor locations

. sensitive locations (pretibial, periocular, outer ear)

. recurrent tumors

. earlier radiation treatment

. high need for good cosmetics (face, thoracic wall).

WhenPDTwas introduced clinically, the PSwas administered systemically also for
skin malignancies [26–29]. As mentioned, an unwanted side effect of systemically
applied PS is skin sensitization for a certain period (varying from hours to months)
depending of the type of PS given. When topical application of ALA was introduced,
PDT for skinmalignancies took a large leap forward and a new era within superficial
PDT began. ALA is a naturally occurring five-carbon molecule and a straight-chain
amino acid. It can easily be dissolved in water and thusmixed in water-based creams
for topical use. ALA is the first step in heme synthesis in human cells and given to the
organism it enters the endogenous heme cycle in the cells. In this cycle, through
many enzymatically driven steps, protoporphyrin IX (Pp IX) is formed, which is a
very potent PS. There is a transient build-up in the amount of PpIX inmalignant cells
due to lower levels of the enzyme ferrochelatase, which transfers PpIX to heme. The
process can be followed by LIF, and thus the optimal time window when the contrast
normal/tumor ratio is high can be chosen. LIF can also be used for tumor delineation
with target definition to increase the treatment radicality.
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The clinical application of ALAwas recognized by Kennedy et al., who showed that
ALA–PDT was an efficient treatment for human skin cancer, with the first result
being presented in 1990 [21]. In 1991, the Lund group began clinical application of
ALA–PDT for skin tumors and via clinical phase III studies introduced the
treatment as a clinical routine modality for certain skin malignancies [30, 31]. Two
clinical examples of ALA-induced PDT are shown in Figures 18.7 and 18.8. Both
tumor locations are interesting for PDTas conventional modalities, such as surgery
and ionizing radiation, would not be optimal in any of these cases. The tumors are
shown before the ALA–PDT procedures and 3 months post-treatment. The tumor
remission results are equal to those with other treatment modalities with a cure rate
of �85% and better cosmetic results compared with other methods [31]. The only
modality that shows a lower recurrence rate is Moh�s surgery, which is an
interactive, time-consuming approach, often with very large areas of tissue being
removed.

The light dose used for ALA–PDTof skin malignancies is typically 40–60 J/cm�2.
The fluence rate is usually kept below 150mW/cm�2 in order not to heat the tissue. If
higher fluence rates are applied, hyperthermic effects may occur, affecting the result
of the PDT action with fibrosis induction, organ dysfunction with loss of tissue
elasticity, and impaired cosmetic results [32].

Figure 18.7 A squamous cell carcinoma in situ located on the finger before and after PDT utilizing
topical ALA as a sensitizing agent. This tumor location is well suited for PDT as the conventional
techniques, such as surgery and ionizing radiation, would not be preferred treatment modalities.
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18.9
Interstitial PDT for Prostate Cancer

Prostate cancer is the second most common malignant tumor in men, only out-
numbered by skin cancer, and is strongly correlated with age. Prostate cancer is
diagnosed based on the occurrence of urologic symptoms and an increased value of
the prostate-specific antigen (PSA), which is over-expressed in prostate cancer. An
elevated PSA value is a diagnostic indicator of a potential problem but can also be
related to benign disorders, such as prostatitis or benign hyperplasia of the gland.

The treatment modality is chosen based on the stage and histopathology of the
prostate cancer. For localized tumors, the preferred treatment is surgical prostatec-
tomy. External or internal ionizing radiation is also considered. Hormone therapy is
only used inmore advanced disease or as a pretreatment to surgery in order to shrink
the tumor size. Brachytherapy is administered by the insertion of trocars and sealed
needles containing iridium-192 (high dose rate brachytherapy) for a short period
(5–15min), or by permanent implantation of ionizing iodine-125 or palladium-103
seeds (low dose rate brachytherapy). These conventional treatment modalities are all
associated with undesired side effects such as urine incontinence, erectile dysfunc-
tion, and rectal wall damage with bleeding. These drawbacks open the way for
alternative treatment modalities, such as interstitial PDT and the need for individ-
ualized dosimetry and treatment control.

Several groups, including our group in Lund, have been developing interstitial
PDT to allow treatment of thicker and/or deeply located tumors. When light is
delivered into the tissue by optical fibers, the light will be very intense close to the
source and the fluence rate will decrease rapidly with distance from the optical fiber.
This is one of the reasons why interactive online dosimetry is crucial in interstitial
PDTas compared with surface illumination with a wide illumination field. Another

Figure 18.8 A cutaneous T-cell lymphoma tumor located below the margo border of the eye
shown before and after ALA–PDT. The patient had gone through six cycles of cytotoxic treatment
and had a remaining cutaneous tumor which was resistant to the systemic therapy.
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reason is that organs at risk (in prostate cancer the sphincters, the venous/nerve
plexus in the capsule, and the rectal wall) are located in the vicinity of the target tumor.

PDTof the prostate was first reported in 1990 by Windahl et al., who successfully
treated two patients with localized tumors using Photofrin (porfimer sodium) [33]. It
took more than a decade before other groups followed this initial attempt and
investigated the safety and feasibility of using ALA-induced PpIX for PDTof prostate
cancer [34].

Despite ALA being an interesting candidate as a PS for PDTof malignant tumors,
more potent PSswith absorption further towards the infrared regionwith better light
penetration are of interest as the whole prostate gland has to be eradicated in prostate
cancer therapy. This is a reason for investigating other PSs, such as meso-tetra
(hydroxyphenyl)chlorin (mTHPC, FOSCAN, temoporfin) with an activation wave-
length at 652 nm as reported by Nathan et al. at University College London [35] in
patients with local recurrence after radiotherapy. This drug is attractive due to the
slightly longer activation wavelength compared with Photofrin and ALA, and also to
the higher efficiency of production of toxic reactive oxygen radicals. The same group
applied mTHPC–PDT to untreated local prostate cancer in six patients [36]. The
outcomewas assessed byMRI examinations after the treatment. The treated prostate
glands in some patients exhibited distinct features of devascularization, potentially
indicating necrosis. The MRI images from some other patients showed patchy areas
with reduced contrast uptake, indicating mild tumor response to the treatment. The
volume of the prostate increased by�30% during the first week after treatment. This
was interpreted as being caused by induced edema and inflammation. By 2–3 weeks
post-treatment, the volume had decreased to�30% of the baseline volume. Reported
complications following PDTwere irritation of the urethra, which was cleared in all
cases after 4 months. None of these patients needed a urinary catheter, which is
common with other treatments.

Another PS investigated for prostate cancer treatment is Lutrin (lutetium tex-
aphyrin), whichwas administered to patientswith localized recurrent prostate cancer
after radiotherapy in a trial at University of Pennsylvania [37, 38]. The primary goal of
this trial was to assess the maximally tolerated dose of Lutrin–PDT. The drug–light
interval between drug administration and the commencement of treatment varied
between 3 and 24 h. Several properties, including measurements of the optical
properties of the prostate gland [39], fluorescence spectroscopy of the PS [40], and
spectroscopic assessment of tissue oxygenation [41], were investigated. Translatable
spherical isotropic fiber-optic light diffusers were used for direct measurements of
the light fluence rate. The optical measurements performed before, during, and after
treatment all indicated substantial heterogeneity of the optical properties of the
prostate and accumulation of the PS. The results also indicated that the tissue
oxygenation was relatively constant in each patient, but that the total hemoglobin
concentration decreased during treatment. The conclusion of the study was that
Lutrin–PDT is an attractive alternative to conventional prostate cancer therapy even
taking into account the mild, transient complications. Furthermore, the optical
heterogeneity of the prostate gland must be considered to ensure correct light
delivery. In a subsequent paper by the same group, short- and long-term effects on
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PSA levels were described in relation to the PDT light dose [42]. This was defined as
the product of the PS concentration and the in situmeasured light dose. A prolonged
delay to the time point when the PSA level began to increasewas shown for high-dose
as compared with low-dose PDT, 82 and 43 days, respectively. This group has also
developed pretreatment dosimetry software intended to optimize various treatment
parameters in order to tailor the emitted treatment light according to a predefined
dose plan [43].

Trachtenberg and co-workers at the University of Toronto reported on vascular-
targeted photodynamic therapy (VTP), using escalating drug doses of the photosen-
sitizer WST09 [44, 45]. Spherical isotropic fiber tips were used as detector probes to
study the fluence rate at selected sites during the treatment [46]. Complete response
was achieved in 60% of the patients who received high-dose VTP. This assessment
was judged using MRI investigation showing avascular areas 1 week after treat-
ment [47]. Also, biopsies from these patients showed no viable cancer after 6months.
The software used in the dosimetry planning of these treatments was presented by
Davidson et al. [48]. Inter-patient variations in the follow-up were seen. The most
probable causes of these treatment response variations were the variability of the PS
pharmacokinetics and the PS distribution as a function of time.

Our group started to consider interstitial PDT in localized prostate cancer in 2000
based on our experience of interstitial treatment of thick tumors using optical fibers
(see, e.g., [49–53]). We also have long experience in diagnostic measurements,
primarily in fluorescence spectroscopy, while dosimetric capability was being devel-
oped at that time. The first interstitial treatment system to be developed involved
splitting the optical power from a treatment laser into six parts delivered through six
individual fibers, which could be inserted into the tumor mass. The first clinical
treatments with this system were performed on easily accessible thick skin tumors,
intended to gain important clinical experience before moving on to treatment of
prostate cancer. A unique feature with this system was that it could intermittently be
used in a treatment and dosimetry measurement mode, as illustrated in Figure 18.9.
For treatment, all the fibers were used as emitters, to allow the light to be distributed
as efficiently and evenly as possible. In the measurement mode, only one fiber at a
timewas used as an emitter, while the otherfibers were used as light sensors. Thus, it
was possible to measure the light from one fiber tip to all the others. This dosimetry
measurement mode made it possible to monitor the distribution throughout the
tumor of fluence rates, PS concentration, and bleaching, and also the oxygenation of
the hemoglobin present in the tissue. The system was evaluated in the treatment of
experimental tumors in rats [49, 50], and was later used in early treatment of solid
human tumors [51–53].

The interstitial PDT studies have contributed to a better understanding of the
precise mechanisms of the PDTeffects for the development of improved dosimetry
models to plan and control the treatment. In order to be able to individualize the
treatment as well as possibly, to account for inter-patient variations, it is very useful to
be able to monitor all parameters of importance for the treatment outcome. With an
improved understanding of the processes involved, would be valuable to knowmore
parameters. It was in this context that the system shown in Figure 18.9 was
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developed – a system that had capabilities both for delivering treatment light and also
for measuring several parameters of importance for the treatment outcome. The
basic elements of this instrument, developed for clinical trials, are presented in
Figure 18.10 for the case of six interstitial fibers. Individually adjustable diode lasers
were used to supply light to each of the treatment fibers. Photographs from a
treatment session for a solid skin malignancy located on the ear are included in
Figure 18.10.

Clearly, a system of the kind described above can be fully utilized only in
conjunction with advanced dosimetric software, where measured diagnostic signals
are fed into a dose distribution calculation program [52–56]. The most common
approach is to define a treatment dose from a �threshold dose model� [57, 58]. This
means ensuring that a minimum dose, that is, the dose required to induce direct cell

Figure 18.9 (a) Interstitial PDT of skin
malignancies using a six-fiber system,where the
intensity of light flowing between fibers can be
measured by inserting a detector in front of a
fiber, while at the same time blocking the
treatment light intended for that particular fiber.

The situation when one fiber is sending out
treatment light and the other five aremeasuring
the received light is shown in (b), and the
situation when all six fibers are transmitting
treatment light is shown in (c).
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death, is delivered to all parts of the target volume, as depicted schematically in
Figure 18.11, showing an interstitial PDT treatment session of a prostate with 18
fibers just after initiating the treatment (with small red spheres surrounding each
fiber tip, indicating full treatment) and after almost full treatment (with the entire
prostate, and some small regions of surrounding tissue being marked as receiving
the threshold dose). In practice, the dose can be defined in several ways:

. Oneoption is tomultiply the lightfluence by thePS concentration to obtain a value
related to the amount of excited PS. One then assumes that this value is directly
correlated with the amount of oxygen radicals produced and that this amount is
related to the tissue damage potential. The idea is that this number should exceed
a threshold value for the entire target volume. This means that the PS concen-
tration and light fluence must be quantified in three dimensions.

. If one furthermore assumes that the PS concentration is homogeneously dis-
tributed throughout the target volume, it is sufficient to consider only the
distribution of the lightfluencewithin the target volume. This will clearly simplify
the measurements required to control a treatment.

Figure 18.10 Schematic views of a six-fiber
system with capability for treatment and also
diagnostics of light flux, sensitizer
concentration, and tissue oxygenation through
the same fibers shown for the treatment
situation (c) and for the diagnostic situation

(d). Further, in theupper part of the figure a solid
tumor is shown, (a) in a diagnostic
measurement and (b) in treatment using all
fibers Diagrams with fiber arrangement
schemes from [54].
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The fluence rate can be assessed using calibrated optical probes, where integrating
the signal over the treatment time yields the fluence dose [59, 60]. Such point
measurements are valuable for providing representative values of the light dose
delivered at one location. In order to obtain a spatial map of the fluence rate
throughout the entire target volume, the photon propagation must be theoretically
calculated. The optical properties of the tissue treated are then determined, followed
by calculations using a photon propagation model. One example of a theoretical
model is the analytical solution to the diffusion equation.

The optical properties in interstitial PDT are typically evaluated through steady-
state, spatially resolved measurements [39, 46, 52, 56, 61–63], where absorption and
scattering are assumed to be constant throughout the measured tissue. Recently,
heterogeneous models of the tissue have been reported utilizing tomographic
measurement schemes. The optical properties are then often reconstructed using
structural information obtained from prior ultrasound examinations [64, 65] or
MRI [66]. This is necessary as the reconstruction is an ill-conditioned and under-
determined problem as the number of signals is limited for practical reasons. Many
detectors are still essential in order to be able to assess the parameters as a function of
position. It therefore quickly becomes a challenge to perform the measurements in
the best way and to get the detectors into place. Several studies have been carried out
inwhich the opticalfibers delivering and collecting the lightwere placed transrectally.

Some type of model for the forward light problem calculating the light fluence
distribution has to be used both for the evaluation of the optical properties of the
tissue (the so-called inverse problem) and in the modeling of treatment light
penetration (a true forward problem once the optical properties are known). A wide
variety of models have been developed in interstitial PDT dosimetry. For example,
accelerated Monte Carlo methods [67], higher order approximations of the radiative
transport equation [68, 69],finite elementmethods [48], and homogeneousmodels of
the diffusion equation [56, 70] have been utilized.

In the pretreatment planning, the issue is to optimize the treatment outcome in
terms of destroying the target tissue, while avoiding orminimizing any side effects of

Figure 18.11 Treatment light delivered through multiple optical fibers positioned inside the
prostate. Parts (a) and (b) show two different instances of the same treatment session, where the
iso-surfaces mark tissue that has received at least the threshold dose.
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the treatment. This requires modeling of the treatment parameters in every position
of the target tissue, and innearby tissue structures. The intention for the light delivery
is to tailor the light distribution so that the entire target volume receives afluencedose
above the threshold. Organs at risk should receive as low a light dose as possible. For
this optimization, not only the treatment time but also other parameters have to be
considered and optimized. Such parameters are light source positions, shape, and
power [43, 48, 55, 56, 70, 71]. The optimization has to take into account clinically
realistic light delivery modes, meaning a limited number of optical fibers that can be
inserted into the prostate gland.

Most groups utilize optical fiber diffusers to deliver the treatment light, whereas
our rationale is to adopt bare-end optical fibers. These fibers allow well-defined
positions when using them as sources or detectors, and thus provide a well-defined
source–detector distance in any measurements conducted with the fibers. It should
therefore be possible to obtain more accurate and robust values of the optical
properties of the tissue. It has also been necessary to develop dosimetry software
to calculate the optimumpositioning of thefibers based on the geometry of the tumor
and the nearby organs at risk. Predefined values for absorption and scattering can be
assigned to different types of tissue in the pretreatment planning, when no values for
the particular patient have yet been obtained. The fiber positions and irradiation
times for the individual fibers can then be calculated. The aim of this calculation is to
maximize the fluence dose to the prostate gland, while minimizing the dose to the
organs at risk. In addition to the pretreatment planning, the instrument developed in
our group performs dosimetry calculations during treatment. Thus, the irradiation
times can be updated based on treatment-induced changes in the optical properties
measured during the treatment. The general procedure is described in detail
elsewhere [56, 72].

A clinical trial using an 18-fiber interstitial PDTsystem, constructed together with
the spin-off company SpectraCure (Lund, Sweden) along the principles developed by
the Lund University group, has so far involved four prostate cancer patients. The
system, procedures, and clinical outcome of these activities have been described
recently [73]. Photographs from the clinical procedures are shown in Figure 18.12. In
addition to the light flux, the sensitizer concentration and level of oxygenation were
also monitored in these treatments. These data, however, were not used to influence
the treatment procedure. Incorporation of these data should help to achieve opti-
mized, individually tailored treatments, while the parameters in such a model still
have to be defined from real treatments. Several preclinical studies have reported less
variation in PDTresponse when compensating for varying levels of sensitizer in the
target medium [74, 75].

Photosensitizer concentration can be assessed through absorption [46] or fluo-
rescence [40] point measurements. Fluorescence was employed in our measure-
ments owing to its higher sensitivity. Suchmeasurements could compensate for both
intra- and inter-patient variations.Hence, analogously to thefluence rate calculations,
the sensitizer distributionmust be assessed in three dimensions. A full tomographic
reconstruction of the PS concentration throughout themediumhas been conducted,
showing an interesting potential also in studying the rate of PS photobleaching as a
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measure to predict treatment outcome. A method of doing this has been reported
previously [76].

Interstitial PDT for the treatment of prostate cancer is being continuously
developed. Several groups have stressed the need for more sophisticated dose
planning approaches. Many aspects must be considered, such as individual varia-
tions in blood supply to the gland, type of PS, concentration and localization of PS, the
oxygen concentration in and optical properties of the gland, and the size and
pathology of the prostate gland. Risk organs in the close vicinity of the prostate
must also be considered, for example, the urinary bladder sphincters, to avoid the risk
of incontinence. Other potential side effects of the treatment also have to be carefully
considered. Thus, the general health status of the patient, the treatment time, and
light sensitivity of the patient during and following treatment have to be taken into
account in the planning of the treatment. In our opinion, the results obtained so far
indicate that this new modality for prostate cancer therapy is very promising. More
studies are under way with the aim of getting the treatment modality approved for

Figure 18.12 Photographs from a treatment session of prostate cancer with an 18-fiber system
for interstitial PDT with integrated dosimetry feedback functions. Photographs courtesy of
SpectraCure AB.
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treatment of prostate cancer. Interstitial treatments are also under way for other
tumors requiring interstitial light delivery, asmentioned above. These attempts to get
interstitial PDTapproved for these tumor types face very much the same challenges
as described for the treatment of prostate cancer – a need for an improved dosimetry
and measurements allowing more accurate planning for each individual treatment.

18.10
Discussion

PDT is gaining increased acceptance in the management of malignant disease. Its
minimally invasive nature combined with the possibility of retreating without any
memory effect are attractive features of this treatment modality. A serious draw-back
with the technique is that many sensitizers leave a prolonged light sensitivity to the
skin, requiring discipline in not being exposed to strong ambient light for periods
which could extend to 1 month. This is not the case with ALA-induced PpIX
sensitization, especially useful in the management of non-melanoma skin cancer,
which therefore has gained wide application. Interstitial PDT of deep-lying lesions
requires a detailed and individualized dosimetry taking spatially resolved light
fluence, sensitizer concentration, and tissue oxygenation into account in order to
achieve the full advantages of the modality. Several groups, including ours, are
addressing this challenge.Withmore ideal sensitizers, having high tumor specificity,
high quantum efficiency, long wavelength activation and fast skin clearance, PDT
would gain a strong boost. In this context, extensive efforts along these lines include
the development of functionalized nanoparticles.

The development of optimized PDT is a strongly multidisciplinary task where
close collaboration between medical doctors of different specialities, physicists, and
biochemists is needed. If pursued successfully, PDTmight become a treatment of
choice for patientswith variousmalignant pathologies. Beingminimally invasive and
requiring limited infrastructure, this treatmentmodality could also prove particularly
realistic in third-world countries with limited healthcare resources.
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Molecular Targeting of Photosensitizers
Hasan Tayyaba, Prakash R. Rai, Sarika Verma, and Xiang Zheng

19.1
Introduction

Photodynamic therapy (PDT) is an emerging, externally activatable treatment
modality. It involves the generation of toxic molecular species via excitation of
chemicals called photosensitizers (PSs), by light of an appropriate wavelength,
generally in the presence of oxygen. PDT is clinically approved for the treatment
of neoplastic and non-neoplastic disease and offers several advantages over conven-
tional chemotherapy by providing additional selectivity through the spatial confine-
ment of light required for PS activation. Awide range of PSs have been evaluated and
six of these have successfully transitioned from the bench to bedside applications [1].
Despite the regulatory approvals and the clinical success of PDT in oncology, a major
limitation of all existing PSs is the lack of high selectivity for target tissue, which
precludes its broad application to complex anatomic sites.

A key variable in ensuring favorable PDT outcome and a broader application is
selective PS accumulation in the target tissue, thereby confining phototoxic effects to
malignant cells. PS selectivity can be enhanced by severalmethods [2, 3] (Figure 19.1),
and can be broadly classified into three categories: (i) molecular modification of the
PS by using targetingmoieties for improved recognition of target sites, (ii) delivering
high PS payloads using passively or actively targeted nanoconstructs, and
(iii) biological modulation of target cells to enhance PS concentration.

In this chapter, we discuss some recent advances, spanning the last 5 years, in
developing such strategies for efficient PS targeting towards enhancing PDTefficacy
against cancers.
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19.2
Molecular Modifications of Photosensitizers

19.2.1
Small Molecules, Peptides, and Aptamers

Modifications can bemade to the inherent structure of a PS by adding a side chain or
functional group, or by conjugation of PS to small molecules for delivery such as
folate [4], estradiol [5], carbohydrates [6], and fluorescent dyes that localize sub-
cellularly [7]. Peptides have also been extensively used to target the PSs to surface
receptors and to intracellular organelles including the nucleus [8]. Cell surface
receptors are the most common molecular targets of peptide–PS conjugates and
cause improved tumor selectivity over normal cells due to their overexpression on
tumor cells. Some recent examples include vascular endothelial growth factor
receptor (VEGFR) neuropilin-1, epidermal growth factor (EGF) [21], gastrin-releas-
ing peptide receptor (GRPR), and avb3-integrin. Other organelles such as Golgi
bodies, endoplasmic reticulum, andmitochondria have been explored to understand
the effect of intracellular targeting on PDT [9]. As an example, an amphiphilic
porphyrin derivative containing a mitochondrial localization sequences (MLS)
peptide has been developed [10] and cell-penetrating peptide (CPP) has been used
to deliver PSs intracellularly [11, 12]. These studies suggest that stability and affinity
are the primary limitations with peptides. Some recent advances that may improve
peptide-targeted PDT include the use of peptidomimetics to overcome in vivo stability
and nanotechnology to enhance affinity to cancer cells. Aptamer–PS conjugates have
also been developed for selective in vitro PDT targeting of a lymphoma cell line [13].
Thus such peptide– and aptamer–PS conjugates may provide an avenue for the
development of highly efficient PDT regimens for clinical applications.

Figure 19.1 Schematic representation of molecular targeting of PS in PDT. Both targeting and
packaging strategies can be employed to design efficient PSs, in combination with site-specific
activation, to achieve optimum accumulation of PS in tumors.
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19.2.2
Proteins

Antibody-conjugated PSs were one of the earliest targeting strategies in PDT [14].
Despite all the efforts, antibodies have achieved limited success as targeting agents
because of disadvantages such as nonspecific binding of Fc (fragment, crystallizable)
receptors in normal cells and poor tumor penetration [15]. Efforts have beenmade to
overcome these limitations using antibody fragments to direct PSs to the tumor [16].
scFv (single-chain fragment, variable) fragments provide efficient tumor penetration
and the molecular specificity achieved by these scFvs has been found to vary for
different PSs [17]. Some other advances include (i) production of a recombinant
immunophotosensitizer [18] using a red fluorescent protein as PS, to overcome the
synthetic limitations, such as purification, associated with antibody–PS constructs,
and (ii) application of small immune proteins (SIPs) as antibody fragments [19]. SIPs
may be preferable formany tumor targeting applications due to their excellent in vivo
stability, long residence times in tumors, and good selectivity. In vivoPDTefficacywas
enhancedwith a SIP–PS conjugate as comparedwith an scFv conjugate [19]. Proteins
such as transferrin [20] and albumin [22] have also been used for tumor targeting and
can improve the specificity and efficiency of PDT [23]. In addition, antibodies have
been used as targetingmoieties in conjugation with other delivery constructs such as
nanoparticles (NPs) [24]. Antibody-targeted PSs have rarely been used clinically,
probably owing to the complicated and expensive regulatory process required for
such transitions.

19.3
Delivering Photosensitizers via Targeted Nanoconstructs

Many PSs are hydrophobic, reconstitute poorly, have difficult transport in biological
systems, and may be rapidly cleared by the reticuloendothelial system (RES) of the
body. Preparation of pharmaceutical formulations for parenteral administration of
such PSs is greatly hindered because of these limitations and, to overcome this,
strategies that employ nanometer-sized delivery vehicles called NPs have been
developed in order to permit the stable dispersion of these PSs into aqueous systems.
NPencapsulation of PSs has broadened the spectrumof viable PSs for PDTdue to the
enhanced solubility and stability [24]. The leaky neovasculature of tumors favors
accumulation and diminished clearing, often referred to as the enhanced perme-
ability and retention (EPR) effect, helps passively target the tumor. PSs have been
encapsulated by different strategies in different NPs, including liposomes, micelles,
polymeric NPs, and dendrimers [24]. The use of nanoparticle-encapsulated two-
photon dyes or upconversion NPs allows activation with low-energy light which can
deeply penetrate tissues [25]. Instead of being mere carriers, these nanoconstructs
participate in the actual mechanism of PDT, either by acting as PSs themselves or as
transducers of X-rays or near-infrared radiation to emission wavelengths appropriate
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for excitation of attachedPSs. Further, theNPs canhave specific targeting agents such
as monoclonal antibodies, aptamers, or peptides for greater selectivity and specific-
ity [24]. Even additional imaging agentsmay be attached or encapsulated in theNPs to
allow for drug/treatment monitoring by fluorescence optical imaging, computed
tomographic scan, magnetic resonance imaging, or positron emission tomogra-
phy [26–28]. It should be emphasized that by appropriate design of the NP, one can
circumvent natural barriers to drug delivery, and nanotechnology provides a prom-
ising future direction with a platform for the development of multimodal PDT-based
combinations for enhanced treatment effects [29, 30]. However, much work still
needs to be done and PDT is now at an exciting stage of development. Very few
clinical studies have evaluated the effect of the different delivery systems in
terms of clinical efficiency. Following extensive characterization, the rapid translation
of nanoparticle-encapsulated PSs into the clinic could help validate the potential
of PDT towards impacting cancer patients.

19.4
Target Modification/Cellular Activation

Target cell biology has also been modulated to enhance PS accumulation in tumors.
ALA (d-aminolevulinic acid)-mediated treatment provides an excellent example of
this technique, where cell differentiation agents are used to increase the conversion
of PpIX (protoporphyrin IX) PS from ALA, resulting in increased PDTeffectiveness.
Differentiating agents that have been used include vitamin D [31], methotrexate [32],
and iron chelators (CP94) [33], which are already in clinical use. These agents can
induce tumor cell differentiation and upregulate key enzymes involved in PpIX
synthesis, thereby rendering tumor cells more susceptible to PDT.

Anotherupcomingapproachisthegenerationof�SmartPSs.�ThesePSsareinitially
in a quenched state but can be activated for photokilling by specific components in the
tumor region and can provide increased specificity with reduced toxicity. Such �smart
PSs� can potentially provide a powerful tool for targeted PDT in cancer. Various
activationmechanismshavebeen explored, including tumormicroenvironment (pH,
hydrophobicity), enzyme cleavage, and nucleic acid sequence displacement. Lovell
et al. have reviewed the design and application of such �smart PSs� that provide
additional specificity for cancer treatment [34].Only at the tumor is PS converted from
aninactive (quenched) formtoanactivephototoxicstate, thuspreventinganycollateral
damage to the normal tissue. Despite encouraging initial results, further studies are
needed before the full potential of such �smart PSs� can be established.

19.5
Conclusion

PS conjugates and supramolecular delivery platforms can improve PDT selectivity
by exploiting cellular and physiological markers of targeted tissue. Overexpression of
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receptors in cancer and angiogenic endothelial cells allows their targeting by affinity-
based moieties for the selective uptake of PS conjugates and encapsulating delivery
carriers, while the abnormal tumor neovascularization induces a specific accumu-
lation of PS nanocarriers by the EPR effect. In addition, polymeric prodrug delivery
platforms triggered by the acidic nature of the tumor environment or the expression
of proteases can be designed. Promising results obtainedwith recent systemic carrier
platforms will, in due course, be translated into the clinic for highly efficient and
selective PDTprotocols. The overall impact of the development of the more selective
PDT agents will result in a broader applicability of this promising platform
technology.
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20
Photodynamic Molecular Beacons
Pui-Chi Lo, Jonathan F. Lovell, and Gang Zheng

Photodynamic therapy (PDT) is a promising modality for cancer treatment [1, 2].
It involves the combined action of a photosensitizer, light, and molecular oxygen to
generate reactive oxygen species (ROS), particularly singlet oxygen, to eradicate
tumor cells. Although significant progress has beenmade over the last two decades in
the development of highly efficient photosensitizers [3, 4], a major challenge is to
enhance the selectivity of photosensitizers so that damage to surrounding tissues is
minimized. To this end, various approaches have been explored to improve the
tumor-targeting property of photosensitizers. One of the strategies involves conju-
gation with monoclonal antibodies or small-molecule ligands that have specific
affinity for tumors [5, 6]. An alternative approach is through photosensitizer
encapsulation in nanocarriers, such as liposomes, polymeric micelles, lipoproteins,
and silica nanoparticles [7–9]. These nanomedicines can achieve long circulation
times, allowing significant accumulation in tumors through the enhanced perme-
ability and retention (EPR) effect [10, 11]. Rather than controlling the localization of
photosensitizers, an alternative approach is to use activatable photosensitizers, which
have recently attracted considerable attention [12–14]. These novel photosensitizers,
upon interaction with various tumor-associated stimuli, can be switched �on� for
photosensitization, offering a new level of selectivity for therapeutic applications. As
shown in Figure 20.1, there are three steps to achieving targeted cell killing using
activatable photosensitizers. First, the photosensitizers are delivered to the target
cells and surrounding cells. This could be through systemic or topical routes. Next,
the photosensitizers are activated only in the target tissue by enzymes or other factors
associated with the target (and not the adjacent healthy cells). Finally, the target site is
irradiated with light that is usually of a wavelength in the near-infrared range to
maximize tissue penetration. Although the light is absorbed by the inactivated
photosensitizers in the healthy tissue, the photosensitizers remain quenched and
therefore no singlet oxygen is generated. The target cells activate the photosensiti-
zers, and upon irradiation the photosensitizers generate singlet oxygen to kill those
cells specifically.

To design an activatable photosensitizer targeting particular cells, several
factors must be considered. The active linker, which regulates singlet oxygen

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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production, is the centerpiece of the construct. Various activation mechanisms
are possible, including the separation of photosensitizer and quencher through
linker cleavage by target enzymes or linker elongation by a target nucleic acid.
Selection of an appropriate photosensitizer is particularly important. It should
absorb light at the appropriate wavelength (near-infrared wavelengths are usually
ideal for in vivo applications) and have a high singlet oxygen quantum yield.
Hydrophobicity should also be considered since very hydrophobic photosensiti-
zers might affect the active linker control mechanism and could make purifica-
tion more difficult. Finally, the quenching mechanism must be chosen carefully.
The simplest quencher can be chosen based on FRET (F€orster resonance energy
transfer) efficiency with the fluorescence emission of the photosensitizers [15].
Alternatively, self-quenching mechanisms can be used, which often have the
advantage of simpler synthesis and more photosensitizers per construct. How-
ever, it may be more difficult to predict a design that will ensure efficient self-
quenching in the inactive state. Various activation mechanisms are summarized
in Figure 20.2 and selected examples of these smart therapeutic agents are
highlighted here, focusing on those which can be activated by the environment,
enzymes, and nucleic acids.

It has well been documented that the extracellular pH in tumors is relatively low
compared with that of normal tissues (about 6.8 versus 7.3) [16, 17]. This charac-
teristic has been employed for the development of various pH-activatable fluores-
cence probes for cancer imaging [18, 19]. McDonnell et al. extended the study to
prepare a series of amine-containingBF2-chelated azadipyrromethenes (Figure 20.3),
of which the singlet oxygen generation ability can be switched on and off in N,N-
dimethylformamide (DMF) by changing the pH environment [20]. Under acidic
conditions, the amino substituents are protonated, by which the photoinduced
electron transfer (PET) process is inhibited. Compound 1, for example, shows an
approximately 10-fold enhancement in singlet oxygen generation efficiency. Com-
pound 2 is a boron dipyrromethene derivative having an additional 15-crown-5 unit.

Figure 20.1 General principle of targeted cell killing by activatable photosensitizers.
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It is responsive not only to the pH value, but also to the salt concentration, both of
which are important physiological parameters [21]. Only at low pH and high salt
concentration is this compound activated by hindering the PETprocess, showing an
approximate sixfold increase in singlet oxygen production.

Figure 20.2 Different activation mechanisms of activatable photosensitizers for PDT, with PS
representing a photosensitizer and Q representing a quencher.
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This approach has also been used by Jiang and co-workers, who synthesized a
series of silicon(IV) phthalocyanines with two axial polyamine substituents
(Figure 20.3) [22, 23]. The pH-dependent electronic absorption, fluorescence emis-
sion, and photosensitizing properties can be modulated by the axial substituents.
Compounds 3 and 4 exhibit the most desirable changes in the pH range 5–7, which
can roughly differentiate the tumor and normal tissue environments. Their intracel-
lularfluorescence intensity andefficiency in generating singlet oxygen and superoxide
radicals are greatly enhanced at lower pH, making them promising pH-controlled
and tumor-selective fluorescence probes and photosensitizers for PDT.

Overexpression of specific enzymes is often associated with certain diseases.
Proteases, for example, represent an important class of enzymes which are related to
cancers, hypertension, AIDS, respiratory diseases, and so on. Therefore, they are the
therapeutic targets of many clinically approved drugs for these diseases [24], and
should be excellent candidates for activation of photosensitizers. In addition, due to
their well-characterized and catalytic action, one enzyme molecule can in principle
activatemanymolecules of the photosensitizer in a specificmanner, resulting in high
signal amplification. As shown in Figure 20.2, enzyme-activated photosensitizers
have focused on enzymatic hydrolysis of covalent bonds that leads to a separation of
photosensitizer and quencher. There have been several approaches to developing
proteases beacons. Short peptides linking photosensitizer and quencher, polylysine
backbones with self-quenched photosensitizers, and also peptide–polylysine hybrids
have been described.Other substrates have beenused to fuse photosensitizers so that
quenching is impacted by enzymatic substrate cleavage. Chen et al. employed this
concept to report a photodynamic molecular beacon (PMB), 5, in which a pyropheo-
phorbide a (Pyro) photosensitizer is linked to a carotenoid (CAR) quencher via a
cleavable caspase-3 substrate, GDEVDGSGK (recognition site underlined; see
Figure 20.4) [25]. Owing to the close proximity of Pyro and CAR, the excited state
of Pyro is quenched by CAR, inhibiting the generation of singlet oxygen.However, in
the presence of caspase-3, the peptide chain is cleaved and the detachment of Pyro
and CAR leads to an increase in the singlet oxygen luminescence intensity (by about
fourfold) and lifetime (by about 1.3-fold). In this particular PMB, the CAR not only
deactivates the excited state of Pyro, but also directly scavenges singlet oxygen, which
can minimize photodamage to nontargeted cells [26].

Figure 20.3 Selected examples of pH-activatable photosensitizers.
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On the basis that caspase-3 is one of the executioner caspases involved in apoptosis,
this kind of PMBcanbe used to indicate the occurrence apoptosis. PMB 6 is an analog
of 5, having a black hole quencher 3 (BHQ-3) instead of CAR as the quencher
(Figure 20.4) [27]. This agent induces photodamage in irradiated cells by the
sensitizing action of Pyro and simultaneously identifies apoptotic cells by
the near-infrared fluorescence due to the detached Pyro. Hence this PMB can be
considered as having a built-in apoptosis sensor for evaluating its therapeutic
outcome in situ.

By using a similar strategy, PMBs triggered by matrix metalloproteinase-7
(MMP-7) [28] or fibroblast activation protein (FAP) [29] were also prepared and
studied in detail, both in vitro and in vivo, by the same group. These PMBs are
promising for the diagnosis and treatment of epithelial cancers. The studies validate
the core principle of the PMB concept, showing that selective PDT-induced cell death
can be achieved by controlling the singlet oxygen generation ability of the photo-
sensitizer by responding to specific cancer-associated biomarkers.

One of the factors that affect the efficacy of PMBs is how close the photosensitizer
and the quencher can be brought together by the peptide linkage. Different peptide
sequences will give different background fluorescence as a result of their distinct
natural folding. To overcome this problem, the concept of a �zipper� has been
explored, which involves the introduction of two polycationic and polyanionic
segments to hold the photosensitizer and the quencher in close proximity by
electrostatic interactions. This results in silenced dye activity which is basically
independent of the peptide linkage. The hairpin conformation of the substrate
sequence can also facilitate the cleavage of the enzyme-specific linker. Chen et al.
prepared a series of these zipper molecular beacons, in which Pyro connected to a
segment of polyarginine and BHQ-3 connected to a segment polyglutamate are
linked to twoMMP-7-specific peptide sequences,GPLGLARKandRPLALWRSK [30].
It was found that the unsymmetrical beacon (BHQ-3)(E)5GPLGLA(R)8K(Pyro) can
optimize the quenching efficiency and readiness of dissociation of the zipper arms
after proteolysis. The polyanionic arm of the zipper can prevent the photosensitizer

Figure 20.4 Caspase-3-activatable photosensitizers.
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from entering the cells, while the polycationic arm can enhance the cellular uptake of
the dye after cleavage (Figure 20.5). This �zipper� concept can become a general
approach to improve the functionality of a wide range of diagnostic and therapeutic
probes through a simple modification of the substrate sequences.

In addition to these molecular beacons, polymeric protease-mediated photody-
namic agents have also been reported [31–33]. Choi et al. developed a polylysine–
chlorin e6 (Ce6) conjugate in which multiple Ce6 molecules are attached to a
biodegradable poly-L-lysine (Lys) backbone grafted withmonomethoxy poly(ethylene
glycol) (MPEG) side chains (Figure 20.6) [31]. In this polymeric species, the Ce6
molecules are aggregated and the high local concentration of Ce6 causes self-

Figure 20.5 Schematic diagram showing the zipper molecular beacon design; D and Q represent
the dye and the quencher, respectively. Reproduced with permission from Chen et al., Bioconjug.
Chem., 2009, 20, 1836.

Figure 20.6 Activation of fluorescence emission and singlet oxygen generation of a
polylysine–chlorin e6 conjugate by a protease. Reproduced with permission fromChoi et al.,Cancer
Res., 2006, 66, 7225.
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quenching, resulting in weak fluorescence and low singlet oxygen generation. The
aggregation behavior of this polymeric species, however, can enhance the tumor-
accumulating property by the EPR effect. In the presence of cathepsin B in buffer, the
fluorescence of this polymeric beacon is activated and its singlet oxygen generation
efficiency increases sixfold.A similar activation processwas also demonstrated in vivo
using a xenographic tumor model. An intensified fluorescence signal was observed
in the animals injected with the agent, which also showed an improved antitumor
efficacy comparedwith controls. Campo et al. further improved this systembyusing a
derivatized nicotinic acid polymer with a hydrophilic cationic quaternary amine
group, thus eliminating the interference of PEGylation with the photosensitizer
interactions that give rise to self-quenching [34].

Nagano and co-workers recently reported another enzymatically activatable
photosensitizer based on thiazole orange (7, Figure 20.7) [35]. The bulky and
hydrophilic b-galactoside moiety of 7 reduces its intracellular fluorescence emission
and photosensitizing ability. This may be a result of the blockage of the binding
between the dye and biomolecules, especially DNA in the cells. Upon hydrolysis by
b-galactosidase, 7 gives the thiazole orange derivative 8 (Figure 20.7), by which both
the fluorescence intensity and phototoxicity in cultured cells are greatly increased.
The action of 7 on lacZ gene-transfected HEK293 lacZ(þ ) cells and untransfected
lacZ(�) cells has also been examined. b-Galactosidase is encoded by lacZ gene from
Escherichia coli. Interestingly, the HEK293 lacZ(þ ) cells incubated with 7 show a
bright fluorescence image and are killed upon irradiation, whereas the lacZ(�) cells
are only weakly fluorescent and remain essentially unharmed. During the photo-
treatment, relocation of the dye to the nucleus was observed only in lacZ(þ ) cells.
The results nicely demonstrate that 7 is activated specifically in b-galactosidase-
expressing cells.

In addition to applications in cancer imaging and therapy, activatable photosensi-
tizers are also potentially useful for the treatment of localized infections by drug-
resistance bacteria. Zheng et al. reported a novel b-lactamase activated photosensi-
tizer [36]. The short separation of the two photosensitizer moieties based on 5-(40-
carboxybutylamino)-9-diethylaminobenzo[a]phenothiazinium chloride leads to
homo- or heterodimerization and eventually quenching of the fluorescence emission.

Figure 20.7 Activation of thiazole orange-based photosensitizer 7byb-galactosidase. Reproduced
with permission from Koide et al., J. Am. Chem. Soc., 2009, 131, 6058.
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In thepresence ofb-lactamase expressedbymethicillin-resistantStaphylococcus aureus
(MRSA), the b-lactam ring is cleaved, releasing activated photosensitizer moieties
(Figure 20.8). The results show that photosensitizers can target MRSA selectively and
cause less damage to host tissue than PDT with the free photosensitizer.

In addition to enzymes, nucleic acids can also be the targets for PMBs.On the basis
that mRNAs have high tumor specificity and their hybridization to the complemen-
tary antisense oligonucleotide (AS-ON) sequences through Watson–Crick base
pairing is highly selective and efficient, a novel mRNA-triggered PMB has been
developed [37]. In this beacon, a Pyro photosensitizer and a CAR quencher are
connected to a c-raf-1mRNA-targetedAS-ON as the loop sequence. The hairpin effect
results in better control of the singlet oxygen production upon target–linker inter-
actions compared with the peptide-based analog [26]. The signal-to-noise ratio is
improved more than threefold. This PMB also shows efficient cellular uptake and
PDT activation in c-raf-1 expressing MDA-MB-231 cancer cells. By using a similar
approach, Nesterova et al. recently prepared two dimer-based molecular beacons in

Figure 20.8 Mechanism of the cleavage of a b-lactamase activated photosensitizer. Reproduced
with permission from Zheng et al., Angew. Chem. Int. Ed., 2009, 48, 2148. Copyright Wiley-VCH
Verlag GmbH & Co. KGaA.

Figure 20.9 Schematic diagram showing the action of phthalocyanine dimer-based molecular
beacons. Reproduced with permission from Nesterova et al., J. Am. Chem. Soc., 2009, 131, 2432.
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which two identical zinc(II) phthalocyanine moieties are linked together by an
oligonucleotide sequence [38]. Owing to the intrinsic propensity of these phthalo-
cyanines to form nonfluorescent H-type dimers, the beacons are in the �off� state. In
the presence of the target DNA, the beacon�s loop hybrids to its target, forcing the
beacon to open. This disrupts the phthalocyanine dimer, restoring the fluorescence
emission (Figure 20.9). Some attractive features of these dimer-based molecular
beacons include their strong fluorescence emission in the open form due to the
presence of two fluorescent reporter moieties and their relatively straightforward
synthesis procedure.

This chapter has highlighted the design and effect of several classes of PMBswhich
can be activated by different tumor-associated stimuli. They have great potential in
killing diseased cells effectively and specifically. Further development of this field of
research should be intensified in the years ahead, particularly further improvement
of their efficiency and selectivity, discovery of new activation mechanisms, and
detailed in vitro and in vivo studies towards clinical implementation.
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21
Oxygen Effects in Photodynamic Therapy
Asta Juzeniene

21.1
Introduction

From the early days of photodynamic therapy (PDT), a combination of dyes (photo-
sensitizers) and light has beenused to kill cells.However, in 1902, the importance of a
third element, molecular oxygen (O2), was recognized by Ledoux-Lebards [1] and
soon afterwards by von Tappeiner and Jesionek [2] and Straub [3]. They demonstrated
that photodynamic action is inhibited in the absence of O2 and concluded that O2 is
required in photosensitization reactions [1–3]. Several hypotheses have been pro-
posed for the role of O2 in these reactions. In 1931, Kautsky and de Bruijn proposed
that O2 in its singlet excited state could initiate photodynamic reactions [4], and
B€ackstr€om in 1934 suggested the involvement of free radicals [5]. Because of the
difficulty in identifying and measuring the amounts of the photochemical reaction
products in vitro and in vivo, the processes involved in photosensitization were not
understood before the 1960s. In the presence of O2, the photosensitized oxidation
reactions can follow two pathways, called type I and type II reactions [6, 7]. In type
I reactions, the triplet state photosensitizer can interact directlywith biomolecules, by
electron or hydrogen transfer, to form radicals and radical ions which react withO2 to
form oxidized products. In type II reactions (photodynamic action), the triplet state
photosensitizer can transfer its energy directly to O2, generating singlet molecular
oxygen (1O2) [6–8]. Thus, the significance of O2 in PDT was recognized, and later
many important effects related to O2 levels were observed. These are discussed in
this chapter.

21.2
The Role of Oxygen in Photodynamic Therapy: 1O2 Generation

1O2 is recognized to be the main mediator of photoinactivation of cells sensitized
with most clinically used photosensitizers [8, 9]. In 2002, the production of 1O2
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during PDT was detected for the first time by direct measurements in vivo [10].
This highly reactive form of O2 reacts with many biological molecules and causes
damage that may be lethal for cells. The type II mechanism (1O2 mechanism) is
generally considered to be dominant in PDT. The presence of sufficient O2 is
required for 1O2 production in tissues.

21.3
Dependence of the Photosensitizing Effect on O2 Concentration

When PDT became a cancer treatment, it was hoped that this treatment would
not suffer from any O2 effect, in comparison with radiation therapy or, at least,
would be efficient down to very low O2 levels. However, in the 1980s it was
demonstrated that PDT was not efficient under anoxic conditions, either in vitro
or in vivo [11–16]. The efficiency of photoinactivation of the sensitized cells
decreases with decreasing O2 concentration [12, 15]. The O2 dependence of the
photoinactivation of cells is affected by the type, intracellular concentration,
and localization of the photosensitizer, the presence of 1O2 quenchers, pH, and
so on. For example, it has been demonstrated that the quantum yield of photo-
inactivation with hematoporphyrin derivative (HpD) was reduced by 50%
when the partial pressure of oxygen (pO2) was reduced to 7.6mmHg in NHIK
3025 cells [15]. Similar results were later found in vivo by Henderson and
Fingar [16].

21.4
The Oxygenation Status in Tumors and Normal Tissues

Oxygen concentrations are significantly lower in some solid tumors than in normal
tissue. Up to half of locally advanced solid tumors may exhibit hypoxic and/or
anoxic regions [17]. Hypoxic regions may be observed in breast, uterine cervix,
vulva, head and neck, prostate, rectum, pancreas, brain tumors, soft tissue
sarcomas, and malignant melanomas [17]. Tissue pO2 is controlled by the O2

delivery rate and by the O2 consumption rate of vascular walls and tissues. An
imbalance between O2 supply and consumption in tumors is caused by abnormal
structures and functions (tortuosity, leakiness, lack of pericytes, inhomogeneous
distribution) of the microvessels, increased diffusion distances between the blood
vessels and the tumor cells, and reduced O2 transport capacity of the blood due to
anemia [17]. Hypoxic areas in such tumors are insensitive to PDT [13, 16, 18].
Additionally, hypoxia may indicate an insufficient vascular network, likely to limit
photosensitizer delivery.

PDT is now mainly used in dermatology to treat optically available skin cancer.
The role of O2 in cutaneous PDT has previously been described by Fuchs and
Thiele [19].

306j 21 Oxygen Effects in Photodynamic Therapy



21.5
PDT-Induced Reduction of Tumor Oxygenation

21.5.1
O2 Consumption (Primary Reduction)

The majority of PDT-induced cytotoxic responses are due to type II reactions (1O2

generation) which require and consume O2: one O2 molecule is consumed for each
1O2 that reacts with and oxidizes another molecule. The O2 consumption rate
depends on the concentration of photosensitizer, the fluence rate, the extinction
coefficient of the photosensitizer, the quantum yield of photooxygenation, and so
on [20–22]. The photochemical O2 consumption rates under clinical conditions with
Photofrin (porfimer sodium) at fluence rates greater than 100mWcm�2 are higher
than themetabolic oxygen consumption rates ofmost tissues and lead toO2 depletion
during exposure to light [23, 24].

21.5.2
Vascular Damage (Secondary Reactions)

Some photosensitizers, especially after shorter incubation times before light expo-
sure, accumulate mostly in blood vessels, and PDT then mainly targets tumor
vasculature. Thus, PDTcan lead to vasoconstriction and vessel clogging, depending
on the conditions such as fluence rate, fluence, drug concentration, and tissue
type [25–30]. Vascular damage to the tumor microenvironment is serious, since it
inevitably leads to changes in the O2 supply to the tumor. For example, within
minutes of light exposure acute hypoxia in tumors due to vascular damage has been
demonstrated during PDT with Photofrin [31, 32]. This almost always limits direct
tumor cell photodestruction [31].

21.5.3
Photosensitizer Photobleaching (Secondary Reactions)

In addition to 1O2 reactions with cellular targets, 1O2 may react with the photo-
sensitizer itself. Generally, even under well-oxygenated conditions, the photobleach-
ing reactions also consume O2. Most photosensitizers used in PDT are photo-
labile [33, 34]. Photobleaching can decrease the effectiveness of PDT by reducing
the photosensitizer and O2 concentrations. However, it can also be useful for
dosimetry [35–37]. Sometimes, when the O2 concentration is reduced (due to PDT
itself or due to hypoxic conditions), the O2-independent photobleaching mecha-
nism, caused by interactions between excited triplet-state photosensitizer and
biological substrates, becomes dominant for tumor and tissue damage. Then,
provided that the photosensitizer concentration is lower in the surroundings of
the tumor than in the tumor itself, there will be a selective effect on the tumor and
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one does not need to worry about normal tissue damage, now matter how much
light is delivered.

21.6
Methods to Reduce Tumor Deoxygenation During PDT

It is possible to minimize O2 depletion during light exposure and to allow tumor
reoxygenation.

21.6.1
Low Fluence Rates

Tumor responses to PDTwith different photosensitizers depends onO2 levels and on
thefluence rate of the light [24, 38].A reduction influence rate fromhigh (75–200mW
cm�2) to low (10–50mWcm�2) results in increased PDTefficiency [24, 38–42]. High
fluence rate PDT is inefficient, since the consumption of O2 exceeds the rate at which
O2 can be resupplied from the vasculature, leading to PDT-induced hypoxic tissue
regions [24, 43]. O2 depletion occurs on a time scale of seconds, and depends on the
average fluence rate [22]. PDT carried out at a fluence rate of 50mWcm�2 may
consumeO2ata rateofaround6–9mMs�1 [20],whereas therate isaround32 mMs�1at
100mWcm�2 [22]. There is a lower limit of efficient fluence rates (below 5.5mW
cm�2) [24, 38]. A lowfluence rate implies a long exposure time. If this time is too long,
vessel damage will occur during exposure and, as a consequence, pO2 will decrease.
Thus, it has been found that low fluence rate PDT causes severe and longer lasting
disruption of the microvascular perfusion [42, 44]. This may cause reduced PDT
efficiencybutmayalso lead to thrombosisandhemorrhage in tumorbloodvessels that
subsequently lead to tumor death via deprivation of O2 and nutrients [42, 44, 45].

Recently, metronomic PDT has been proposed for delivery of ultra-low fluence
rates (mWcm�2) and low concentrations of a photosensitizer continuously over
several hours, days, or weeks [22, 46].

21.6.2
Fractionated Light Exposure

O2 consumption is more pronounced at higher fluence rates, and it may take only a
few seconds to create anoxia [20]. This aspect is even more crucial when treating
solid tumors, as they are often badly oxygenated. Fractionated light exposure
regimes have been suggested to overcome this problem, because as long as the
microvasculature remains functional, it is possible to stop light exposure for some
time and allow reoxygenation. Effective reoxygenation of cells can occur in dark
periods of around 30–150 s, depending on the degree of induced hypoxia and on the
intactness of themicrocirculation [20, 47]. Reperfusion injury can occur during PDT
when blood flow is restored after a transient period of ischemia [48]. Furthermore,
relocalization of the photosensitizer during the dark period may occur and improve
the outcome [49].
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21.6.3
Other Methods

Since most normal tissues contain about 5% oxygen, which is supplied by the
circulation, they cannot be made more sensitive to PDT by increasing the oxygen
tension because the relative quantum yield for 1O2 formation is constant from 5 to
100% O2, whereas it is halved at 1% oxygen [15, 16]. Hypoxic parts of tumors,
however, can be made more sensitive to PDT by overcoming hypoxia. Several
methods have been proposed to increase tumor oxygenation: (1) breathing hyper-
baric oxygen, (2) using oxygen-carrying fluorocarbons combinedwith carbogen (95%
oxygen) breathing, (3) using nicotinamide injection and carbogen breathing, (4)
using oxygen-releasing substances, (5) modulating the oxygen binding capacity of
hemoglobin, (6) decreasing the respiration rate, (7) increasing the oxygen solubility,
(8) using blood flow modifiers, and (9) destroying hypoxic cells with bioreductive
drugs or hypothermia [50]. Several of thesemethodshave been exploited forPDTwith
promising experimental and clinical results [51–56].

21.7
Changes of Quantum Yields Related to Photosensitizer Relocalization

Under certain conditions, light exposure may result in a transient or permanent
intracellular relocalization of photosensitizers (sulfonated meso-tetraphenylpor-
phines, sulfonated aluminum phthalocyanines, etc.) [57–59], sometimes even to
the nucleus [58–60]. This may lead to the DNA damage and sometimes increase the
quantum yield of cell photodestruction [60, 61].

21.8
Changes of Optical Penetration Caused by Changes in O2 Concentration

The O2 concentration changes during PDT, as described above. This will lead to a
change in the penetration spectrum of light into tissue since hemoglobin and
oxyhemoglobin have different absorption spectra. This has to be considered in the
choice of optimal wavelength. We have found that as O2 depletion starts to manifest
itself, and the hemoglobin/oxyhemoglobin ratio increases, the optical penetration
will increase at 390–422, 455–500, 530–545, and 570–585 nm and decrease at
422–455, 500–530, 545–570, and 585–805 nm [62, 63].

21.9
Conclusion

The efficacy of PDT is crucially dependent on tissue oxygenation, which changes
during PDT due to consumption in the photodynamic action itself, to photobleach-
ing, and to vascular damage. The tissue oxygenation influences the penetration depth
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of light into tissue during PDT. Reliable, noninvasive methods for monitoring
oxygenation during PDT are needed. Optical methods, exploiting differences in the
absorption spectra of hemoglobin and oxyhemoglobin, are promising in view of their
simplicity and precision.
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22
Organic Light-Emitting Diodes (OLEDs): Next-Generation
Photodynamic Therapy of Skin Cancer
Ifor D.W. Samuel, James Ferguson, and Andrew McNeill

22.1
Introduction

The distinctive properties ofmodern light sources have opened upmany uses of light
in the diagnosis and treatment of disease. These light sources are particularly relevant
in the treatment of skin diseases because the skin is so readily accessible, and as a
result light is now used in the treatment of more than 30 skin diseases. A very
important and rapidly growing family of skin diseases is skin cancers. Many of these
cancers (notably basal cell carcinomas and Bowen’s disease) can be treated by
photodynamic therapy (PDT), in which a combination of light and a drug is used
to cause a photochemical reaction to destroy the tumor.

Over the past 20 years, there has been considerable growth in PDTarising from a
combination of advances in light sources and photosensitizers [1–5]. It is the
treatment of choice for many skin cancers and is now widely used across Europe
andAustralia. Although light is used in the treatment ofmany skin diseases, its use is
heavily restricted by constraints imposed by the hospital-based light sources that
are typically used [6]. In this chapter, we review the strengths and weaknesses of
PDT as currently practiced, introduce organic light-emitting diodes (OLEDs) as
novel light sources, and show how wearable light sources inspired by them are
transforming PDT.

22.2
PDT of Skin Cancer: Current Approach

Current treatments for skin cancers include surgical excision, cryotherapy, radio-
therapy, and various creams. Surgery is very effective but can leave significant
scarring and carries a risk of infection. PDT offers a gentler alternative, which can
give excellent cosmetic outcomes. This is important as lesions are caused by sunlight
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and therefore occur in places that can be seen. The current treatment cycle typically
consists of an initial visit to a family doctor, followed by a visit to hospital for
the lesion to be identified, two return visits for PDT, and a further return visit for
follow-up.

On each of the visits for PDT, the lesion is initially abraided by light curettage
(scraping) and a cream of a precursor to the photosensitizer [d-aminolevulinic
acid (ALA) or its methyl analog, Metvix] is applied. This precursor is metabolized
to the photosensitizer protoporphyrin IX over the next few hours. Accumulation
of protoporphyrin IX occurs preferentially in tumors and so strong selectivity
for the tumor is achieved. Four hours after the cream has been applied, the
lesion is illuminated under intense red light (65mWcm�2) for 20min, leading
to a dose of 75 J cm�2. The treatment is often painful and a variety of measures
are used to manage the pain, including blowing cool air over the treatment
area and in some cases local anesthetic. The procedure is labor intensive as
the patient requires supervision to provide appropriate pain relief. The treatment
is repeated 1 month later and the two sessions are normally sufficient to kill the
tumor.

A variety of light sources are commonly used. These include solid-state diode
lasers, filtered lamps, and large arrays of inorganic light-emitting diodes (LEDs).
These light sources are expensive and cumbersome, requiring the patient to
come to the hospital for treatment, and to lie still under the light source. The
number of patients who can be treated is limited by the availability of light sources
and supervising staff. From the patient�s point of view, the treatment involves a
considerable waiting time in hospital. The pain in conventional PDT is also a major
concern as median pain scores are 6 on a scale where 10 is extremely severe pain [7].
Even so, the cosmetic results can be impressive.

22.3
Advances in Light Sources: Organic Light-Emitting Diodes

Organic semiconductors are plastic-like materials with semiconducting electronic
properties. They combine favorable properties of plastics such as tunability by
changing the structure, with scope for simple fabrication and manufacture,
so enabling a new generation of semiconductor devices to be made. Many of these
devices are related to their inorganic counterparts, and yet with distinctive aspects.
For example, these materials can be dissolved and so deposited by simple processes
such as ink-jet printing to make devices such as LEDs and transistors. The simplest
organic light-emitting diode (OLED) structure consists of one or more (�100 nm)
thin organic layers between contacts. When a voltage is applied, charges are injected
and opposite charges can meet up, leading to emission of light.

Thematerials are amorphous so epitaxy is not required and different colors can be
deposited side-by-side. As a result, most work on OLEDs has been directed towards
making displays. Many mobile phones now contain OLED displays. Larger and even
flexible displays are under development.
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22.4
Transforming PDT with Wearable Light Sources

In this section, we show how OLEDs can be used for PDT and could lead to a
transformation in the way in which PDT is delivered to patients.

22.4.1
Developing OLEDs for PDT

We recognized an opportunity to use OLEDs to perform PDT in a completely
different way. OLEDs could be used to make a small, compact, wearable light source
that would enable patients to undergo ambulatory treatment, that is, treatment in
which they could move around (Figure 22.1). Displays are orders of magnitude
dimmer than PDT light sources, so do not at first sight appear to be obvious
candidates for PDT. However, as PDT works by a photochemical reaction, a lower
intensity can be used for a longer time to achieve the desired result.

Figure 22.1 Ambulatory PDT. A wearable light source is used to treat skin cancer and is thrown
away afterwards.

22.4 Transforming PDT with Wearable Light Sources j317



The demonstration of OLED-PDT required the development of suitable OLEDs.
The requirements for OLED-PDTare very different from those for OLED displays. In
OLED displays, important issues are achieving pure primary colors, making pixels,
and ensuring a sufficiently long lifetime. For OLED-PDT, we envisage a disposable
light source, so lifetime is not an issue. However, OLED-PDT requires uniform
orange–red illumination over the area to be treated. Many lesions to be treated are
small, so a light-emitting area 2 cm in diameter was sufficient for demonstration
purposes. The device needs to run at much higher brightness than for a display, and
in our initial studies we used OLEDs emitting 5mWcm�2 in the orange–red region
of the spectrum. An OLED is a very unusual light source because it emits light from
an area, rather than a point. It also has a very distinctive shape – it is very thin.
The device consists of two parts – a light-emitting head connected to a power
supply containing batteries, that can be worn in a manner analogous to an iPod.
Hence the patient can walk around or work during treatment. The light-emitting
part of the device is attached to the area to be treated by adhesive tape, much like a
sticking plaster.

22.4.2
Testing OLEDs for PDT

After obtaining ethical approval and initial studies on ourselves, we performed a pilot
study at Ninewells Hospital, Dundee. The study involved following the same
procedure as for conventional PDT, but applying light from an OLED for 3 hours
instead of using one of the hospital fixed light sources. Patients could thereforemove
around during treatment.

Twelve patients with basal cell carcinoma or Bowen’s disease were studied and
received two treatments of OLED-PDT 1 month apart. At follow-up 6 months after
treatment, seven of the 12 patients remained free from their lesions [7]. For the
sample size, this is consistent with the normal (70–80%) success rate of PDT. Inmost
cases, the cause of �failure� was a small region at the edge of the lesion in a crescent
moon shape. The trial used OLED light sources that were 2 cm in diameter and
treated lesions of up to 2 cm in size. It is therefore likely that the failures resulted from
a slight misalignment of the light source over the lesion. This has been addressed in
subsequent work by making the light source larger so that there is a significant
margin of illumination around the lesion, and by introducing an alignment template
for the clinician. These two measures now ensure that the entire lesion is treated
evenly.

During the trial, patientswere asked to rate the pain they felt on a scale from0 to 10.
For OLED-PDT, the median pain score was 1, whereas for conventional PDT the
median pain score was 6. This is a remarkable difference and a major advantage of
OLED-PDT. It is all the more remarkable as no pain relief was used with OLED-PDT,
whereas a Cynosure (cool air) fan was used for all patients receiving conventional
PDT. The reason for the reduced pain is that amuch lower intensity of light is used for
a much longer time.
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22.4.3
Ambulatory PDT: a New Paradigm

The results of the pilot trial are extremely encouraging as they demonstrate
ambulatory PDT with much reduced pain. There are many implications for treat-
ment. One is that it is muchmore comfortable and convenient for the patient as they
can move around during treatment and experience much less pain. Another is that
the number of patients who can be treated is larger as there can be many of the light
sources. It is also possible for the patient to return to work or home after the light
source has been applied

The real scope for transformation of PDTcomes from the possibility of avoiding a
hospital visit altogether. Family doctors (general practitioners) could potentially
administer the treatment, thereby removing the need for expensive and inconvenient
hospital visits.

22.4.4
Commercialization of Ambulatory PDT

We are keen that the advantages of ambulatory PDTshould be widely available. The
path from concept to approved product is long and expensive and ambulatory PDT
is now being commercialized via a spin-off company, Ambicare Health Ltd.
The company raised money to enable a product to be designed that meets the
requirements for medical CE marking. The medical CE mark has recently been
awarded, meaning that the device can now be sold in the European Union. As OLED
manufacture is still developing, the first product, Ambulight PDT (Figure 22.2), uses
inorganic LEDs in combination with a diffuser as the light source. Future products

Figure 22.2 Ambulight PDT – a wearable light source for skin cancer treatment consisting of a self-
adhesive light source and a separate battery-powered control unit.
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mayuseOLEDs because they are area light sources by nature,matching the fact that a
lesion is an area to be treated, and they are thin and can be flexible.

22.5
Conclusion

Advances in phototherapy and PDT have been closely linked to advances in light
sources. PDT is an attractive treatment for many skin cancers, but its current use is
limited by the need for cumbersome, specialized light sources, hospital visits, and
many patients finding it painful. We have shown that OLEDs enable compact and
convenient wearable light sources for PDT to be made, thereby making ambulatory
treatment possible. This advance has the potential to transform PDT by enabling far
more doctors to administer it, far more patients to receive it, and ultimately enabling
treatment to take place without the need for hospital visits.
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23
Nanoparticles for Photodynamic Therapy
Wen-Tyng Li

23.1
Introduction

Photodynamic therapy (PDT) can be a curativemodality for early or localized cancers
and can improve quality of life and lengthen survival for advanced diseases. Owing to
its minimal invasiveness and selective therapeutic effect, the applications of PDT
have been expanded to treatment of precancerous conditions, infectious diseases,
and age-related macular degeneration. Their advantages include cost effectiveness,
highly localized treatments, sparing of extracellularmatrix that allows regeneration of
normal tissue, repetition of therapy without accumulation of toxicity, possibility of
combining with chemotherapy, which leads to higher cure rates, and induction
of immunity, which may contribute to long-term tumor control and suitability for
outpatient therapy [1].

Depending on the part of the body being treated, the photosensitizer is admin-
istered by intravenous injection or local application. Light is applied to the area to be
treated after the drug has been absorbed by the pathologic tissue. The photosensitizer
activated by light forms reactive oxygen species (ROS) that kill the cancer cells directly
by way of type I and type II reactions. Type I reaction involves the production of
radicals resulting from the activated sensitizer reacting with plasma membrane or
other intracellular molecules. Type II reaction involves generation of singlet oxygen
(1O2) upon energy transfer from the activated sensitizer to oxygen. PDT may also
work by destroying tumor-associated vasculature, leading to tumor infarction or by
alerting the immune system to attack the cancer [2]. Responses to photodynamic
treatment are dependent on the type of photosensitizer used, its extracellular and
intracellular localization, the total dose administered, the total light exposure dose,
lightfluence rate, the timebetween the administration of the drug and light exposure,
the oxygenation status of the tissue, and the type of cells involved [3].

Cancer cells respond to photodynamic damage by eliciting a rescue response and/
or by undergoing cell death. Rescue responses often involve changes in gene and
protein expression of stress proteins, allowing the cells to copewith the damage. PDT
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may result in cell death via apoptosis, necrosis, or autophagy, which can be affected by
the cell type, the nature of photosensitizers, the incubation protocol, and the light
dose [4, 5]. The physical and chemical natures of the photosensitizers, such as
hydrophobicity and charge, are of great importance in determining their subcellular
localization. The sensitivity of intracellular components to photooxidation via pho-
todynamic action plays an important role in photocytotoxicity. Photosensitizers can
localize in mitochondria, lysosomes, endoplasmic reticulum, Golgi apparatus, and
plasma membranes, which leads to different signaling pathways involved in cell
death.

The essential goal of PDT is to induce efficient damage to tumor tissue while
sparing the surrounding tissue. A selective therapeutic effect of PDT is achieved from
preferential accumulation of photosensitizers and from irradiation of the target
tissue. Some photosensitizers can reach higher concentrations in tumor tissue than
in surroundinghealthy tissue due to the abnormal physiology of tumors, such as poor
lymphatic drainage, leaky vasculature, decreased pH, increased number of receptors
for low-density lipoprotein, and abnormal stromal composition [6]. However, most
photosensitizers are hydrophobic and tend to aggregate easily in aqueous media,
which causes a decrease in its quantum yield and problems for intravenous
administration. Although many photosensitizers have been developed, few have
made it to clinical trials owing to factors such as poor selectivity in terms of target
tissue and healthy tissue, low extinction coefficients, absorption spectra at relatively
short wavelengths, and high accumulation rates in skin [7].

Increasing the selective accumulation of the photosensitizers within the tumor
tissue allows a lower effective dose of the PDTdrug. One can take advantage of the
intrinsic features of cancer cells, such as specific surface antigens, low-density
lipoprotein (LDL) receptor, and oxidation state [8]. To enhance PDT efficacy, a
photosensitizer can be bound to ligands such as monoclonal antibodies or LDL, or
can be delivered via carrier systems such as liposomes and micelles [9, 10]. The
use of nanoparticles to improve the efficiency of PDT is a promising approach
because (1) their large surface area can be modified with functional groups for
additional biochemical properties, (2) they have large distribution volumes and are
generally taken up efficiently by cells, (3) controlled release of drugs is possible, (4)
many synthetic strategies allow transportation of hydrophobic drugs in blood, and
(5) preferential accumulation in the solid tumor site is easy due to the enhanced
permeability and retention effect [11]. To satisfy the requirements for an ideal PDT
drug, some nanoparticles comprising inorganic oxide, metallic, ceramic, and
biodegradable polymer nanomaterials have emerged with potential application for
PDT. Nanoparticles for PDT were classified into active and passive nanoparticles
according to the functional roles in the enhancement of PDT efficacy
(Table 23.1) [11]. The former was sub-classified by mechanism of activation into
photosensitizer nanoparticles, upconversion nanoparticles, and self-lighting
nanoparticles. The latter was sub-classified by material composition into biode-
gradable and nonbiodegradable nanoparticles. Here, approaches to improving the
efficacy of PDT for cancers by using active and passive nanoparticles are
described.
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23.2
Active Nanoparticles for PDT

Regarding active roles in PDT, nanoparticles may act like catalysts to produce free
radicals from dissolved oxygen, and serve as ROS modulators or light sources for
activating photosensitizers. Nanoparticles such as fullerenes can be generated upon
light irradiation, hence they can serve as photosensitizers themselves. Carbon
nanotubes (CNTs) are fluorescence quenchers, which can be engineered tomodulate
1O2 generation. Nanoparticles such as quantum dots (QDs), upconversion nano-
particles, and scintillation nanoparticles can be used as light sources to activate
photosensitizers due to their fluorescence emission properties. To serve as a PDT
light source, the nanoparticle selected for activating a photosensitizer must meet the
following criteria: (1) its emission spectrum must match the photosensitizer�s
absorption spectrum, (2) it must have high luminescence efficiency, (3) it must be

Table 23.1 Classification of nanoparticles used for PDT.

Category Material Mechanism

Active nanoparticles
Photosensitizer CdSe/CdS/ZnS Indirect excitation of photosensitizer

through a FRETmechanism from the
nanoparticle to the photosensitizer

Fullerene Nanoparticles transfer energy from incident
light directly to surrounding oxygen

SWNTs CNTs act as quenchers to control and reg-
ulate 1O2 generation

Upconverting NaYF4:Yb
3þ ,Er3þ Low-energy light is transduced to higher

energy emissions to activate associated
photosensitizer

NaYF4:Yb
3þ ,Tm3þ

Self-lighting BaFBr:Eu2þ ,Mn2þ Scintillation on excitation by X-rays activates
attached photosensitizer

LaF3:Tb
3þ

Passive nanoparticles
Biodegradable Alginate, chitosan,

cyclodextrin, albumin
Drug is delivered by micelles, dendrimers,
liposomes, or polymeric nanoparticles

PLA, PLGA, PVAL Controlled release of encapsulated photo-
sensitizer through biodegradation

Nonbiodegradable Polyacrylamide Two-photon dye is encapsulated by
microemulsion

Silica Photosensitizer is adsorbed/covalently
bonded to porous shell

Gold Nanoparticles act as pure carrier, no release
Magnetic iron oxide Drug is carried directly or co-encapsulated

in micelle or polymeric nanoparticle
Targeted delivery is achieved by external
magnetic field
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easily linked with photosensitizers, and (4) it must be nontoxic, water soluble, and
stable in biological environments.

Fullerenes (C60) are composed of 60 carbon atoms arranged in a soccer-ball
structure. They absorb visible light, have a high triplet yield, and can generate ROS
upon illumination due to their extendedp-conjugation [12]. Functionalized fullerene
has recently become an attractive tool for photodynamic applications. Depending on
the functional groups introduced into the molecule, fullerenes can effectively
photoinactivate cancer cells. The ability of fullerenes to generate reactive oxygen
species and catalyze the phototoxic reaction after photoexcitation was first demon-
strated on thymocytes and Ehrlich ascites cells [13]. One of the major problems in
using fullerenes in biological systems is their poor solubility in aqueous solution,
which may be overcome by encapsulation in special carriers, suspension with the
help of co-solvents, introduction of hydrophilic appendages, or reduction to a water-
soluble anion [14]. The photodynamic activity of the functionalized fullerenes as
photosensitizers against mouse cancer cell lines was inversely proportional to the
degree of substitution of the fullerene nucleus for both the neutral and the cationic
groups [15]. Chemical modification of fullerene with poly(ethylene glycol) (PEG) not
only made it soluble in water but also exhibited preferential accumulation and
prolonged retention in the tumor tissue. PDTwith fullerenes has been demonstrated
in animal tumor models [16]. The major disadvantage of fullerenes is their optical
absorption properties. The absorption spectrum of fullerenes is highest in the UVA
and blue regions of the spectrum, where the tissue penetration depth of illumination
is shortest due to a combination of light absorption by cellular chromophores and
light scattering by cellular structures [12]. It is important to develop fullerenes that
absorb red or near-infrared light for clinical application in PDT.

CNTs, which belong to the family of fullerenes, are made up of thin sheets of
benzene ring carbons rolled up into the shape of a seamless tubular structure. Based
on their structure, CNTs can be classified into single-walled nanotubes (SWNTs) and
multi-walled nanotubes (MWNTs). Owing to their ultra-high surface area, molecules
such as drugs, peptides, and nucleic acids can be integrated into their walls and tips,
which enable them to cross the mammalian cell membrane by endocytosis or to
recognize cancer-specific receptors on the cell surface. SWNTs are known to be
efficient quenchers of fluorescence probes. A novel molecular complex of a photo-
sensitizer (chlorin e6), an ssDNAaptamer, andSWNTswas engineered to control and
regulate 1O2 generation. Target binding with ssDNA aptamers to specific proteins
could disturb the interaction between aptamers and SWNTs, resulting in the
restoration of 1O2 generation, whereby more selective PDTcould be guaranteed [17].
Currently, the knowledge of CNT-based PDT is limited. Further research on the
pharmacologic and toxicologic properties of CNTs is required before they could be
recommended for routine clinical use [18].

QDs are semiconductor nanocrystals with high quantum yields, high photostabil-
ity, andfluorescent emission propertieswhich canbe tuned from the ultraviolet to the
infrared region by changing their size and composition. With a functionalized
surface coating, they can be made water soluble and targeted to specific pathologic
areas. Cadmium selenide (CdSe) is commonly contained in semiconductor QDs.
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The emission of 1O2 at 1270 nm generated by the energy transfer from CdSe QDs
alone in toluene under excitation at 488 nm suggested the potential of QDs as
possible therapeutic agents for PDT [19].However, the yield of 1O2 generation (�5%)
of QDs was too low for practical applications. Because QDs exhibit broad absorption
spectra, the combination of QDs with photosensitizers permits the use of variable
excitation wavelengths to activate the photosensitizer. The interaction between CdSe
QDs and photosensitizers was first studied using silicon phthalocyanine (Pc). The
study revealed that the QDs could be used to sensitize the PDT agent through a
F€orster resonance energy transfer (FRET) mechanism, or interact directly with
molecular oxygen via a triplet energy-transfer (TET) process, which resulted in the
generation of ROS that can be used for PDT [20]. A study of the effect of linker chain
length on the energy transfer from CdSe QDs to silicon Pc found that the energy-
transfer efficiency increased as the chain length increased with maximum efficiency
with seven bonds, following a non-F€orster-type resonance energy-transfer behav-
ior [21]. Applications of these conjugates may be limited due to the inherent
cytotoxicity of core-only Cd-based QDs and the potential instability of charged-
assembled complexes in the cellular environment. To enhance its quantum yield,
CdSe–core–shell QDs were developed. ZnS shells were also shown to reduce the
cytotoxicity of QDs greatly. Covalent conjugation of photosensitizers such as Rose
Bengal (RB) and chlorin e6 to CdSe/CdS/ZnS QDs through phytochelatin-related
peptides preserved the colloidal and photophysical properties of both the QDs and
photosensitizers. Generation of 1O2 was achieved via indirect excitation through
FRET from the QDs to the photosensitizer [22]. The application of QDs for PDT has
been demonstrated in vitro. However, the toxicity of QDs to living cells may limit its
application in vivo due to release of Cd2þ with the protective shell deteriorating after
prolonged circulation in the body. Its therapeutic effect for PDT for cancer remains to
be determined in vivo.

Upconversion nanoparticles are modified nanocomposites which generate higher
energy light from lower energy radiation. They are sometimes referred to as
upconverting phosphors (UCPs), which are defined as lanthanide-containing, sub-
micrometer-sized ceramic particles that can absorb near-infrared (NIR) or infrared
light and emit visible light. NaYF4 is often used as the core material of choice for
UCPs. A versatile UCP, NaYF4:Yb

3þ ,Er3þ nanoparticles coated with a porous, thin
layer of silica dopedwithmerocyanine-540 photosensitizer and functionalized with a
tumor-targeting antibody, was reported to be a specific PDTagent against MCF-7/AZ
breast cancer cells [23]. Another UCP, NaYF4 nanocrystals coated with mesoporous
silica-loaded zinc phthalocyanine (ZnPc), was able to convert NIR light to visible light
upon excitation by anNIR laser, which further activated the photosensitizer to release
1O2 to kill cancer cells. The photosensitizers loaded into the porous silica shell of the
nanoparticleswere not released from the silicawhile they continuously produced 1O2

upon NIR irradiation [24]. To prevent clearance by the reticuloendothelial system, a
three-layer UCP composed of an NaYF4:Yb

3þ ,Er3þ nanoparticle interior, a coating
of porphyrin photosensitizer, and a biocompatible PEG outer layer was constructed
andmillimolar amounts of 1O2 was generated at NIR intensities far less than in two-
photon techniques [25]. In addition to the resistance of UCPs to photobleaching,
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usingUCPs in PDThas other advantages, for example, the excitatoryNIR light allows
deeper penetration into the soft tissue compared with visible light.

To enhance the effect of PDTwithout using an external light source, self-lighting
PDT was proposed by using scintillation luminescent nanoparticle-attached photo-
sensitizers. Scintillation nanoparticles such as BaFBr:Eu2þ ,Mn2þ and LaF3:Tb

3þ

will emit luminescence to activate the photosensitizers upon exposure to ionizing
irradiation; as a result, 1O2 is produced to enhance the killing of cancer cells. In a pilot
study, the energy transfer from LaF3:Tb

3þ nanoparticles to meso-tetra(4-carboxy-
phenyl)porphyrin (mTCP) was demonstrated by fluorescence quenching techniques
in water-soluble LaF3:Tb

3þ–mTCP nanoparticle conjugates after exposure to
X-irradiation [26]. Persistent-luminescence nanoparticles consisting of luminescent
materials with long decay lifetimes will further benefit the PDT method for deep
cancer treatment by decreasing the ionization dose and prolonged photosensitizer
excitation [27]. However, direct application in biological systems has not yet been
reported.

23.3
Nanoparticles as Photosensitizer Carriers for PDT

Many clinically approved photosensitizers often suffer from poor bioavailability and
unfavorable biodistribution. The enhanced permeability and retention (EPR) effect
caused by the abnormal organization of the tumor neovasculature facilitates both
diffusion and retention of photosensitizer carriers in tumors. Nanoparticles can
serve as carrier platforms by taking advantage of the EPR effect to improve further the
cellular uptake, biodistribution, bioavailability, and pharmacokinetics of the systemic
delivery of the photosensitizers [28]. Biodegradable nanoparticles are made of
polymers that are often enzymatically hydrolyzed in a biological environment and
hence release the photosensitizers. Nonbiodegradable nanoparticles are used to
protect the photosensitizers from the fluctuations of the environment, in which the
release of the photosensitizers from the nanoparticle carriers is not necessary but
oxygen diffusion freely in and out of the nanoparticles is essential [7].

23.3.1
Biodegradable Nanoparticles for PDT

Biodegradable polymer-based nanoparticles have attracted a lot of attention due to
their advantages in the possibility of controlling drug release, versatility in material
manufacturing processes, and high drug loading. The surface properties, morphol-
ogies, and composition of the polymers can be optimized to achieve the desired
biocompatibility, controlled degradation rate, anddrug release kinetics. The chemical
composition and architecture of polymers can be tailored to accommodate photo-
sensitizers with varying degrees of hydrophobicity, molecular weight, charge, and
pH. Modifying the surface of nanoparticles with specific moieties also allows for
active targeting to specific tissue sites [29].
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Photosensitizers may be delivered by using micelles, liposomes, dendrimers, or
nanoparticles. Micelles are spherical macromolecular complexes that form sponta-
neously when amphiphilic copolymers are mixed in an aqueous environment above
the critical micelle concentration. The hydrophobic moieties of the polymer aggre-
gate to form the micelle core, while the hydrophilic group forms a hydrated shell
around the hydrophobic core. Polymeric micelles have been used to carry hydro-
phobic photosensitizers, which are physically entrapped in and/or covalently bound
to the hydrophobic core. Polymers used for photosensitizer encapsulation include
pluronics, PEG–lipid conjugates, pH-sensitive poly(N-isopropylacrylamide)-based
micelles, and polyion complex micelles [30]. Liposomes are small unilamellar
vesicles composed of a phospholipid bilayer membrane enclosing an inner aqueous
environment. The phospholipid bilayer of liposomes can dissolve hydrophobic
photosensitizers. They can also be used to encapsulate water-soluble molecules.
The properties of liposomes can be altered by addition of different molecules to
modify their surface to enhance cancer cell targeting specificity and the ability to
control the release of photosensitizers [28]. Dendrimers are highly branched macro-
molecules composed of repetitive units branched on a multivalent core molecule.
The photosensitizer can be attached at the periphery of the dendrimer branches or be
encapsulated in the core of a dendrimer. The properties of dendrimers are dominated
by their functional groups. Nanoparticles are made of natural or synthetic polymers.
Photosensitizers can be adsorbed on the porous matrix of polymeric nanoparticles
composed of natural or synthetic degradable polymers [28].

Natural degradable polymers including polysaccharides and proteins have been
used in drug delivery systems. Commonly used natural biodegradable polymers are
alginate, chitosan, dextran, albumin, gelatin, collagen, and agars. Modifications can
be made easily to naturally occurring polymers to alter their physico-chemical
properties. Alginates, polysaccharides prepared from brown algae, have been used
extensively in drug delivery. A novel surfactant–polymer nanoparticle, formulated
using the anionic surfactant dioctyl sodium sulfosuccinate [Aerosol-OT, (AOT)] and
sodium alginate, was reported to be an efficient encapsulation and sustained delivery
system for polar and weak bases such as methylene blue and doxorubicin. Increased
ROS production and a higher incidence of necrosis were observed in breast cancer
cell lines, MCF-7 and 4T1, following PDT using AOT–alginate nanoparticle-encap-
sulatedmethylene blue [31]. Using AOT–alginate nanoparticles for the simultaneous
delivery of doxorubicin and methylene blue led to significant inhibition of drug-
resistant tumor cell growth and improved survival of JC (mammary adenocarcinoma)
tumor-bearing mice [32].

Chitosan is a modified natural carbohydrate polymer prepared by the partial
N-deacetylation of the crustacean-derived natural biopolymer chitin. Chitosan-based
nanoparticles can serve as drug carriers in cancer therapy because of their biocom-
patibility and biodegradability. Of chitosan derivatives with improved hydrophilicity,
glycol chitosan is emerging as a novel carrier of drugs because of its solubility inwater
and biocompatibility. Hydrophobically modified glycol chitosans (HGCs) prepared
by covalent attachment of 5b-cholanic acid to glycol chitosan can self-assemble
into nanocarriers under aqueous conditions, that can efficiently take up various
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hydrophobic anticancer drugs into their hydrophobic inner cores. The amphiphilic
chitosan-based nanoparticles are covered with biocompatible and biodegradable
glycol chitosan shells and exhibit enhanced tumor target specificity and a prolonged
blood circulation time. The water-insoluble photosensitizer protoporphyrin IX
(PpIX) was efficiently encapsulated in chitosan-based nanoparticles (drug-loading
efficiency>90%). The PpIX-nanoparticles exhibited phototoxicity against squamous
cell carcinoma (SCC-7) cells and enhanced tumor specificity in SCC-7 tumor-bearing
mice compared with free PpIX [33].

Cyclodextrins (CDs), produced from starch by means of enzymatic conversion,
have wide application in the pharmaceutical industry. They are made of sugar
molecules that are connected in a ring and have the ability to form water-soluble
complexes encapsulating porphyrins in aqueous solution [34]. Heterotopic colloidal
nanoparticles of a cationic amphiphilic cyclodextrin (CD) encapsulating anionic
5,10,15,20-tetrakis(4-sulfonatophenyl)-21H,23H-porphyrin (TPPS) were found to
preserve the photodynamic properties of the entrapped photoactive agent in a range
of TPPS:CDmolar ratios between 1:10 and 1:50, with photodynamic efficacy proven
by in vitro studies on tumor HeLa cells [35].

Albumin is a plasma protein responsible for the colloid osmotic pressure of the
blood. It is nonantigenic and biodegradable, binds a great number of therapeutic
drugs, and has been extensively investigated as a drug carrier. The average half-life of
human serum albumin (HSA) is 19 days [36]. The photosensitizer pheophorbidewas
loaded on HSA nanoparticles with different cross-linked ratios by noncovalent
adsorption. The 1O2 quantum yield of pheophorbide-loaded HSA nanoparticles was
low due to intramolecular interactions despite the fact that their final phototoxicity
was at the same level as induced by free pheophorbide [37]. The results suggest that
the photosensitizer loading strategies, biochemical stability, and in vivo PDTeffect of
pheophorbide-loaded HSA nanoparticles still need to be optimized.

Synthetic polymers such as aliphatic polylactide (PLA), polyglycolide (PGA), and
their copolymer poly(D,L-lactide-co-glycolide) (PLGA) are often used as drug delivery
carriers due to their favorable properties such as good biocompatibility, biodegrad-
ability, bioresorbability, and mechanical strength. For example, the photocytotoxicity
was found to be more pronounced when EMT-6 mammary tumor cells were treated
with PLGA (50:50) nanoparticles incorporated with meso-tetra(hydroxyphenyl)por-
phyrin (mTHPP), which allowed low drug doses and short drug administration–
irradiation intervals [38]. To reduce the aggregation of the hydrophobic photosen-
sitizer bacteriochlorophyll-a in solution, it was encapsulated into polymeric PLGA
nanoparticles. Scanning electron microscopy analysis revealed that these nanopar-
ticles were phagocytosed by P388-D1 cells within a 2 h incubation time [39]. In
another study, internalization of PLGA encapsulated meso-tetraphenylporpholactol
(mTPPL) nanoparticles resulted in 95% cell death of 9L glioblastoma, B16 melano-
ma, and BT breast carcinoma cells, respectively. In vivo experiments showed
complete eradication of tumors in nude mice [40]. PLGA nanoparticles were also
demonstrated to be a successful delivery system for improving the photodynamic
activity of ZnPc in the target tissue in tumor-bearing mice [41]. In a comparative
study, both PLGA and PLA were used to encapsulate hypericin. Hypericin-loaded
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PLA nanoparticles exhibited a higher entrapment efficiency and photoactivity than
PLGA nanoparticles and free drug on the NuTu-19 ovarian cancer cell model.
Improved selective accumulation of hypericin in ovarian micrometastases was
observed when hypericin-loaded PLA nanoparticles were injected intravenously into
Fischer 344 rats bearing ovarian tumors [42, 43].

Disruption of the neovasculature is thought to play an important role in the
eradication of tumors by PDT. An in vitro model cannot give any information
regarding vascular photothrombosis, hence the well-vascularized chorioallantoic
membrane (CAM) of the developing chick embryo was used to study the in vivo
photodynamic activity of photosensitizer-loaded nanoparticles. The photosensitizer
mTHPP was found to remain longer in the vascular compartment of CAM when
incorporated into PLGA nanoparticles. The use of poly(vinyl alcohol) (PVAL) as
stabilizing agent within mTHPP-loaded nanoparticles helped to control the mTHPP
release and the photodynamic activity in the CAM model [44]. Analysis of the
photodynamic activities of photosensitizerswith different hydrophobicities entrapped
in poly-D,L-lactic acid nanoparticles showed that the photosensitizer was more effec-
tively entrapped in the polymeric matrix when its degree of lipophilicity increased.
meso-Tetra-(4-carboxyphenyl)porphyrin (mTCPP) and chlorin e6 are less hydrophobic
than meso-tetraphenylporphyrin (mTPP) and pheophorbide-a. The nanoparticles
loaded with themost lipophilic molecule (mTPP) induced the highest photothrombic
efficiency in the CAM model compared with the other molecules tested [45].

Dendrimers are recognized as the most versatile, compositionally, and struc-
turally controlled nanoscale building blocks. Thus, dendrimers have been inves-
tigated in the biomedical field for drug delivery. In 2001, a series of novel
5-aminolevulinate (ALA)-containing dendrimers were synthesized using a con-
vergent growth approach [46]. The ability of the dendrimer conjugated with 18
ALA residues to deliver and release 5-ALA intracellularly for metabolism to the
photosensitizer, PpIX, was demonstrated in tumorigenic PAM 212 keratinocytes
and human epidermoid carcinoma A431 cells [47]. The dendrimer induced
sustained porphyrin production for over 24 h and basal values were not reached
until 48 h after systemic intraperitoneal administration, whereas the porphyrin
kinetics from ALA exhibited an early peak between 3 and 4 h in most tissues in a
murine tumor model [48]. Another group has developed two PEG-attached
dendrimers derived from poly(amidoamine) (PAMAM) and poly(propylenimine)
(PPI) dendrimers to encapsulate photosensitizers, RB and PpIX. Their results
showed that PEG–PPI dendrimer held RB and PpIX in a more stable manner than
PEG–PAMAM dendrimer because of their inner hydrophobicity. The complex of
PpIX with PEG–PPI exhibited efficient photocytotoxicity in HeLa cells, compared
with free PpIX [49]. A novel dendrimer phthalocyanine (DPc)-encapsulated
polymeric micelle (DPc/m) was developed recently. The DPc/mmight accumulate
in the endo-/lysosomes. Both in vitro and in vivo PDT efficacy were observed in
human lung adenocarcinoma A549 cells. Furthermore, DPc/m-treated mice
bearing A549 cells did not show skin phototoxicity [50]. The development of
dendrimers as nanocarriers with smart functions is expected to be a key to
advance further the clinical applications of PDT.
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Although synthetic polymers are preferable for use in drug delivery systems due
to the ability to tailor their mechanical properties and degradation kinetics to suit
various applications, natural polymers remain attractive because they are readily
available, relatively inexpensive, and capable of a multitude of chemical modifica-
tions. The use of natural biodegradable polymers to deliver drugs will continue to
be an area of active research despite the advances in synthetic biodegradable
polymers.

23.3.2
Nonbiodegradable Nanoparticles for PDT

Nonbiodegradable nanoparticles play a different role in PDTdue to their inability to
degrade and release drugs in a controllable fashion. They are not destroyed by the
treatment process; therefore, they can be used repeatedly with adequate activation.
Nonbiodegradable nanoparticles have several advantages over biodegradable poly-
meric nanoparticles: (1) their particle size, shape, porosity, and monodispersibility
can be easily controlled during the preparation process; (2) some of them aremade of
inertmaterials which are stable to environmentalfluctuations; (3) they are not subject
to microbial attack; and (4) exquisite control of the pore size allows oxygen diffusion
in and out of the particles but not for the drug to escape [7, 11]. Similarly to
biodegradable nanoparticles, nondegradable nanoparticles can serve as multifunc-
tional platforms for drug delivery.

Polyacrylamide polymers can be used for the synthesis of nondegradable nano-
particles. The photosensitizer can be embedded in the nonporous core of poly-
acrylamide or sol–gel silica nanoparticles. A novel dynamic nanoplatform com-
posed of polyacrylamide was designed based on a stable photosensitizer-loaded
formulation and the concept of delivering lO2 from the outside of the tumor cells.
The encapsulated methylene blue was able to generate sufficient lO2 upon light
irradiation that could diffuse out of the matrix, reach the adjacent cell membranes,
and kill rat C6 glioma tumor cells [51]. Furthermore, a polyacrylamide matrix could
prevent the embedded methylene blue from being reduced by diaphorase enzymes,
thereby retaining the photoactive form of methylene blue for efficient PDT
treatment [52].

Most nondegradable nanoparticles are either silica or metallic based. The
synthesis of silica nanoparticles has been extensively reported, but their applica-
tion for drug delivery has not been fully exploited. Silica-based nanoparticles have
successfully encapsulated photosensitizers such as mTHPC, Photolon and
PpIX [53–55]. The uptake of PpIX-encapsulated colloidal mesoporous silica
nanoparticles by tumor cells and the effect of photon-induced toxicity were
demonstrated in vitro [54]. A highly stable aqueous formulation of organically
modified silica-based (ORMOSIL) nanoparticles encapsulating 2-devinyl-2-(1-hex-
yloxyethyl)pyropheophorbide (HPPH) was developed. The encapsulated HPPH
was able to generate 1O2 upon irradiation with light of wavelength 650 nm and
thereby caused significant damage to tumorigenic HeLa and UCI-107 cells [56].
The fluorescent dye 9,10-bis[40-(400-aminostyryl)styryl]anthracene (BDSA) and
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HPPH were co-encapsulated in ORMOSIL nanoparticles with an aim of devel-
opment for two-photon PDT. BDSA serves as an energy upconverting donor and
HPPH serves as an acceptor. HPPH was indirectly activated through efficient two-
photon excited intraparticle energy transfer from the BDSA aggregates in the
intracellular environment of tumor cells and thereby led to cytotoxic effect on
HeLa cells [57]. To prevent drug release from ORMOSIL nanoparticles in systemic
circulation, the photosensitizer iodobenzylpyropheophorbide (IP) was covalently
incorporated into ORMOSIL nanoparticles while retaining their spectroscopic and
functional properties. The phototoxicity of IP–ORMOSIL nanoparticles was
further demonstrated in RIF-1 tumor cells [58].

Metallic nanoparticles possess many fascinating properties which have been
explored for their biological application in biochemistry as chemical and biological
sensors, as systems for nanoelectronics and nanostructured magnetism, and in
medicine as agents for drug delivery. Unlike silica-based nanoparticles, photosen-
sitizers can be attached on the surface of the metallic nanoparticles. Because
metallic nanoparticles can be confined to an extremely small size, a large dose of
photosensitizer can be loaded due to the enormous surface area. Gold nanoparticles
are well known for their chemical inertness and minimum acute cytotoxicity [59].
Pc-coated gold nanoparticles were shown to generate 1O2 with enhanced quantum
yields and to exhibit double the in vitro PDTefficiency on HeLa cells compared with
the free drug [60]. To inhibit colloid aggregation in physiologic conditions, PEGwas
connected to the surface of gold nanoparticles, forming PEGylated gold nanopar-
ticles. PEGylated gold nanoparticles were then conjugated with the photosensitizer
Pc4. The dynamics of drug release in vitro and in cancer-bearing mice indicated that
the process of drug delivery was highly efficient, the drug delivery time required for
PDT being greatly reduced from 2 days to less than 2 h [61]. Recently, gold
nanoparticles have been used as a vehicle to deliver 5-ALA. It was reported that
PpIX accumulated preferentially in fibrosarcoma tumor cells treated with 5-ALA-
conjugated nanoparticles while yielding significantly higher reactive oxygen species
and 50% greater cytotoxicity than that with 5-ALA [62]. A novel development with
gold nanoparticles is the use of intracellular glutathione as a trigger for drug release
due to the higher glutathione levels found in cancerous and precancerous cells [63].
Although photosensitizer delivery using gold nanoparticles is still evolving, there is
potential for developing multifunctional particles for imaging and drug delivery
systems for PDT application. To extend the technique using metallic nanoparticles,
magnetic nanoparticles such as iron oxide are used for selectively targeting to tumor
tissue. Magnetic nanoparticles also possess other features, such as magnetic
resonance imaging (MRI) visibility for MRI imaging and nanoparticle tracking.
A nanocarrier consisting of polymeric micelles of diacylphospholipid–PEG
co-loaded with the photosensitizer HPPH and magnetic Fe3O4 nanoparticles
showed excellent stability and efficient uptake by HeLa cells. The magnetic response
of the nanocarriers was demonstrated by their directed delivery to tumor cells in
vitro upon exposure to an external magnetic field. The magnetophoretic control of
the cellular uptake provided enhanced imaging and phototoxicity [64]. In another
drug delivery system, a chitosan nanoparticle-containing magnetic core and the
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encapsulating photosensitizer 2,7,12,18-tetramethyl-3,8-di(1-propoxyethyl)-13,17-
bis(3-hydroxypropyl)porphyrin (PHPP) was found to have excellent targeting and
imaging ability. Non-toxicity and high photodynamic efficacy on SW480 carcinoma
cells both in vitro and in vivo were achieved with these nanoparticles at the level of
0–100mM. Photosensitivity and hepatotoxicity could also be attenuated [65]. Despite
great enthusiasm in the field of metallic nanoparticle research, reproducible
fabrication, aggregation, biocompatibility, nonspecific binding, and toxicity remain
challenges to meet [66].

23.4
Conclusion

To improve PDTefficacy for cancers, nanoparticles with active and passive functional
roles have been developed. Biodegradable nanoparticles are capable of controlling the
drug release; therefore, they often serve as passive carriers for photosensitizers.
Nonbiodegradable nanoparticles often resist the fluctuations of the environment and
hence play active roles such as catalysts to produce free radicals from dissolved
oxygen, ROS modulators, or light sources in PDT. The field of PDT is a quickly
evolving technology with new approaches being tested constantly. Molecular strat-
egies are developing tomakePDTmore efficient and selective. Innovative approaches
including specific target moiety conjugates for active targeting, aptamer technology,
and combination treatment regimens, which are not discussed here, have been
brought into the field in recent years. Each has great advantages over conventional
PDT but also comes with significant challenges in developing the process towards
clinical application. For nanoparticles used in PDT, the focus is mainly on the
enhancement of efficacy and reduction in phototoxicity obtained, whereas the
possible toxicity of the residues of nanoparticles is less likely to be considered.
Potential hazards with nanoparticles may arise and hence less toxic materials are of
great interest for the synthesis of nanoparticles. A conceptual understanding of
biological responses to nanoparticles is needed to develop and apply safe nanoma-
terials in PDT in the future. Long-term follow-up evaluation is necessary owing to the
short history of clinical applications of nanoparticles in PDT. In conclusion, much
more study remains to be done at the interface between PDT and nanoparticles.
Because of its interdisciplinary nature, the application of nanoparticles in PDT is still
in its infancy and presents numerous research opportunities to chemists, biologists,
engineers, and physicians.

Acknowledgments

During thewriting of this chapter, the authorwas supported by grant NSC98-2218-E-
033-010 from the National Science Council of Taiwan and grant CYCU-98-CR-BE
from the project of specific research fields at Chung Yuan Christian University,
Taiwan.

332j 23 Nanoparticles for Photodynamic Therapy



References

1 Triesscheijn, M., Baas, P., Schellens, J.H.,
and Stewart, F.A. (2006) Photodynamic
therapy in oncology. Oncologist, 11 (9),
1034–1044.

2 Chen, B., Pogue, B.W., Hoopes, P.J., and
Hasan, T. (2006) Vascular and cellular
targeting for photodynamic therapy. Crit.
Rev. Eukaryot. Gene Expr., 16 (4), 279–305.

3 Dolmans, D.E., Fukumura, D., and
Jain, R.K. (2003) Photodynamic therapy
for cancer.Nat. Rev. Cancer, 3 (5), 380–387.

4 Moor, A.C. (2000) Signaling pathways in
cell death and survival after photodynamic
therapy. J. Photochem. Photobiol. B, 57 (1),
1–13.

5 Wyld, L., Reed, M.W., and Brown, N.J.
(2001) Differential cell death response to
photodynamic therapy is dependent on
dose and cell type. Br. J. Cancer, 84 (10),
1384–1386.

6 Brown, S.B., Brown, E.A., and Walker, I.
(2004) The present and future role of
photodynamic therapy in cancer
treatment. Lancet Oncol., 5 (8), 497–508.

7 Bechet, D., Couleaud, P., Frochot, C.,
Viriot, M.L., Guillemin, F., and
Barberi-Heyob, M. (2008) Nanoparticles
as vehicles for delivery of photodynamic
therapy agents. Trends Biotechnol., 26 (11),
612–621.

8 Jori, G. (1996) Tumour photosensitizers:
approaches to enhance the selectivity
and efficiency of photodynamic
therapy. J. Photochem. Photobiol. B, 36 (2),
87–93.

9 Solban, N., Rizvi, I., and Hasan, T. (2006)
Targeted photodynamic therapy. Lasers
Surg. Med., 38 (5), 522–531.

10 Verma, S., Watt, G.M., Mai, Z., and
Hasan, T. (2007) Strategies for enhanced
photodynamic therapy effects. Photochem.
Photobiol., 83 (5), 996–1005.

11 Chatterjee, D.K., Fong, L.S., and Zhang, Y.
(2008) Nanoparticles in photodynamic
therapy: an emerging paradigm.Adv. Drug
Deliv. Rev., 60 (15), 1627–1637.

12 Mroz, P., Tegos, G.P., Gali, H.,
Wharton, T., Sarna, T., andHamblin,M.R.
(2007) Photodynamic therapy with
fullerenes. Photochem. Photobiol. Sci.,
6 (11), 1139–1149.

13 Burlaka, A.P., Sidorik, Y.P., Prylutska,
S.V., Matyshevska, O.P., Golub, O.A.,
Prylutskyy, Y.I., and Scharff, P. (2004)
Catalytic system of the reactive oxygen
species on the C60 fullerene basis. Exp.
Oncol., 26 (4), 326–327.

14 Doi, Y., Ikeda, A., Akiyama, M.,
Nagano, M., Shigematsu, T., Ogawa, T.,
Takeya, T., and Nagasaki, T. (2008)
Intracellular uptake and photodynamic
activity of water-soluble [60]- and [70]
fullerenes incorporated in liposomes.
Chem. Eur. J., 14 (29), 8892–8897.

15 Mroz, P., Pawlak, A., Satti, M., Lee, H.,
Wharton, T., Gali, H., Sarna, T., and
Hamblin, M.R. (2007) Functionalized
fullerenes mediate photodynamic killing
of cancer cells: Type I versus Type II
photochemical mechanism. Free Radic.
Biol. Med., 43 (5), 711–719.

16 Liu, J., Ohta, S., Sonoda, A., Yamada, M.,
Yamamoto, M., Nitta, N., Murata, K., and
Tabata, Y. (2007) Preparation of PEG-
conjugated fullerene containing Gd3þ

ions for photodynamic therapy. J. Control.
Release, 117 (1), 104–110.

17 Zhu, Z., Tang, Z., Phillips, J.A., Yang, R.,
Wang, H., and Tan, W. (2008) Regulation
of singlet oxygen generation using single-
walled carbon nanotubes. J. Am. Chem.
Soc., 130 (33), 10856–10857.

18 Ji, S.R., Liu, C., Zhang, B., Yang, F., Xu, J.,
Long, J., Jin, C., Fu, D.L., Ni, Q.X., and
Yu, X.J. (2010) Carbon nanotubes in
cancer diagnosis and therapy. Biochim.
Biophys. Acta, 1806 (1), 29–35.

19 Samia, A.C., Chen, X., and Burda, C.
(2003) Semiconductor quantum dots for
photodynamic therapy. J. Am. Chem. Soc.,
125 (51), 15736–15737.

20 Samia, A.C., Dayal, S., and Burda, C.
(2006) Quantum dot-based energy
transfer: perspectives and potential for
applications in photodynamic therapy.
Photochem. Photobiol., 82 (3), 617–625.

21 Dayal, S., Lou, Y., Samia, A.C., Berlin, J.C.,
Kenney, M.E., and Burda, C. (2006)
Observation of non-F€orster-type energy-
transfer behavior in quantum
dot–phthalocyanine conjugates. J. Am.
Chem. Soc., 128 (43), 13974–13975.

References j333



22 Tsay, J.M., Trzoss, M., Shi, L., Kong, X.,
Selke,M., Jung,M.E., andWeiss, S. (2007)
Singlet oxygen production by peptide-
coated quantum dot–photosensitizer
conjugates. J. Am. Chem. Soc., 129 (21),
6865–6871.

23 Zhang, P., Steelant, W., Kumar, M., and
Scholfield, M. (2007) Versatile
photosensitizers for photodynamic
therapy at infrared excitation.
J. Am. Chem. Soc., 129 (15),
4526–4527.

24 Qian, H.S., Guo, H.C., Ho, P.C.,
Mahendran, R., and Zhang, Y. (2009)
Mesoporous-silica-coated up-conversion
fluorescent nanoparticles for
photodynamic therapy. Small, 5 (20),
2285–2290.

25 Ungun, B., Prud�homme, R.K.,
Budijon, S.J., Shan, J., Lim, S.F., Ju, Y., and
Austin, R. (2009) Nanofabricated
upconversion nanoparticles for
photodynamic therapy. Opt. Express,
17 (1), 80–86.

26 Liu, Y., Chen, W., Wang, S., and Joly, A.G.
(2008) Investigation of water-soluble X-ray
luminescence nanoparticles for
photodynamic activation. Appl. Phys. Lett.,
92 (043901), 1–3.

27 Chen, W. and Zhang, J. (2006) Using
nanoparticles to enable simultaneous
radiation and photodynamic therapies for
cancer treatment. J. Nanosci. Nanotechnol.,
6 (4), 1159–1166.

28 Sibani, S.A., McCarron, P.A.,
Woolfson, A.D., and Donnelly, R.F. (2008)
Photosensitiser delivery for
photodynamic therapy. Part 2: systemic
carrier platforms. Expert Opin. DrugDeliv.,
5 (11), 1241–1254.

29 Konan, Y.N., Gurny, R., and Allemann, E.
(2002) State of the art in the delivery of
photosensitizers for photodynamic
therapy. J. Photochem. Photobiol. B, 66 (2),
89–106.

30 van Nostrum, C.F. (2004) Polymeric
micelles to deliver photosensitizers for
photodynamic therapy. Adv. Drug Deliv.
Rev., 56 (1), 9–16.

31 Khdair, A.,Gerard,B.,Handa,H.,Mao,G.,
Shekhar, M.P., and Panyam, J. (2008)
Surfactant–polymer nanoparticles
enhance the effectiveness of anticancer

photodynamic therapy. Mol. Pharmacol.,
5 (5), 795–807.

32 Khdair, A., Chen, D., Patil, Y., Ma, L., Dou,
Q.P., Shekhar,M.P., andPanyam, J. (2010)
Nanoparticle-mediated combination
chemotherapy and photodynamic therapy
overcomes tumor drug resistance. J.
Control. Release, 141 (2), 137–144.

33 Lee, S.J., Park, K., Oh, Y.K., Kwon, S.H.,
Her, S., Kim, I.S., Choi, K., Lee, S.J., Kim,
H., Lee, S.G., Kim, K., and Kwon, I.C.
(2009) Tumor specificity and therapeutic
efficacy of photosensitizer-encapsulated
glycol chitosan-based nanoparticles in
tumor-bearing mice. Biomaterials, 30 (15),
2929–2939.

34 Mazzaglia, A., Angelini,N., Lombardo,D.,
Micali, N., Patane, S., Villari, V., and
Scolaro, L.M. (2005) Amphiphilic
cyclodextrin carriers embedding
porphyrins: charge and sizemodulation of
colloidal stability in heterotopic
aggregates. J. Phys. Chem. B, 109 (15),
7258–7265.

35 Sortino, S., Mazzaglia, A.,
Monsu Scolaro, L., Marino Merlo, F.,
Valveri, V., and Sciortino, M.T. (2006)
Nanoparticles of cationic amphiphilic
cyclodextrins entangling anionic
porphyrins as carrier–sensitizer system in
photodynamic cancer therapy.
Biomaterials, 27 (23), 4256–4265.

36 Kratz, F. (2008) Albumin as a drug carrier:
design of prodrugs, drug conjugates and
nanoparticles. J. Control. Release, 132 (3),
171–183.

37 Chen, K., Preuss, A., Hackbarth, S.,
Wacker, M., Langer, K., and Roder, B.
(2009) Novel photosensitizer–protein
nanoparticles for photodynamic therapy:
photophysical characterization and in vitro
investigations. J. Photochem. Photobiol. B,
96 (1), 66–74.

38 Konan, Y.N., Berton, M., Gurny, R., and
Allemann, E. (2003) Enhanced
photodynamic activity of meso-tetra(4-
hydroxyphenyl)porphyrin by
incorporation into sub-200 nm
nanoparticles. Eur. J. Pharm. Sci., 18 (3–4),
241–249.

39 Gomes, A.J., Lunardi, C.N., and Tedesco,
A.C. (2007) Characterization of
biodegradable poly(D,L-lactide-co-

334j 23 Nanoparticles for Photodynamic Therapy



glycolide) nanoparticles loaded with
bacteriochlorophyll-a for photodynamic
therapy. Photomed. Laser Surg., 25 (5),
428–435.

40 McCarthy, J.R., Perez, J.M., Bruckner, C.,
and Weissleder, R. (2005) Polymeric
nanoparticle preparation that eradicates
tumors. Nano Lett., 5 (12), 2552–2556.

41 Fadel, M., Kassab, K., and Fadeel, D.A.
(2010) Zinc phthalocyanine-loaded PLGA
biodegradable nanoparticles for
photodynamic therapy in tumor-bearing
mice. Lasers Med. Sci., 25 (2), 283–272.

42 Zeisser-Labouebe,M., Delie, F., Gurny, R.,
and Lange, N. (2009) Benefits of
nanoencapsulation for the hypercin-
mediated photodetection of ovarian
micrometastases. Eur. J. Pharm.
Biopharm., 71 (2), 207–213.

43 Zeisser-Labouebe, M., Lange, N.,
Gurny, R., and Delie, F. (2006)
Hypericin-loaded nanoparticles for the
photodynamic treatment of ovarian
cancer. Int. J. Pharm., 326 (1–2), 174–181.

44 Vargas, A., Lange, N., Arvinte, T.,
Cerny, R., Gurny, R., and Delie, F. (2009)
Toward the understanding of the
photodynamic activity of m-THPP
encapsulated in PLGA nanoparticles:
correlation between nanoparticle
properties and in vivo activity. J. Drug
Target., 17 (8), 599–609.

45 Pegaz, B., Debefve, E., Borle, F., Ballini,
J.P., van den Bergh, H., and Kouakou-
Konan, Y.N. (2005) Encapsulation of
porphyrins and chlorins in biodegradable
nanoparticles: the effect of dye
lipophilicity on the extravasation and the
photothrombic activity. A comparative
study. J. Photochem. Photobiol. B, 80 (1),
19–27.

46 Battah, S.H., Chee, C.E., Nakanishi, H.,
Gerscher, S., MacRobert, A.J., and
Edwards, C. (2001) Synthesis and
biological studies of 5-aminolevulinic
acid-containing dendrimers for
photodynamic therapy. Bioconjug. Chem.,
12 (6), 980–988.

47 Battah, S., Balaratnam, S., Casas, A.,
O�Neill, S., Edwards, C., Batlle, A.,
Dobbin, P., and MacRobert, A.J. (2007)
Macromolecular delivery of 5-
aminolaevulinic acid for photodynamic

therapy using dendrimer conjugates.Mol.
Cancer Ther., 6 (3), 876–885.

48 Casas, A., Battah, S., Di Venosa, G.,
Dobbin, P., Rodriguez, L., Fukuda, H.,
Batlle, A., and MacRobert, A.J. (2009)
Sustained and efficient porphyrin
generation in vivo using dendrimer
conjugates of 5-ALA for photodynamic
therapy. J. Control. Release, 135 (2),
136–143.

49 Kojima, C., Toi, Y., Harada, A., and
Kono, K. (2007) Preparation of poly
(ethylene glycol)-attached dendrimers
encapsulating photosensitizers for
application to photodynamic therapy.
Bioconjug. Chem., 18 (3), 663–670.

50 Nishiyama, N., Nakagishi, Y.,
Morimoto, Y., Lai, P.S., Miyazaki, K.,
Urano, K., Horie, S., Kumagai, M.,
Fukushima, S., Cheng, Y., Jang, W.D.,
Kikuchi, M., and Kataoka, K. (2009)
Enhanced photodynamic cancer
treatment by supramolecular nanocarriers
charged with dendrimer phthalocyanine.
J. Control. Release, 133 (3), 245–251.

51 Tang, W., Xu, H., Kopelman, R., and
Philbert, M.A. (2005) Photodynamic
characterization and in vitro application of
methylene blue-containing nanoparticle
platforms. Photochem. Photobiol., 81 (2),
242–249.

52 Tang,W., Xu,H., Park, E.J., Philbert,M.A.,
and Kopelman, R. (2008) Encapsulation of
methylene blue in polyacrylamide
nanoparticle platforms protects its
photodynamic effectiveness. Biochem.
Biophys. Res. Commun., 369 (2), 579–583.

53 Podbielska, H., Ulatowska-Jarza, A.,
Muller, G., Holowacz, I., Bauer, J., and
Bindig, U. (2007) Silica sol–gel matrix
doped with Photolon molecules for
sensing and medical therapy purposes.
Biomol. Eng., 24 (5), 425–433.

54 Qian, J., Gharibi, A., and He, S. (2009)
Colloidal mesoporous silica nanoparticles
with protoporphyrin IX encapsulated for
photodynamic therapy. J. Biomed. Opt.,
14 (1), 014012.

55 Yan, F. and Kopelman, R. (2003) The
embedding of meta-tetra(hydroxyphenyl)-
chlorin into silica nanoparticle platforms
for photodynamic therapy and their
singlet oxygen production and

References j335



pH-dependent optical properties.
Photochem. Photobiol., 78 (6), 587–591.

56 Roy, I., Ohulchanskyy, T.Y., Pudavar, H.E.,
Bergey, E.J., Oseroff, A.R., Morgan, J.,
Dougherty, T.J., and Prasad, P.N. (2003)
Ceramic-based nanoparticles entrapping
water-insoluble photosensitizing
anticancer drugs: a novel drug-carrier
system for photodynamic therapy. J. Am.
Chem. Soc., 125 (26), 7860–7865.

57 Kim, S., Ohulchanskyy, T.Y., Pudavar,
H.E., Pandey, R.K., and Prasad, P.N.
(2007) Organically modified silica
nanoparticles co-encapsulating
photosensitizing drug and aggregation-
enhanced two-photon absorbing
fluorescent dye aggregates for
two-photon photodynamic therapy.
J. Am. Chem. Soc., 129 (9),
2669–2675.

58 Ohulchanskyy, T.Y., Roy, I., Goswami,
L.N., Chen, Y., Bergey, E.J., Pandey, R.K.,
Oseroff, A.R., and Prasad, P.N. (2007)
Organically modified silica nanoparticles
with covalently incorporated
photosensitizer for photodynamic therapy
of cancer. Nano Lett., 7 (9), 2835–2842.

59 Connor, E.E., Mwamuka, J., Gole, A.,
Murphy, C.J., andWyatt,M.D. (2005)Gold
nanoparticles are taken up by human cells
but do not cause acute cytotoxicity. Small,
1 (3), 325–327.

60 Wieder, M.E., Hone, D.C., Cook, M.J.,
Handsley, M.M., Gavrilovic, J., and
Russell, D.A. (2006) Intracellular
photodynamic therapy with
photosensitizer-nanoparticle conjugates:

cancer therapy using a �Trojan horse�.
Photochem. Photobiol. Sci., 5 (8), 727–734.

61 Cheng, Y., Samia, A.C., Meyers, J.D.,
Panagopoulos, I., Fei, B., and Burda, C.
(2008) Highly efficient drug delivery with
gold nanoparticle vectors for in vivo
photodynamic therapy of cancer. J. Am.
Chem. Soc., 130 (32), 10643–10647.

62 Oo, M.K., Yang, X., Du, H., and Wang, H.
(2008) 5-Aminolevulinic acid-conjugated
gold nanoparticles for photodynamic
therapy of cancer. Nanomedicine (Lond.),
3 (6), 777–786.

63 Hong, R., Han, G., Fernandez, J.M.,
Kim, B.J., Forbes, N.S., and Rotello, V.M.
(2006) Glutathione-mediated delivery and
release using monolayer protected
nanoparticle carriers. J. Am. Chem. Soc.,
128 (4), 1078–1079.

64 Cinteza, L.O., Ohulchanskyy, T.Y., Sahoo,
Y., Bergey, E.J., Pandey, R.K., and Prasad,
P.N. (2006) Diacyllipid micelle-based
nanocarrier for magnetically guided
delivery of drugs in photodynamic
therapy. Mol. Pharmacol., 3 (4), 415–423.

65 Sun, Y., Chen, Z.L., Yang, X.X., Huang, P.,
Zhou, X.P., and Du, X.X. (2009) Magnetic
chitosan nanoparticles as a drug delivery
system for targeting photodynamic
therapy. Nanotechnology, 20 (13), 135102.

66 Juzenas, P., Chen, W., Sun, Y.P.,
Coelho, M.A., Generalov, R.,
Generalova, N., and Christensen, I.L.
(2008) Quantum dots and nanoparticles
for photodynamic and radiation therapies
of cancer. Adv. Drug Deliv. Rev., 60 (15),
1600–1614.

336j 23 Nanoparticles for Photodynamic Therapy



24
Optical Coherence Tomographic Monitoring of Surgery
in Oncology
Elena V. Zagaynova, N.D. Gladkova, N.M. Shakhova, O.S. Streltsova,
I.A. Kuznetsova, I.A. Yanvareva, L.B. Snopova, E.E. Yunusova, E.B. Kiseleva,
V.M. Gelikonov, G.V. Gelikonov, and A.M. Sergeev

24.1
Introduction

Epithelial cancer is considered to account for the majority of cancer cases and
deaths worldwide. The most common urologic cancers, those of the prostate,
kidney, and urinary bladder, account for about 300 000 new cases of cancer per
year in men with another 32 000 new renal and bladder cancer cases arising in
women [1]. In the digestive system, most common are colon and esophageal
cancer. Colorectal cancer is one of the leading causes of morbidity and mortal-
ity [2]. Colorectal cancer is the third most common cancer in the United States; in
2006, 148 610 new cases of colorectal cancer were registered According to the 2001
records, 13 200 cases of esophageal carcinoma were detected in the United States,
of which 12 500 patients died. Adenocarcinoma accounts for about 90% of
esophageal carcinoma in the Western hemisphere [3]. Malignant neoplasms of
the female reproductive organs, including cervical cancer, are among the principal
causes of death. About 510 000 new cervical cancer cases are registered worldwide
every year; of these, 288 000 women die, and over US $5–6 billion are spent on
patient treatment [4, 5]. A significant increase in the incidence of cervical cancer is
observed for women in the early reproductive age group (by 2% yearly on
average) [6]. This situation requires new approaches to cervical cancer prevention
and diagnosis.

Endoscopic methods are used to diagnose different types of epithelial cancer.
However, it is difficult to recognize early neoplasia such as dysplasia and carcinoma
in situ by endoscopic visualization alone. Random biopsies during white light
endoscopy have been used to identify and locate early neoplasia [7], but the sensitivity
and specificity are poor. Numerous biopsies can provide histopathologic control only
over a very small part of mucosa, for example, in Barrett�s esophagus (BE) 3.5% of
metaplastic mucosa are analyzed histologically [8].
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Initial risk stratification for cervical neoplasia is performed using screening
techniques, including Pap smear and HPV (human papilloma virus) testing. The
next step in diagnosis is colposcopy guidance biopsy. Histopathologic evaluation of
the biopsies serves as a �gold standard� for diagnosis. However, the diagnostic
efficacy of colposcopy is limited. Similar colposcopic abnormalities may be
observed for a variety of cervical conditions, benign and malignant, which reduces
specificity and positive predictive value [9]. Hence the development of new
techniques and the elaboration of modern protocols for management of Pap- and
HPV-positive women are important for ensuring adequate diagnosis and, at the
same time, for avoiding over-referral to colposcopy and over-treatment and to
maintain sustainable costs.

In terms of diagnostic tasks, endoscopic methodsmay be classified into screening
(assessment of the entire mucous surface aiming at detecting pathologic zones) and
verification (assessment of structural changeswith almost cellular resolutionwithout
damage to tissue integrity) techniques.

Chromoendoscopy, fluorescence endoscopy, and narrow-band imaging are the
screening methods that improve the sensitivity of endoscopic diagnostics. Magni-
fication endoscopy, optical coherence tomography, high-frequency ultrasound, con-
focal microscopy, and cytoendoscopy are among the verification techniques that
enhance diagnostic specificity.

Chromoendoscopy has attracted considerable attention over the past 10 years.
Methylene blue, Lugol�s solution, and indigo carmine staining of the esophagus
have been shown to highlight metaplastic epithelium, and may visualize areas of
dysplasia and early adenocarcinoma. Several studies have demonstrated the high
diagnostic accuracy of this method [10]. However, this technique is highly
operator dependent, with low inter-observer agreement (kappa coefficient
0.36) [11].

Fluorescence imaging is known to have high sensitivity but limited specificity,
thereby giving a low positive predictive value, especially for flat lesions. The rate of
false-positive readings influorescence cystoscopy is highowing to simple hyperplasia
of the epithelium, inflammation, and squamous metaplasia [12]. The use of fluo-
rescence, both endogenous (auto) and exogenous, for visualization of high-grade
dysplasia (HGD) in BE is particularly efficacious using integral analysis of several
fluorescence spectra at several excitation wavelengths (337–620 nm) [13].

Modern verification endoscopic techniques, such as endoscopic confocal
microscopy and multiphoton fluorescence microscopy, have cellular spatial res-
olution, whereas high-frequency ultrasound and optical coherence tomography
(OCT), commonly used in clinical practice, have tissue-level resolution. According
to some reports, high-frequency ultrasound can indirectly detect intestinal meta-
plasia by esophageal wall thickening and changed ratio between ultrasonic layers.
It was shown that ultrasound is able to diagnose invasive cancer in 23% more
patients and to detect lymph node involvement [14]. However, high-frequency
ultrasound was shown to be ineffective in the detection of dysplasia or intramu-
cosal carcinoma because its spatial resolution is comparable to the mucosal layer
thickness.
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24.2
OCT Technique

Since the first report on OCT in 1991 [15], different fundamental and applied studies
of theOCTtechnique have been carried out, resulting in numerous publications. The
foundations of OCT are described in a book [16]. A conventional time-domain OCT
device uses near-infrared light to allow real-time cross-sectional imaging with high
spatial resolution (10–20mm) at a depth of �2mm. When developing a device for
clinical application, the fiber-optic modality is evidently to be preferred, allowing for
miniaturization [17, 18]. The design of a compact device for effective scanning by
Michelson interferometer arms mismatch became a key for such miniaturization.
One of the most efficient devices is the controlled piezo-fiber delay line [19] with
optical path modulation depth up to several millimeters. A scanning system with
such an element can provide high accuracy in keeping a constant Doppler shift of
optical frequency mismatch in the interferometer arms, which is necessary for
narrow-band signal detection.

The advantages of the fiber-optic OCTmodality have also been implemented in the
design of endoscopic probes. Endoscopic OCT systems use different models of
scanners: catheters with circumferential [20, 21], linear-transverse [22], or longitu-
dinal scanning modality [23, 24], scanners with a built-in endoscope [25], and
microelectromechanical systems (MEMS) [26].

Three types of scanning patterns are available for OCT imaging: radial [27],
longitudinal [28], and transverse [22, 29]. The radial-scan probe directs the OCT
beam radially, giving images that are displayed in a �radar-like� circular plot. Radial
scanning can easily image large areas of tissue by moving the probe back and forth
over the tissue surface, and has the highest definition when the probe is inserted
within a small-diameter lumen, because the OCT images become progressively
coarser when a large-diameter lumen is scanned, due to the progressive increase in
pixel spacing with increasing distance between the probe and the tissue. The linear-
transverse probes scan the longitudinal and transverse positions of theOCTbeamat a
fixed angle, generating rectangular images of longitudinal and transverse planes at a
given angle with respect to the probe. The advantage of linear scanning is that the
pixel spacing in the transverse direction is uniform and can better image a definite
area of the scanned tissue, especially in the presence of large-diameter and noncir-
cular lumens, where it may be impossible to maintain a constant distance from the
probe to the surface over the entire circumferential scan. The transverse scanning
modality provides a better depth of field. The depth of field is the range of distances
from the probe over which optimal resolution of scanning can be obtained; current
OCT scans permit imaging depths up to 1–2mm in tissues, by using probes with
different focuses. In our research, we useflexible endoscopic forward-looking probes
2.7 and 2.4mm in diameter with linear-transverse scanning that may be introduced
through biopsy channels of standard endoscopes to study mucous surfaces.
We believe that such an approach to scanning has a number of advantages. The
scanning technology implies contact of a probe with the studied object, which
minimizes artifacts due to motion and ensures stable focusing of probing radiation.
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The possibility of using the effect of tissue compression for obtaining additional
information is also significant. The scanner described in this chapter is compatible
with the majority of standard endoscopes, thus making OCT a useful technique for
many clinical disciplines. Its designmeets the requirements for instruments used in
clinical practice.

Our previous research showed that conventional OCT technology is informative
with regard to structural alterations in tissue, although it did not elucidate the origin
of these alterations. Using OCT imaging, it is very difficult to differentiate
inflammatory processes, papillomatosis, cancer, and scar changes. This problem
may be solved by using polarization optics methods. Some structural components
of biotissue can change the polarization state of backscattered radiation. Some
visually similar pathologic cases may be differentiated by comparing co- and cross-
polarized OCT images [30]. The polarization-sensitive (PS)- and cross-polarization
(CP)-OCT techniques have undergone significant development in recent years [31–
33]. In PS-OCT, the images obtained allow one to analyze birefringence in
biotissues, thus permitting diagnostics, for example, of the state of burned
tissues [32] or early glaucoma [34]. CP-OCT permits comparisons of co- and
cross-polarization scattering from the sampling volume and, hence, differentiation
of biotissue pathology [33]. This method was implemented almost simultaneously
in open-space [33] and fiber-optics modalities [30, 35]. In this chapter, we present
results of the application of a new tandem-polarization time-domain OCT device
that allows one not only to obtain conventional OCT imaging but also to carry out
polarization research.

The tandem-polarization time-domain OCT device developed at the Institute of
Applied Physics of the Russian Academy of Science (Nizhny Novgorod) operates at
1300 nm with 3mW power and 35–40 nm bandwidth (light source: SLD 561 HP2).
A schematic of the CP-OCT system using two orthogonal polarization modes in an
isotropic optical fiber (SMF-28) is shown in Figure 24.1. The full description of the
optical scheme can be found elsewhere [36]. The CP-OCTscheme comprises a fiber-
based Fizeau interferometer, a common path for signal and reference waves, and an
autocorrelator based on aMichelson interferometer with Faraday mirrors [37] that is
optimal when an isotropic optical fiber is used.

When operating in the simplest mode, the Fizeau interferometer provides
heterodyne detection of weakly scattered light with maximum possible and stable
visibility of the interference fringes. Indeed, when the directional pattern of the
optical probe is identical for emitted and received light, a wave scattered from
nondepolarizing structures and a wave reflected from the fiber tip have identical
polarization states. The essential feature of the novel scheme is its ability for
simultaneous independent detection of backscattered radiation in both initial and
orthogonal polarizations at random polarization states of the probing radiation.
The main idea underlying our CP-OCTsystem consists in creating at the entrance to
the optical scheme two strictly orthogonally polarized waves with a predetermined
time delay between coherent regions. In a general case, these waves in the probing
beam may have arbitrary ellipticity under the condition of their strict mutual
orthogonality.
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A forward-looking OCT probe (2.7mm o.d.) was used in a routine endoscopic
procedure: it was passed through the operating channel of the endoscope and
placed in contact with mucosa. The OCT catheter has been developed as a
miniaturized electromechanical unit controlling the lateral scanning process [22,
38]. This unit terminates the sampling arm of the fiber interferometer and has a size
to fit the diameter and the curvature radius of the biopsy channel of endoscopes.
The probe beam moves along the tissue surface within a distance of about 2mm.
The beam deviation system embodies the galvanometric principle, and voltage with
a maximum of 5V is supplied to the distal end of the endoscope. The distance
between the output lens and the sample is 5–7mm and the focal spot diameter is
20mm. The scanning unit and the extended part of the fiber interferometer are
sealed, which allows easy sterilization [22]. Each OCT image, with 200� 200 pixels,
2� 2mm, 19 mm free space in depth resolution (13mm in tissue), and 25 mm lateral
resolution, was acquired in �2 s. Images are presented in a pseudo color, �positive�
logarithmic palette, that is, the lighter area corresponds to the higher light
scattering.

At the current stage of its development, OCT has rich capabilities in oncology. This
technique is capable of solving a number of problems: early detection of cancer,
targeting biopsy, more precise localization and spread of neoplastic processes, and
monitoring results of treatment. There are some publications concerning
the application of OCT in examination of the urinary bladder [39–42], digestive
tract [43, 44], and cervix [45, 46].

In our recent work, we analyzedmaterial from clinical studies of 895 patients: 175
patientswith urinary bladder pathology, 390with gastrointestinal tract pathology, and
330 with cervical pathology.

Figure 24.1 Optical scheme of tandem-polarization time-domain OCT device.
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In spite of the different morphology of these organs, their study had similar
problems that were solved by means of OCT. A multi-center study was carried out.
The research was done in the Nizhny Novgorod Regional Hospital (Russia) and in
three clinics abroad: EppendorfClinic,University ofHamburg (Germany), Cleveland
Clinic Foundation (United States), and the George Washington University (GWU)
Medical Center (United States). The different clinics used the same protocol, which
permitted integration of data when analyzing results. Written informed consent was
obtained from all patients.

Earlier studies made it possible to define OCT signs correlating with benign and
malignant histopathology and to create a set of images to train observers performing
OCT image recognition.

The following retrospectively tested criteria were used for OCT interpretation:

. Sharp, high-contrast horizontal layers throughmore than75%of the lateral range.
The upper layer (epithelium, glandular mucosa) has a lower signal intensity than
the second (submucous) layer– benign images.

. Tissue layers are hardly differentiable, with increased intensity of the upper layer
signal and a poorly defined border between the upper and second layers –

suspicious images.
. No horizontal layers, or less than 75% (excluding evident motion artifacts) –

neoplasia images.
. Very dark pattern of stripes associated with edema is not a diagnostic sign for

neoplasia.

Hence the main OCT features characterizing images obtained by means of a
transverse scanning probe are the presence or absence of high-contrast horizontal
tissue layers and signal level from these layers.

24.3
Urology

The first OCT images of human urologic tissue ex vivo were demonstrated in
1997 [47], and the first in vivoOCTstudies in urology were performed on the bladder
urothelium in 1998 [39, 48]. Since then, a number of papers have been published
exploring OCT for urologic clinical applications. In brief, the range of potential
clinical use includes:

. early detection of bladder neoplasia, including visualization of carcinoma in situ
(Tis)

. preoperative planning and intraoperative guidance of surgery for adequate
resection with maximal bladder preservation

. differentiation of fluorescent bladder lesions

. identification and preservation of neurovascular tissue during prostatectomy

. detection of capsular penetration of prostate cancer during prostatectomy
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. preservation of retroperitoneal nerves during lymphnode dissection for testicular
cancer

. differentiation of renal tumors.

The research done by our group concerns three possible applications of OCT in
urologic oncology, outlined below.

24.3.1
Accuracy of OCT in Endoscopic Detection of Early Cancer

It is well known that early cancer in urinary bladder looks like aflat, suspicious lesion.
We performed two clinical OCT studies of the urinary bladder: in the Nizhny
Novgorod Regional Hospital (Russia) and in the GWU Medical Center (United
States). We combined available flat lesion data from both the Russian and the GWU
studies to include 80 patients with 114 sites (st) of OCT images with histopathologic
and cystoscopic data. Different conditionswere histologically diagnosed for each site:
benign – urothelial hyperplasia (17 st) (Figure 24.2), von Brunn�s nests (15 st), cystitis
cystica (6 st), chronic cystitis with exudation (28 st), and chronic cystitis with
infiltration (10 st) – and malignant – urothelial dysplasia (5 st), carcinoma in situ
(10 st), and invasive cancer (2 st).

In both centers, we used a very similar procedure in which the OCT probe was
introduced via the working channel of the rigid cystoscope and positioned on the
mucosal area of interest under visual control. All imageswere obtained by placing the
en-face OCTprobe directly on the desired area normally to the bladder wall. Two or
three OCT images were acquired from each site. Biopsies of all scanned areas were
performed and submitted for histopathologic analysis. Two respondents made blind
recognition of OCT images (Table 24.1).

All histologically confirmed invasive cancer sites had suspicious or abnormal
OCT images; 17 of 20 cases of carcinoma in situ had suspicious or abnormal OCT
images (Figure 24.3). The greatest false-negative error was in recognition of
urothelial dysplasia. The cancerous potentiality of dysplasia is still under discus-
sion worldwide.

Figure 24.2 Urothelial hyperplasia. (a) Cystoscopic image; (b) OCT image (benign type); (c)
corresponding histology (H&E stain).
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There are several possible reasons for false-positive OCT readings (benign con-
ditions with suspicious or abnormal OCT image). Inflammatory processes and von
Brunn�s nest are the most common causes. Severe inflammation can partially or
completely obscure the OCTcontrast between the urothelium and connective tissue.
The mechanism of these changes is still debated; however, it is hypothesized that
optical scattering changes are associated with cell infiltration into the lamina propria.

OCTshowed good sensitivity (82%) and good specificity (85%) in the identification
of flat suspicious zones in the urinary bladder. Diagnostic accuracy at blind recog-
nition ofOCT imageswas higher in theGWUsampling (92%) comparedwith 79% in
Nizhny Novgorod, which is due to different spectra of pathologic states. Based on the
fact that OCTproperly identified 165 out of 194 benign sites, we can hypothesize that
whenusingwhite light cystoscopywithOCT, biopsy could have been safely avoided in
85% of cases.

Earlier experimental studies on animals demonstrated that OCT is potentially
capable of detecting carcinogenesis in the urinary bladder. The difference between
normal urothelium, inflammatory and proliferative changes, and early neoplasia was
found [49]. Later, our group made the first clinical studies of the capabilities of OCT
for the diagnosis of different clinical states of the urinary bladder [39]. Further, the
accumulated clinical material enabled us to carry out preliminary statistical stud-
ies [50]. The sensitivity and specificity of OCT in detecting urinary bladder neoplasia
were analyzed on the basis of different statistical samplings. However, statistical

Table 24.1 Results of blind recognition of OCT images of flat lesions in the urinary bladder.

Parameter Russia GWU Total

Number of zones 61 53 114
Sensitivity (%) 81 88 82
Specificity (%) 78 92 85
Diagnostic accuracy (%) 79 92 85
Positive predictive value (%) — — 51
Negative predictive value (%) — — 96
Kappa 0.56 0.46 0.6

Figure 24.3 High-grade dysplasia (carcinoma in situ) in a flat suspicious zone. (a) Cystoscopic
image; (b) OCT image (neoplasia type); (c) corresponding histology (H&E stain).
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clinical studies in the urinary bladder are very sparse, perhaps owing to the poor
adaptation of available probes (rotation probe or rigid OCT cystoscope) to a large,
hollow organ. Wang et al. reported recent technical improvements of MEMS-based
spectral-domain endoscopic OCT and applications for in vivo bladder imaging
diagnosis. Preliminary clinical studies (20 cases) revealed high sensitivity (91%)
and specificity (80%) in the diagnosis of neoplasia [26].

Recent publications confirmed our previous results that OCT was able to differ-
entiate malignant from benign lesions with a positive predictive value of 89% and a
negative predictive value of 100%. Benign lesions including cystitis cystica and
hyperplasia, and also normal urothelium, had characteristic OCT findings that
facilitated distinguishing them from malignant lesions in conjunction with white
light cystoscopy [51].

24.3.2
Combined Use of OCT and Fluorescence Imaging for Cancer Detection

The OCTdata obtained for bladder cancer suggest that OCTcan increase the efficacy
of diagnosis and possibly decrease the number of unnecessary biopsies.

Our current study of human fluorescence cystoscopy bymeans of OCTenrolled 26
patients. In preparation for fluorescence cystoscopy, 50ml of 3% d-aminolevulinic
acid (ALA) solution was instilled in the bladder 2 h before the procedure. The urinary
bladder was first examined inwhite light, followed by blue light illumination, and the
redfluorescent zoneswere identified. The endoscopicOCTprobewas placed through
the cystoscope in direct contactwith bladdermucosa andbiopsywas performed for all
fluorescent OCT zones.

A total of 107 fluorescent zones with 18 exophytic tumors and 89 flat suspicious
areas were examined and comparedwithOCTand histology. All 18 cases of exophytic
tumors were correctly detected by white light cystoscopy, OCT, and fluorescence
cystoscopy. Fluorescence from 18 exophytic tumors verified correct photosensitizer
administration. A total of 75 of 89 flat fluorescent zones (84%) had benign histology
and, therefore, false-positive fluorescence. Of these 75 lesions, 59 (78.7%) had typical
benign stratified OCT images and were considered true negatives (TN). In the
remaining 16 histologically benign zones, theOCT images showed a bright or patchy
urothelium with poor or no contrast with lamina propria; therefore, these zones had
false-positive OCT. Interestingly, most of false-positive OCT cases contained von
Brunn�s nests and squamous metaplasia. Of the 14 malignant flat zones, OCT
correctly revealed 12 areas with neoplastic pathology. OCT worked well in cases of
invasive cancer and demonstrated satisfactory results inHGD (Figure 24.4); only two
cases of HGD were erroneously recognized as false negative.

Specificity is frequently used to analyze the fluorescence imaging efficacy, but
this is not truly accurate because this calculation depends on the arbitrary number
of sites without fluorescence chosen for inclusion. Therefore, a positive predictive
value (PPV) is a more relevant measure because it represents the ratio between
false positives and true positives. In our series, the PPV for flat lesions with
fluorescence cystoscopy alone was 16%, while the PPV for the fluorescence
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cystoscopy combined with OCT increased to 43%, which is a very significant
improvement. These data also suggest that 78.7% of the biopsies based on
fluorescent positive findings could have been avoided based on OCT results.

Pioneering studies of the combined use of fluorescence and OCT were made on
animals. Preliminary results based on rat bladder tumorogenesis studies demon-
strate that ALA fluorescence imaging is highly effective and sensitive and covers a
large area (diameter 30mm) of the bladder surface, whereas OCT provides only a
cross-sectional scan of 5� 2.8mm. However, because of the superior resolution and
the ability to delineate bladder micromorphology, in addition to the detection of a
neoplastic lesion, OCT can even detect precancerous lesions that fluorescence may
sometimes miss and can differentiate inflammatory lesions that fluorescence may
show positive [52]. Here, we present the results of the first clinical study of the
combined application of fluorescence cystoscopy and OCT for the diagnosis of early
cancer. We demonstrate that fluorescence cystoscopy and OCTdo not add diagnostic
information in zones of papillary tumors, but OCT greatly increases the specificity
and PPV of fluorescence imaging tests in the diagnosis of early cancer in flat
suspicious zones to 79% and 43%, respectively.

24.3.3
OCTGuided Surgery in Bladder Cancer (Open Surgery and Transurethral Resections)

The problem of an adequate tradeoff between radical tumor removal and maximum
preservation of organs is very important for cancermanagement and patients� quality
of life. We have evaluated OCT for pre- and intraoperative planning of the tumor
resection margins on the examples of bladder, esophageal, and rectal carcinoma.

24.3.3.1 Transurethral Resections
OCT was used for intraoperative planning of 44 cases of transurethral resection of
bladder tumor (TURBT). The OCT forward-looking probe was introduced through
the operating channel of the cystoscope and anchored for TURBT. Under visual
control, the probewas pressed directly against themucosa. Two sites of the tumor and
multiple sites along four directional paths around the visual tumor border (up to 2 cm
in the 12, 3, 6, and 9 o�clock directions) were imaged.

Figure 24.4 High-grade dysplasia. (a) Fluorescent cystoscopic image; (b) OCT image (suspicious
type, true positive case); (c) corresponding histology (H&E stain).
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To evaluate the postoperative resection margins following TURBT, OCT imaging
was performed at the same four directional paths at the line of resection, 0.5 and 1 cm
from the postoperative resection line.

All OCT image readings were compared with histologic data from the same site.
The OCT and histologic borders coincided in 79% of cases. At the level of the
traditional resection line (þ 0.5 cm from the visible tumor border along the perim-
eter), suspicious OCT images were observed in one-third of the cases (the sensitivity
was 93% and specificity 74%). If an abnormal or suspicious OCT image was revealed
along the line, then an additional resection was performed accordingly.

Based on OCT data, 14 of 44 TURBT patients with intraoperative resection line
examination required additional resection (Figure 24.5). One TURBT patient with
postoperative resection line examination required additional resection.

Figure 24.5 Intraoperative OCT planning of
resection line during TURBT (T1G2). (a)
Scheme of tumor localization; (b)OCT image of
tumor focus; (d) schemeofOCT scanning along
two directions of conventional clock-dial

(6 o�clock); (e, f) OCT images of benign type at 6
o�clock; (g) scheme of localization of OCT
image of suspicious type at 9 o�clock; (h) OCT
image from the point at 9 o�clock.
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To determine the invasion depth, target investigation of the papillary tumor neck
was undertaken in 28 cases. It was found that in the case of superficial tumor (Ta, T1
stages), sharp, high-contrast horizontal layers are visualized throughout the OCT
image, whereas in the case of invasive tumor (T2 and higher) no horizontal layers
were observed in theOCT image. TheOCTsensitivity in determining tumor invasion
depth by assessing neck image structure was 100% and the specificity was 77%.

24.3.3.2 Open Surgery
Using OCT intraoperatively in the open bladder, we can determine the condition of
the inferior bladder at the bladder neck for possible preservation, which then may
help to preserve normal urinary function for the patient [53]. This OCTstudy sample
included 25 patients who underwent partial cystectomy. Three of 25 PC patients
required intraoperative conversion to radical cystectomy as OCT revealed involve-
ment near the bladder neck, while 67% of these patients could have had a more
limited resection (Figure 24.6).

OCT can help to define the bladder tumor margins in real time and has the
potential to improve the adequacy of bladder resection, optimize bladder sparing, and
reduce the recurrence rate.

24.4
Gastroenterology

Thehistory of usingOCT in gastroenterology dates back to 1996,when animal organs
were studied ex vivo and it was shown that OCT is capable of differentiating tissue
layers of the wall of hollow organs [54]. The 13 year experience gained by different
groups in the application of OCT in gastroenterology is sufficient to discuss its
clinical value.

The spectrum of potential clinical use includes:

. OCT for endoscopic BE malignancy monitoring

. OCT for surgical guidance of colon polypscolitis

. OCT in guided surgery of gastrointestinal cancer (esophagectomy and
rectoectomy)

. OCT for differential diagnosis of Crohn disease and ulcerative colitis

. OCT of the biliary tract.

Here we present the experience of our group in OCT monitoring surgery in
gastroenterology.

24.4.1
OCT for Endoscopic Monitoring of Barrett�s Esophagus Malignancy

A total of 78 patients had a complete qualifying set of data for inclusion in the
statistical analysis. The protocol for this surveillance for BE was approved by the
Cleveland Clinic Institutional Review Board. The protocol and the preliminary

348j 24 Optical Coherence Tomographic Monitoring of Surgery in Oncology



clinical results have been described earlier [55, 56]. Seventeen patients were histo-
logically diagnosed with invasive adenocarcinoma (INVC) originating in the meta-
plastic epithelium, 17 with intramucosal adenocarcinoma (IMC), 11 with HGD, and
33 with benign BE. According to the Seattle protocol [57], OCT and morphologic
analysis were performed on a per level of BE basis (rather than per biopsy site or per
patient); 181 levels were analyzed. The analysis included comparison of OCT images
and histopathology slides from the same level. For test purposes, histopathologic
diagnosis ofmetaplastic epitheliumand low-grade dysplasia (LGD)was considered to
be benign (112 levels).

Figure 24.6 Intraoperative OCT planning of
resection line during partial cystectomy. (a)
Scheme of tumor localization; (b)OCT image of
tumor focus; (c) H&E-stained histology section
reveals transitional cell-invasive carcinoma
(T2GIII); (d) scheme of OCT scanning along
direction of conventional clock-dial (6 o�clock

tumor border plus 3mm); (e) OCT image of
benign type from point (d); (f) H&E-stained
histology section reveals cystitis cystica; (g)
scheme of localization of OCT image of 6
o�clock tumor border plus 10mm; (h) benign
OCT image from the point (g); (i) histology
section reveals chronic cystitis.
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The following conditions were considered to be malignant: HGD (25 levels), IMC
(27 levels), and adenocarcinoma invasive into muscularis propria (INVC) (17 levels).
Altogether, 69 levels in malignant state were analyzed.

24.4.1.1 Differentiation Between Normal Esophagus and Benign BE
The OCT image of normal squamous esophageal mucosa has a five-layered
(Figure 24.7a) or four-layered (Figure 24.7b) structure, depending on how distinctive
the muscularis mucosa (MM) layer is.

In both cases, the upper layer with a moderate level of signal and thickness of
�100 mmcorresponds to the stratified squamous epithelium (SSE). The second layer
with themaximum level of backscattering corresponds to the lamina propria (LP). In
the normal esophagus, the SSE layer is well contrasted from LP, and the basal
membrane lies at the sharp interface between the two layers. If MM can be
differentiated (Figure 24.7b), it will appear darker than the LP and submucosa (SM).
In the absence of MM (Figure 24.7d), the contrast between the two connective tissue
layers is less pronounced (Figure 24.7c). The fifth layer, muscularis propria (MP),
always has low brightness.

Figure 24.7 Images of normal esophagus: (a)
OCT image with distinctive MM layer; (b)
corresponding histology (H&E stain); (c) OCT
image without distinctive MM layer; (d)
corresponding histology (H&E stain). SSE,

stratified squamous epithelium; LP, lamina
propria; MM, muscularis mucosa; SM,
submucosa; MP, muscularis propria
(bars¼ 1mm).
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Benign BE also has a layered structure. However, the BE OCT image is different,
which is consistent with different histomorphology. Histologically, the upper layer,
glandularmucosa (GM), is not a single layer and has a crypt structure with individual
crypt size much higher than the resolution of our OCT system. However, the OCT
contrast between crypts and mucus is insufficient at this resolution and the GM
appears as a single layer.

The SM andMP are contrasted on OCT images of BE, but not so pronounced as in
the normal squamous esophagus. As BE has an inflammatory origin, signs of
inflammation are often present: dark areas correlating with exudate accumulations.
Only three levels out of 112 with benign BE were false negative, the sensitivity of the
method to detect BE versus normal esophagus was 97%, and the specificity was
100%.

24.4.1.2 Differentiation Between HGD and Benign BE
Loss ofOCTcontrast between epithelium and connective tissue is themain feature of
HGD. This was observed for different types of epithelium, including stratified
squamous, transitional, pseudostratified ciliated, and glandular epithelium [58].
OCT images of HGD were characterized by degradation of the sharp interface
between GM and SM, and were considered to be positive for malignancy
(Figure 24.8a).

Figure 24.8 HGD of metaplastic epithelium.
True-positive case: (a) absence of sharp
interface between glandular mucosa and
submucosa; (b) corresponding histology (H&E

stain). False-negative case: (c) layered OCT
image; (d) corresponding histology; (e) area of
HGD delineated in a square (H&E stain).
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For patients with BE, the sensitivity and specificity for OCT to detect HGD were
71% and 68%, respectively. Low contrast images of benign BE usually correlated with
sites of scarring left fromprevious biopsies (false positive). Analysis of false negatives
revealed that focal areas of SSE were overlapping underlying metaplastic epithelium
with HGD (Figure 24.8c–e).

24.4.1.3 Differentiation Between IMAC and Benign BE
Adenocarcinoma is characterized by loss of layered structure on OCT images. The
GM layer is indistinguishable from the underlying structures (Figure 24.9a).

The sensitivity for the detection of intramucosal adenocarcinoma (IMAC) in
patients with BE was 85% and specificity 68%. Four cases out of 27 were false
negative (Figure 24.9c), and represented a situation of focal invasion into the SM
(when imaging and histology sites are not sufficiently correlated).

Endoscopic data showed that only 14 cases of IMAC were recognized visually by
endoscopists. In the remainder of the cases, IMAC was detected in visually
unchanged BE.

24.4.1.4 Differentiation Between Invasive Carcinoma and Benign BE
The main sign of invasive cancer on OCT images is loss of layered structure
(Figure 24.10a). There were no false negatives during identification of invasive
adenocarcinoma (INVAC) (sensitivity 100% and specificity 85%).

Figure 24.9 Intramucosal ADC. True-positive case: (a) OCT image; (b) corresponding histology
(H&E stain). False-negative case: (c) OCT image; (d) corresponding histology (H&E stain).
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24.4.1.5 Malignant BE Versus Benign BE
After combining all malignant states (HGD, IMAC, INVAC), the OCT sensitivity in
detection of malignancy was 83% and specificity 68%.

The results of blind recognition of images are summarized in Table 24.2.
BE has been the focus of intense OCT research in the gastrointestinal tract.

In Table 24.3, the diagnostic accuracy of OCT in detecting neoplasia in BE is
presented. It must be emphasized that these results were obtained using different
types of scanning and different criteria of OCT images [29, 55, 56, 59–61].

Evans et al. used the longitudinal scanning modality [29]. A catheter of this type
exerts no pressure on mucous membrane surfaces, which enables one to observe
surface features and differentiate enlarged glands. For diagnosis of IMC/HGD,
the authors proposed to use criteria such as surface maturation and gland
architecture. They hypothesized that incomplete surface maturation, indicative of
dysplasia or regenerative changes, would be seen as a high surface OCT signal
compared with the subsurface signal; gland irregularity by OCTmight be charac-
terized by irregular size, shape, and distribution of these architectural structures.
A total of 177 biopsy correlated images were analyzed. Good correlation between
histopathologic diagnosis of IMC/HGD and scores for each image feature [dys-
plasia index (Spearman correlation coefficient), r¼ 0.50, p< 0.0001], surface
maturation (r¼ 0.48, p< 0.0001), and gland architecture (r¼ 0.41, p< 0.0001) was
found. When a dysplasia index threshold of >2 was used, the sensitivity and

Table 24.2 Statistical parameters of blind comparison of OCT images and histopathology data.

Parameters HGD þ IMC þ INVC HGD þ IMC HGD IMC

Sensitivity (%) 83 78 71 85
Specificity (%) 68 68 68 68
Diagnostic accuracy (%) 74 71 69 71
Positive predictive value (%) 62 53 33 39
Negative predictive value (%) 87 87 92 95
Kappa 0.626 0.585 0.562 0.512

Figure 24.10 Invasive ADC: (a) true-positiveOCT image; (b) corresponding histology (H&E stain).
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specificity for diagnosing IMC/HGD were 83% and 75%, respectively. The authors
concluded that an OCT image-scoring system based on histopathologic character-
istics has the potential to identify IMCandHGD inBE.Note that these criteria cease
to work for a dysplasia index >2 [29].

The teamworking at theDivision ofGastroenterology in the CaseWesternReserve
University Hospitals of Cleveland [20, 62] employs endoscopic OCT with radial
scanning. In 2005, a double-blinded endoscopic OCT study was performed by four
endoscopists in 33 patients with documented BE. A total of 314 pairs of OCT images
and jumbo biopsy specimens were analyzed. A cap-fitted, two-channel endoscope
and rotation OCT probes were used that ensured target biopsy from the scanned
regions. The formulated OCT criteria of BE for a rotation probe have much in
common with those of ultrasonic imaging. Dysplasia and adenocarcinoma had the
following OCT features: (1) focal areas of decreased light scattering and (2) focal loss
of mucosal structure and organization. By using histology as the standard, the
endoscopic OCT had sensitivity 68%, specificity 82%, PPV 53%, negative predictive
value 89%, anddiagnostic accuracy 78%.Based on these results, it was concluded that
further modifications, including increased resolution and identification of further
potential OCT characteristics of dysplasia, are needed before OCT can be used
clinically.

Analysis of analogous groups of patients by our team enables us to argue that OCT
is a promising technique for the diagnosis of BEneoplasia, which implies still further
clinical experience and also further development of the technology.Making use of the
specific OCT features of BE, we found that the sensitivity and specificity of

Table 24.3 Diagnostic accuracy of OCT in detecting neoplasia in BE in blind recognition (according
to data from different studies).

Study No. of
patients
(images)

Sensitivity
(%)

Specificity
(%)

Diagnostic
accuracy (%)

Ref.

1. BE/SE,
Gastro, Cardia

121 97 92 – Poneros et al.,
2001 [59]

2. BE/LGD,
HGD, IMC

23
(152)

69 71 70 Isenberg et al.,
2003 [60]

3. BB/LGD,
HGD, IMC

33
(314)

68 82 78 Isenberg et al.,
2005 [61]

4. BB þ LGD/
HGD, IMC,
INC

44 75 91 89 Zuccaro et al.,
2001 [56]

5. BB/HGD,
IMC

Evans et al.,
2006 [29]

6. BB þ LGD/
HGD, IMC

67
(164)

78 68 70 Gladkova et al.,
2007 [55]

7. BB þ LGD/
HGD,
IMC, INC

78
(181)

83 68 74 Gladkova et al.,
2007 [55]
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endoscopic OCT in detecting malignization in BE (HGD, IMAC, INVAC) were 83%
and 68%, respectively. However, the OCT sensitivity is rather low when detecting
HGD only. Recent research in the field of Doppler OCT [63], ultra-high resolution
OCT [64], high scanning speed OCT [65], in vivo 3D comprehensive microscopy [66],
and computer-aided diagnosis for identification of dysplasia [67] demonstrated
additional diagnostic features of the development of early neoplasia in BE, which
are expected to increase the diagnostic value of OCT.

24.4.2
OCT for Surgical Guidance of Colon Polyps

The malignancy potential of colorectal polyps is well known in endoscopic
practice [68].

Endoscopic OCT was tested as a possible tool for in vivo endoscopic differential
diagnosis of colon polyps and for assessing the need for their removal during
colonoscopy. The studies were undertaken at the Eppendorf Clinic, University of
Hamburg (Germany) [69] and the Cleveland Clinic Foundation (United States) [70].

The studies revealed OCT features of adenomas and hyperplastic polyps based on
which the diagnostic accuracy of OCT was statistically analyzed; 48 tubular adeno-
mas, 12 tubulovillous adenomas, and 56 hyperplastic polyps were studied. The OCT
features of different types of colon polyps were formulated:

1) The hyperplastic polyp is characterized by a three-layer �benign� OCT image,
thickening of the upper layer (glandular mucous membrane), and a clear border
betweentheglandularmucousmembraneandsubmucouslayer (Figure24.11a–c).

2) Adenoma, independent of its size, is characterized by an OCT image without
layers (Figure 24.11d–f).

Analysis of 116 polyps in the open test showed that OCTdifferentiates adenomas
from hyperplastic polyps with good sensitivity (92%) and specificity (84%).

Our results on the differential diagnosis of colon polyps by the OCT technique
agree with preliminary data obtained in clinical studies using an analogous OCT
device [69]. Jaeckle et al. [69] identified OCT features of adenoma as an image
without layers and of hyperplastic polyp as an image in which one can see a
glandular mucous membrane, a submucous layer, and a muscular layer. Pfau
et al. [27] used a rotation probe and also ascertained the capability of OCT to
distinguish reliably between hyperplastic and adenomatous polyps. They investigat-
ed 44 polyps in 24 patients. Endoscopic optical coherence tomography (EOCT)
showed that adenomas were rated significantly more disorganized, with less
structure than hyperplastic polyps (p¼ 0.0005). Polyps that were subsequently found
to be adenomas in histopathologic evaluation were judged during EOCT to exhibit a
significant decrease in light scattering, appearing darker in EOCT images compared
with hyperplastic polyps (p¼ 0.0007). It was found that the mean difference in light
scattering was significantly greater between adenomas and normal tissue (mean
difference¼ 45.81) than the mean difference in scattering between hyperplastic
polyps and normal tissue (mean difference¼ 14.86) (p¼ 0.0001). The authors
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considered that morphologic feature quantification of colonic crypt patterns using a
microscope integratedOCTscanner [67] is highly promising for clinical applications.

We defined specific features of OCT images of adenoma and hyperplastic polyps
obtained using the forward-looking probe on 116 polyps. It was found that OCT
differentiates between adenoma and hyperplastic polyps with good sensitivity (92%)
and specificity (84%).

Other groups have also reported on the potential capability of OCT to distinguish
flat adenomas from normal mucous membrane of intestines, which is sometimes

Figure 24.11 EndoscopicOCT and the corresponding histology images of (a–c) hyperplastic polyp
and (d–f) adenomatous polyp.
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difficult in traditional endoscopy. Also reported was a preliminary study of a single
case of flat adenoma using Doppler OCT. It was shown that the development of
adenoma is accompanied, along with changes in structural features, by changes in
the vascular pattern [71].

24.4.3
OCT in Guided Surgery of Gastrointestinal Cancer (Esophagectomy and
Rectoectomy)

The problem of adequate tradeoff between radical tumor removal and maximum
preservation of organs is very important for cancer management and patient quality
of life.

Wehave evaluatedOCT for pre- and intraoperative planning of the tumor resection
margins on esophageal and rectal carcinoma. The standard EOCT was used for 19
patients with rectal adenocarcinoma and 24 patients with distal esophageal cancer
(14 zsquamous cell, 10 adenocarcinoma, eight cardial type and two Barrett�s
adenocarcinoma).

This study was performed in the Nizhny Novgorod clinics (Russia). The samples
included patients to be operated on for rectal or distal esophageal cancer. Examina-
tions were performed for patients with esophageal cancer located not higher (no
more proximal) than 5 cm from the Z-line and rectal adenocarcinomawith tumors in
the upper andmiddle thirds. This inclusion criterion is associatedwith the possibility
of performing organ-preserving surgery.

Taking into account that the endoscopic biopsy involves only the superficial
esophageal layers (mucosal and submucosal), the OCT border was determined
ex vivo, and histopathologic examination of the specimens was performed. We
formulated the types of tumor growth along the esophagus and rectum. If the tumor
spreads into the mucosa layer, the OCT image has no layers. If the tumor growth
occurs along the submucous layer, OCT reveals a contrast border between the
mucous and submucous layers, but does not show a contrast border between the
submucous and muscle layers.

When the tumor had spread along the muscle layer, we acquired false-negative
benign, very well-structured OCT images with two contrast borders. In the cases of
mucosal growth, OCT correctly detected tumor borders in all patients with esoph-
ageal (4 pt) (Figure 24.12) and rectal cancer (16 pt). In the cases of submucosal tumor
growth, OCT worked very well in the detection of tumor borders in all cases of
esophageal (16 pt) and rectal cancer (9 pt). However, OCTcould not determine tumor
borders in patients with muscle cancer that had spread into either the esophagus
(4 pt) or the rectum (2 pt).

Based on OCT ex vivo data, we developed a technique of endoscopic tumor border
detection. Scanning was performed during the presurgery endoscopic examination.
The OCT border was detected and marked for further surgery. The EOCT probe
investigated the visual border of the tumor (distal for rectal carcinoma and proximal
for esophageal carcinoma) along four directions of a conventional dial (12, 3, 6, and 9
o�clock). The above zones were OCT imaged in 0.3–0.5 cm steps until structural
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images corresponding to normal mucosa were obtained. The OCT border was
marked by electrocoagulator or methylene blue tattoo.

24.5
Gynecology

The first in vivo OCT images of the uterine cervix were obtained by the Nizhny
Novgorod team in 1997 [22]. Later, the clinical feasibility of OCT in gynecology was
discussed in a number of papers [72–76], describing the OCT features typical for a
normal exocervix, endocervix, and endometrium. It was shown thatOCT is capable of
detecting neoplastic changes in stratified squamous epithelium. In this section, we
demonstrate the potential of the clinical use of a new visualization method in
gynecologic practice.

24.5.1
Methodology and Patient Selection

Development of the protocol for uterine cervix target biopsy was done in three stages:
initial approbation of OCT for diagnosis of cervical pathology, study of the influence

Figure 24.12 Finding the border of mucosal
growth of squamous cell carcinoma of
esophagus (ex vivo).OCT image of tumor focus
(a) and the corresponding histology specimen
(d); the OCT border (b, arrow) coincides with

the histology border of squamous cell
nonkeratinizing cancer (d); control OCT and
histology study 1 cm from the border did not
detect tumor growth (c, e). H&E staining of
histology specimens.
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of acetic acid onOCTimages, anddevelopment and approbation of the protocol based
on OCTcolposcopy. In all the stages of the investigation, the female patients had the
following indications for colposcopy:

. history of abnormal colposcopic findings

. abnormal results of Pap smear (ASCUS, LSIL; HSIL)

. positive HPV test for oncogenic viral type.

The exclusion criterion was age under 18 years.
The study was approved by the Ethical Committee for scientific studies with

human subjects. The patients had to sign an informed consent document stating that
they understood the investigational nature of the proposed study.

A typical scenario of the study was similar in all the stages:

. review of patient�s history, including cytology and HPV testing results

. colposcopy and identification of regions of interest (ROI)

. OCT of identified ROI

. biopsy of ROI, when clinically appropriate

. histopathology evaluation of biopsy and comparison with OCT and colposcopic
findings.

The diagnostic efficiency of OCT in recognizing malignization was studied using
blind recognition tests of OCT images.

24.5.2
Guidance Biopsy During Colposcopy

In the first stage, a preliminary investigation of OCT capabilities for detecting
neoplasia-induced alterations in the uterine cervix was carried out; 120 patients
took part in the study. It was revealed that the most typical OCT feature of
malignization was loss of specific image structure, which allowed us to formulate
features of �benign� and �malignant� OCT images. Using this approach, we assessed
the diagnostic efficiency of OCT for the recognition of cervical malignization. The
sensitivity was shown to be 82%, specificity 78%, error 19.2%, and kappa 0.65. It
should be noted that the maximum percentage error (Table 24.4) was due to false-
negative recognition of metaplasia whose optical images are low structured.

This led us to revise some of the OCTcriteria of malignization, for classifying the
interpreted images not only as �malignant� or �benign� but also as �suspicious�
(Figure 24.13) [92], and for looking forways to increase the diagnostic efficiency of the
technique.

It is worth noting that OCTshould not be regarded as an independent diagnostic
technique. Research carried out in the first stage demonstrated that to increase the
diagnostic quality of cervical pathology,OCTdata should be used in combinationwith
information about clinical symptoms, cytology data, and colposcopy results. There-
fore, the development of the OCT-based diagnostic protocol demands, in the first
place, maximum adaptation of the new method (OCT) to the basic procedure
(colposcopy). For validating the OCT–colposcopy technique, in the second stage we
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studied the influence of traditional colposcopic tests (application of acetic acid) on the
character of OCT images of the uterine cervix.

A total of 120 female patients took part in the study. The structure of the uterine
cervix states is presented in Table 24.5.

It was found that local application of a 3% solution of acetic acid in the case of
uterine cervical neoplasia reduces the depth of OCT scanning 2–3-fold. We formu-
lated differential criteria forOCTvisualization ofmetaplastic and neoplastic epithelia
on local exposure to 3% acetic acid solution, taking into account that interpretation of
immaturemetaplasia is the most difficult for diagnosis in both colposcopy and OCT.
In the presence of immature metaplasia, the OCT image persists in being struc-
tureless and the depth of scanning does not change, in contrast to the case of severe
dysplasia and cervical cancer, when the velocity of signal attenuation becomes very
fast, whichmanifests itself as a pronounced decrease in the size of the image down to
half to one-third frames (Figure 24.14).

Being the most difficult for traditional diagnosis and OCTstudy (the error rate in
the previous stage was 41%), cervical metaplasia was chosen for assessing the
diagnostic efficiency of the new approach in OCTdiagnostics. Results of the �blind�
recognition test (Table 24.6) showed that the use of the proposed interpretation
criteria enabled the error rate to be reduced to 15%.

Figure 24.13 Types of OCT images of the cervix: (a) benign, (b) suspicious, and (c) malignant.

Table 24.4 Distribution of the indices of OCT diagnostic efficiency in recognizing malignization.

Condition No. of
recognitions

True
positives

False
positives

False
negatives

True
negatives

Error
(%)

Invasive
carcinoma

70 62 0 8 0 11.4

Microinvasive
carcinoma

28 23 0 5 0 14.2

High-grade
dysplasia (HGD)

91 70 0 21 0 23

Inflammation 14 0 0 0 14 0
Metaplasia 56 0 23 0 33 41
Low-grade
dysplasia

42 0 2 0 40 4.7

360j 24 Optical Coherence Tomographic Monitoring of Surgery in Oncology



This research allowed us to formulate the diagnostic protocol for examining the
uterine cervix:

. colposcopy using acetic acid

. OCT study taking into account the impact of acetic acid

. target biopsy of the cervical mucous membrane by indications of
OCT–colposcopy.

This protocol was tested in clinical conditions with the participation of 90 patients.
The study was aimed at evaluating the efficiency of the developed protocol of OCT-
colposcopy for taking a decision about uterine cervix biopsy. Examination was carried
out following the proposed protocol, but the decision about biopsy was taken by a
standard protocol based on colposcopic data. According to our data on abnormal

Table 24.5 The structure of cervical states.

Norm 21 (17.5%)
Benign 56 (46.7%)
Malignant HGD 26 (21.6%) Microinvasive carcinoma

5 (4.2%)
Invasive carcinoma 12
(10%)

Figure 24.14 OCT images of cervical metaplasia (a, b) and cervical carcinoma (c, d) before (a, c)
and after (b, d) application of a 5% solution of acetic acid.
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colposcopic findings, 79% of cases had indications for biopsy and only in 36% of
cases were malignant and suspicious types of images detected by OCT. Histology
studies of biopsymaterial confirmed the presence of benign states in the benign types
of OCT images (Figure 24.15).

We believe that inclusion of OCT in the protocol for uterine cervix examination
allows more accurate assessment of the state of the object under study and reduces
substantially (by more than 40%) the number of invasive procedures (biopsies)
needed, which will have important medical, social, and economic impacts. When no
biopsy is taken in the case of benign types of images, OCTmay be an objective follow-
up technique that will allow timely changes of therapeutic management in case of
necessity.

Table 24.6 Diagnostic efficiency of the new approach in OCT diagnostics.

True
positives

False
positives

False
negatives

True
negatives

Sensitivity
(%)

Specificity
(%)

Error
(%)

Kappa

Total
recognitions
430

217 20 43 150 83 88 15 0.67

Figure 24.15 Differential diagnosis of colposcopic findings with OCT.
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24.6
Cross-Polarization OCT in Oncology

Traditional OCT is most informative for the investigation of layered tissues covered
by epithelium. The presence and loss of contrast between the epithelium and the
underlying connective tissue are an important diagnostic feature recorded by means
of OCT [77]. In some cases, traditional OCT images of benign andmalignant tissues
are both structureless, which makes them indistinguishable, thus reducing the
specificity of themethod. Loss of contrast between layers occurs as a result of changes
in optical characteristics of the epithelium and also of connective stroma. Standard
OCT is not intended for detecting changes in the connective stroma.

Structured components of connective tissue (collagenfibrils andfibers) are formed
from collagen. High organization of collagen ensures its capability to change the
polarization of light passing through biotissue. In the context of interest to us,
collagen is an important birefringent molecule in the human body. Birefringence is
the principal polarization characteristic of tissues thatmay be registered bymeans of
an OCTmodality known as polarization-sensitive OCT (PS-OCT) [78].

Another, no less important, polarization characteristic of biotissue is depolariza-
tion. Depolarization is the property of material to eliminate polarization in a sum
scattered wave. If backscattered radiation contains radiation with polarization
orthogonal to that of the probing wave, then it may be recorded by a PS-OCT
modality referred to as cross-polarization OCT (CP-OCT) [36].

Neoplasia changes the properties and integrity of healthy tissues, hence it changes
the collagen state and polarization features of tissues. That is why detection of
birefringence and depolarization properties of tissues bymeans of PS-OCTmay be a
useful means for increasing the specificity of traditional OCT.

Elaboration of new polarization techniques is a promising trend in OCT devel-
opment. Nearly all research groups involved in OCT studies have used polarization
methods [79–81].

Histologicmethods of assessing collagen and its birefringent properties have been
developed, but only ex vivo. Of particular interest is themethod of lightmicroscopy in
polarized light using PicroSirius Red (PSR) staining, which allows the reliable
detection of collagen possessing high birefringence. The use of PSR staining in
polarized light gives information about the size of the structures, their number,
composition, and location, birefringence ability, and, as a consequence, the func-
tional state of tissue [78]. The majority of authors working with PSR staining in
polarized light are unanimous in reporting that staining confirms the collagen with
enhanced linear birefringence. When stained by PSR, organized collagen shows up
as bright regions whose yellow–orange and red colors are typical for thick fibers (type
I collagen with fiber diameter 1.6–2.4mm), and dark green for thin fibers (type III
collagen, fiber diameter 0.8mm) [82–84].

Most researchers have studied birefringence using CP-OCT systems [85, 86],
which are a convenient tool for assessing biological tissues with high collagen
content. These include tissues that are of low contrast for traditional OCT, such as
tendon, articular cartilage [87], and derma [88], as they have a relatively uniform
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structure. Birefringence is visualized as contrast-alternating bright and dark stripes
elongated primarily along the surface, whose spatial period is determined by the
magnitude of birefringence. Several such bandsmay appear in the image at a strongly
anisotropic refractive index in biotissue (Dn¼ 10�3–10�2).

Two polarization-conjugate images are demonstrated when assessing the depo-
larization properties of tissue [33, 35]. Comparison of scattering in initial and
orthogonal polarizations gives detailed information about microstructures and
biochemical alterations depolarizing tissue components, collagen in particular. Our
preliminary studies have revealed that the CP-OCT technique may provide clinically
important information about mucosa as connective tissue fibers are capable of
scattering probing radiation not only to direct but also to orthogonal polarization.
Comparison of the patterns of backscattering in direct and orthogonal polarizations
proved to be most informative for differentiation between clinically similar cases of
esophageal carcinoma and cicatrized esophagus tissue after chemical burning [30],
and also for differentiation between cervical leukoplakia "nd cancer [77].

Thus, the possibility of in vivo (noninvasive) observation of collagen changes
refines the treatment of suspicious OCT cases and opens up new diagnostic
capabilities of OCT.

Cross-polarization investigation of urinary bladder, uterine cervix, and esophageal
mucosas was carried out in the course of endoscopic procedures: cystoscopy,
colposcopy, and fibrogastroscopy (Table 24.7).

24.6.1
CP-OCT in Oncogynecology

Figures 24.17–24.19 demonstrate two types of OCT images: in direct and in
orthogonal polarization. OCT images of the unaltered uterine cervix are shown in
Figure 24.16, where a layered horizontally organizedmucous structure is visualized.
In direct polarization (Figure 24.16a, lower image), the epithelium looks like a
moderately uniformly scattering layer that has a sharp border with a more intensely
scattering subepithelial tissue. In orthogonal polarization (Figure 24.16a, upper
image), the epithelium has, primarily, a cellular structure and is visualized as a very
weakly scattering layer. PSR staining of histology specimens in polarized light reveals
thick,well-ordered, oriented along the tissue surface, bright-red collagenfibers (type I

Table 24.7 Volume of the studied material depending on biological tissue localization.

Object under study No. of
patients

No. of histology
specimens

No. of CP-OCT
images

Cervical tissue 68 78 148
Urinary bladder
tissue

65 72 152

Esophagus tissue 17 23 143
Total 150 173 443
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collagen). CP-OCT images of the mucous layer of the normal uterine cervix feature
layered tissue structures. Visualization of images in direct and orthogonal polari-
zation allow reliable differentiation of tissue layers with high contrast, and also
various inclusions, blood vessels in particular. The signal intensity in orthogonal
polarization reflects the presence of type I collagen in stroma.

Two cases where the colposcopic pattern is suspicious for cancer (stippling,
mosaic, moderate aceto-white reaction) are illustrated in Figures 24.17 and 24.18.
Figure 24.17 demonstrates a mucous layer of the uterine cervix with a growth site of
squamous cell nonkeratinous carcinoma with an invasion depth of about 2–3mm.

Figure 24.18 shows the site of the mucous layer of the uterine cervix (colposco-
pically suspicious for neoplasia) with histology features of cylindrical epithelium
ectopia (immature metaplasia) (without epithelium epidermization and high-grade
cellular infiltration of stroma) (benign state).

The presence or absence of a signal in orthogonal polarization may have differ-
ential-diagnostic value when traditional OCT images are structureless. Both OCT
images are indistinguishable in direct polarization – they have no horizontal layered
organization. The typical structureless OCT image depicted in Figure 24.19 may be
interpreted as a sign of malignization, which is a false-positive result. In the case of

Figure 24.16 Mucous layer of normal uterine
cervix. The layersweremarkedwith Safil surgical
suture 150mm in diameter, transparent to OCT
probing radiation. The suture was sewn
immediately under the epithelium. (a) OCT

image in direct (bottom) and orthogonal (top)
polarization; (b) histologic specimen, H&E
staining, frame size 1.7� 1mm; (c) histology
specimen, PSR staining in polarized light, frame
size 1.7� 1mm.
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immature metaplasia, a signal is detected in the image in orthogonal polarization
because the maturity and orientation of collagen fibers are conserved, in contrast to
cancer when disorganized collagen has no polarization characteristics.

Thus, CP-OCT furnishes additional information about the states giving low-
contrast images in direct polarization.

24.6.2
CP-OCT in Oncourology

CP-OCT images of normal mucosa of the urinary bladder in direct and orthogonal
polarization feature a layered tissue structure. The signal intensity in orthogonal
polarization reflects the presence of type I collagen in stroma.Visualization of images

Figure 24.17 Mucous layer of the uterine
cervix, growth site of squamous cell
nonkeratinous carcinoma with an invasion
depth of about 2–3mm. (a) OCT image in direct
(bottom) and orthogonal (top) polarization; (b)
histology specimen, H&E staining, frame size
1.7� 1mm; (c) histology specimen, PSR
staining in polarized light, frame size
0.75� 0.5mm. PSR staining of the histology
specimen in polarized light shows that the area
corresponding to cancer complexes is almost
non-luminescent. Tumor stroma is represented

by sporadic thin yellow–green fibers. OCT
image: in direct polarization, the image field is
uniform with a high-intensity signal, no layered
structure is differentiated. In orthogonal
polarization, the image field has no signal; there
is signal at a site corresponding to stroma.
Invasive squamous cell carcinoma is almost
devoid of stroma containing organized
collagen. Therefore, in orthogonal polarization,
there is almost no signal at the site of cancer,
which may be a differential feature of invasive
tumor of arbitrary differentiation.
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Figure 24.18 Mucous layer of the uterine
cervix, cylindrical epithelium ectopia (immature
metaplasia). (a) OCT image in direct (bottom)
and orthogonal (top) polarization; (b) histology

specimen, H&E staining, frame size
1.7� 1mm; (c) histology specimen, PSR
staining in polarized light, frame size
0.75� 0.8mm.

Figure 24.19 Urinal bladder wall specimen
sewn with surgical suture transparent to OCT
probing radiation. (a) OCT image in direct
(bottom) and orthogonal (top) polarization; (b)
histology specimen, H&E staining, frame size
1.8� 2.3mm; (c) histology specimen, PSR

staining in polarized light, frame size
1.8� 2.3mm. The urinary bladder tissue
contracts during OCT examination, hence layer
thicknesses do not coincide in OCT and
histology images.
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in direct and orthogonal polarizations allows reliable differentiation of all layers of
bladder wall tissues with high contrast (Figure 24.19).

Benign states that look like zones of neoplasia at cyctoscopy [ for example,
papillomatous (exophytic) urinal bladder formation with histology features of
simple papilloma without features of cell atypia] (Figure 24.20) give a signal in
orthogonal polarization. Connective tissue of benign papilloma gives a signal in
orthogonal polarization due to the unchanged mature type I and type III collagen
(yellow and green luminescence in PSR-stained histology specimens, Figure 24.20c).

At the same time, exophytic papillomatous growth of urothelial tumors with high-
gradedifferentiationbutwithout signsof invasion intomuscular layers (Figure24.21)
gives a structureless image in direct polarization and no signal in orthogonal
polarization, because malignant papilloma is almost free of stroma containing
organized collagen (Figure 24.21c).

Figure 24.20 Simple urinary bladder papilloma. (a) OCT image in direct (bottom) and orthogonal
(top) polarization; (b) histology specimen, H&E staining, frame size 1.8� 2.3mm; (c) histology
specimen, PSR staining in polarized light, frame size 0.7� 0.4mm.

Figure 24.21 Exophytic papillomatous growth
of urinary bladder mucosa – high-grade
differentiation urothelial tumor without
invasion into muscular layer. (a) OCT image in
direct (bottom) and orthogonal (top)

polarization; (b) histology specimen, H&E
staining, frame size 1.7� 1mm; (c) histology
specimen, PSR staining in polarized light, frame
size 0.75� 0.5mm.
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24.6.3
CP-OCT in Oncogastroenterology

Structured OCT images in standard and orthogonal polarization were also visualized
in studying the tissues of the normal gastrointestinal tract (Figure 24.22). Verification
of zones suspicious for cancer growth gave low-structured, non-layered cancer-type
images (Figure 24.23). Malignant tumor does not depolarize radiation in orthogonal
polarization and the OCT signal is minimal.

To conclude, when benign states are scanned, CP-OCT demonstrates structured
layered images of benign type. Malignant neoplasms of different localizations are
visualized as nonlayered images in standard polarization and are characterized by a
weakOCTsignal or no signal at all in orthogonal polarization. Some benign states are
visualized as structureless images in direct polarization, whereas in orthogonal

Figure 24.22 Normal squamous cell mucosa of esophagus. (a) Probe in esophagus lumen; (b)
OCT image in direct (top) and orthogonal (bottom) polarization.

Figure 24.23 Tumor (adenocarcinoma) surface of themiddle one-third of stomach body. (a) Probe
in stomach lumen; (b) OCT image in direct (top) and orthogonal (bottom) polarization.
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polarization a signal is detected, which enhances the specificity of CP-OCT for
recognition of neoplasia.

24.7
Conclusion

Earlier pilot studies that used EOCT demonstrated an excellent ability to delineate
clearly the layered structure of the esophagus, colon, bladder, vessels, and other
biological structures into which the catheter is inserted. This feature of OCT images
is universal for the great majority of EOCT devices [42, 75, 89]. Subsequent studies
have validated the diagnostic accuracy of OCT for detecting specialized intestinal
metaplasia, HGD, and intramucosal carcinoma of the esophagus and bladder [53]
and dysplastic colonic polyps [90].

Our studies were aimed at statistical justification of using OCT in endoscopy. The
clinical sampling included patients with urinary bladder (164 pt) and gastrointestinal
tract (390 pt) pathology. The material was combined into one group as these organs
are accessible to OCT. Further, in this fashion we demonstrated that the new
diagnostic technique is unique and universal for organs of different morphology.
As a result, we analyzedOCT images of pathologic states of the basic types ofmucous
membranes with transition, multilayer flat, and glandular epithelium.

In our research we used a handy en-face EOCTscanner. Its perpendicular position
and moderate pressing on tissue ensure stable images with good tissue contrast; no
additional fixing devices are required. The en-face design makes it convenient for
investigation of both tubular (gastrointestinal tract) and large, hollow (urinal bladder)
organs; further, it is useful for studying skin and mucous membranes of any
localization. Its drawback, as in any other linear scanning technique, is the small
surface area of a studied sample that is limited by the diameter of the scanner optical
window.

Analysis of the results of the application of EOCTenables us to state that this novel
visualization technique has found its niche in the diagnostic process. It is capable of
solving several diagnostic tasks: early malignancy detection, tumor border marking,
tumor removal control, and differential diagnosis of various pathologic forms. In this
chapter, we have demonstrated the high diagnostic accuracy of EOCT in specific
clinical tasks.

It is difficult to compare results of EOCTdiagnostic efficiency obtained by different
workers as they investigated different objects (different stages of the neoplastic
process) and used different approaches to scanning. Nevertheless, the data presented
demonstrate comparability of the independent results obtained. Statistical data for
our study show that the diagnostic accuracy of the EOCT technique with criteria for
image interpretation proposed by our team is comparable to results reported by other
groups, and even better in some cases.

We intend to refine the technique further. The development of high-resolution fast
scanning systems is known to be the main direction towards improving OCT.
However, it should be taken into account that for promotion into clinical practice,
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characteristics such as handy and simple use, portability, and economy are very
important. These properties are inherent in our device.We believe that the diagnostic
accuracy of such an OCTmodality may be enhanced as follows:

. by developing basically new schemes, for example, PS-OCT

. by creating a high-speed scanning system that would enlarge the area of the
analyzed surface

. by further minimization of the en-face probe for better matching with standard
endoscopic equipment.

Concerning trends in the development theOCTtechnique as awhole, we hope that
a scanning system integrating all the advantages of available approaches will be
created and universal criteria of image interpretation will be developed.
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25
Intraoperative Optical Coherence Tomographic Monitoring
Alexandre Douplik

25.1
Optical coherence tomography as a Surgery-Assisting Tool

Optical coherence tomography (OCT) is a high-resolution imaging technology
analogous to B-mode ultrasound except that it uses infrared light instead of sound.
This technique, known asMichelson low-coherence interferometry, whichmeasures
the echo delay and intensity of back-reflected or backscattered infrared light from
internal tissue microstructure, is used by comparing the reflected light beam with a
beam that travels along a reference path.OCTcan facilitate imaging close to histologic
cross-sections at a high spatial resolution, up to 1–20 mm. Such a resolution is 1–2
orders of magnitude better than a conventional ultrasound. Imaging depths are
limited to a few millimeters (2–3mm) because of optical attenuation due to
absorption and scattering; however, these imaging depths are sufficient for many
diagnostic applications, including performing intraoperative monitoring [1]. OCT
imaging is near real-time (but still lower than a standard PAL orNTSCvideo rate) and
noncontact technique. With recent research advances, OCT imaging of optically
scattering, nontransparent tissues has become possible using longer near-infrared
(e.g., 1.3mm)wavelengthswhere optical scattering is reduced, thus permitting awide
variety of biomedical applications [2]. Contrast in OCT images originates from
differences in the reflectivity of different tissues, which are caused by their variations
in (complex) refractive index n. Unfortunately, contrast is limited because for most
tissues n ranges from 1.3 to 1.4. OCT imaging is sensitive to differences in terms of
refraction index of light scattering between different tissues, whereas in histopa-
thology, as in a microscopy, images are generated by differences in either optical
reflection or transmission. Hence the inherent appearance of an OCT image is
different from that in histopathology and, in general, further studies are required to
develop a basis for interpreting OCT images in terms of clinically relevant pathol-
ogy [3]. Examples of OCT images are provided in Figure 25.1a.

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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As an intraoperative monitoring tool, OCT is exploited to differentiate normal
tissues and recognize the normal and pathology to guide surgery. The intraoperative
use of OCT can be invaluable in improving intraoperative evaluation, facilitating
surgery, and supporting the surgeon�s decision-making process on the fly, thus
improving surgical outcomes. TheOCTmonitoring tools are required not to interfere
with the surgery in intensive therapy procedures, either mechanically or using
close light wavelengths such as during laser ablation or light interstitial thermo-
therapy. A 3D OCT image of ablation crater is shown in Figure 25.1b.

25.2
OCT Modalities and Implementations for Intraoperative Assistance

Since the introduction of OCT in 1991, it has been implemented as a time domain
technique. The newest extension of OCTexploits frequency domain technology. The
latter includes spatially encoded frequency domain OCT [spectral domain (SD) or
Fourier domain OCT] and time-encoded frequency domain OCT (also swept-source

Figure 25.1 (a) Dependence of imaging depth
on wavelength of the incident light. A human
epiglottis was imaged at both 850 and 1300 nm.
The underlying cartilage (c) could be visualized
only using longer wavelengths, while a larger
reflection at the surface occurred with the
850 nm light. Superficial secretory glands
(g) were visualized at both wavelengths. Bars
represent 500mm. In this image, data are
displayed as the logarithm of backscattering

intensity versus depth (in gray scale)
to emphasize deeper structures.
Corresponding histology is included
(lowest left) [26]. (b) Laser ablation
crater. 3D projection illustrates central
ablation crater (c) and concentric zones
of thermal injury Numbers refer to depth
below the surface. Bar represents
1mm [1]. Courtesy of J. Fujimoto and
S. Boppart.
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OCT) and provides much faster image acquisition relative to time domain technol-
ogy. High-resolution and 3D OCTrequire longer data collection times than conven-
tional OCT. Doppler optical coherence tomography (DOCT) is used to obtain
information about blood perfusion spatial distribution and vessel reactions. Polar-
ized sensitive (PS) or structural OCT, an extension of classical OCT, is sensitive
to birefringence and consequently to anisotropies and stress within a material.
The image acquisition in OCT is provided either with hand-held surgical probes,
OCT fiber probes compatible with biopsy channels of laparoscopes, catheters, and
endoscopes [4, 5] or an OCT system coupled with a surgical microscope (OCT
camera) [6].

25.3
Advantages, Limitations, and Reproducibility of Intraoperative OCT Monitoring

Advantages of OCT are a high spatial resolution comparable to conventional
histology, fast data collection building up an image nearly in real time, and the
capability of acquiring images remotely.Unlikeultrasound,OCTdoesnot require any
conducting gel. The principal disadvantage of OCT, as with any optical imaging
technique, is that light is highly scattered by most biotissues. In most tissues
other than the eyes, optical scattering limits the image penetration depth to between
2 and 3mm. Another serious limitation of OCT is a relatively small field of view
(e.g., hundreds of microns to millimeters), demanding significant time for exam-
ination of the region of interest (ROI) and hence limiting the application of OCT for
screening surveillance. The larger the area to be scanned, the greater is the probability
of �smearing� the OCT image due to motion artifacts. Ho et al. reported that OCT
imaging in ophthalmology is in general reproducible within 10–20% depending on
the particular implementation [7]. High-resolution and 3D OCT require extensive
scanning, making OCT imaging subject to motion artifacts when holding the OCT
probe still relative to the object is not always possible in organs with high motility
such as the gastrointestinal (GI) tract. Pressing the probe against the tissue to
stabilize its position may lead to compression of the object, which can affect
the measured OCT information [9], though this effect has even been exploited to
enhance the OCT contrast [8].

25.4
Specificity and Sensitivity of OCT for Recognizing Normal and Pathologic Tissue

To evaluate the efficiency of the OCTmethod for the detection of different stages of
malignization, three independent blind tests were performed using OCT images
of the uterine cervix, urinary bladder, and larynx for diagnosing mucosal neoplasia.
The studies showed that the OCTsensitivity was 82, 98, and 77% and specificity 78,
71, and 96%, respectively [9]. The diagnostic accuracy of OCT for recognizing normal
and pathologic tissue depends on the particular clinical application and varies from
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75 to 86% for sensitivity and 78 to 95% for specificity if H&E histology is used as
a gold standard [10, 11]. More detailed analysis of OCT diagnostic accuracy
including particular applications is provided in Chapter 2.1.2.4 Optical Coherence
Tomography. As a result of providing detailed information on the architectural
morphology of the retina at the level of individual retinal layers, OCT has been
proposed for the detection of early pathologic changes, even before clinical signs or
visual symptoms occur, and it has even been proposed as a new �gold standard�
structural test for retinal abnormalities [12]. OCT was found to be a more accurate
diagnostic technique than intravascular ultrasound [13].

25.5
Normal Tissue Differentiation with OCT

The high resolution of OCT permits the imaging of features such as tissue
morphology and also cellular features. Tissue differentiation is important to avoid
accidental destruction of critically important organs and tissues such as blood vessel
walls and nerves [14], while accurate identification of pathologic or necrotic tissues
assists delineation of themargins of resection. Attempts at localizedmeasurement of
the attenuation coefficient mt can provide additional information, and may increase
the clinical potential of quantitative discrimination between different tissue types by
OCT [15]. The ability to see beneath the surface of tissue in real time can guide
surgery near sensitive structures such as vessels and nerves and also assist in
microsurgical procedures [1, 16, 17]. OCTwas integrated with surgical microscopes
routinely used to magnify tissue to prevent iatrogenic injury and to guide delicate
techniques in ear, nose, and throat (ENT) surgery [18]. Hand-held OCT surgical
probes and laparoscopes have also been demonstrated [4]. Miyazawa et al. reported
that PS-OCT was used for a tissue discrimination algorithm based on the optical
properties of tissues. The 3D feature vector from the parameters intensity, extinction
coefficient, and birefringence obtained by PS-OCTwas calculated. The tissue type of
each pixel was determined according to the position of the feature vector in the 3D
feature space. The algorithm was applied for discriminating tissues of the human
anterior eye segment. The conjunctiva, sclera, trabecular meshwork (TM), cornea,
and uvea were well separated in the 3D feature space, and were observed with
good contrast [19]. Liang et al. used structural OCT to investigate the longitudinal
development of engineered tissues and cell dynamics such as migration, prolifer-
ation, detachment, and cell–material interactions [20]. Optical techniques that
image functional parameters or integrate multiple imaging modalities to provide
complementary contrast mechanisms have been developed, such as the integration
of optical coherence microscopy with multiphoton microscopy to image structural
and functional information from cells in engineered tissue, optical coherence
elastography to generate images or maps of strain to reflect the spatially dependent
biomechanical properties, and spectroscopicOCT to differentiate different cell types.
Hauger et al. proposed a surgical system supported by an OCT surface scanner
for tissue-differentiated tomography to identify a particular type of tissue [21].
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25.6
OCT Biopsy Guidance

A technology capable of performing optical biopsy (defined as imaging tissue
microstructure at or near the level of histopathology without the need for tissue
excision) has a considerable impact on surgical interventionmanagement such as in
situations in which sampling errors severely restrict the effectiveness of excisional
biopsy (e.g., the high failure rates associated with blind biopsies used to screen the
premalignant conditions of ulcerative colitis or Barrett�s esophagus) [22–24] or when
conventional excisional biopsy is potentially hazardous in vulnerable regions (e.g.,
the retina, the central nervous system, the vascular system, the atherosclerotic plaque
in the coronary arteries and articular cartilage) [25]. The ability to image at the cellular
level could improve the effectiveness ofmany surgical andmicrosurgical procedures,
including coronary atherectomy, transurethral prostatectomies, and microvascular
repair [26]. FiberedOCT in conjunction with natural orifice transluminal endoscopic
surgery (NOTES) could provide a facility for rapid, in situ pathologic diagnosis of
intraperitoneal tissues in a truly minimally invasive fashion [27]. Iftimia et al.
reported that SD-OCT could help in more precise needle placement during the
fine needle aspiration (FNA) breast biopsy and therefore could substantially reduce
the number of nondiagnostic aspirates and improve the sensitivity and specificity of
the FNA procedures. Over 80% sensitivity and specificity in differentiating all tissue
types and 93% accuracy in differentiating fatty tissue from fibrous or tumor tissue
were obtained with this technology [28].

25.7
Identifying Malignancy

Intraoperative real-time detection of residual malignant tumor tissue remains an
important challenge in surgery. Many malignancy-identifying OCT studies in the
1990s were focused on in vitro imaging and correlation with histopathology. In vitro
studies have been performed to investigate OCT imaging in the GI tract [29],
pancreatobiliary tissue [30], urinary system [31], respiratory system [32], and female
reproductive tract [33] and in differentiating choroidal nevus from choroidal mel-
anoma in the eye by 3D SD-OCT and OCT characteristics of other choroidal
tumors [34]. During the last decade, a number of in vivo clinical studies have been
performed in dermatology [35], GI tract [36], kidney [37, 38], human brain [39],
breast [40], and ENT [41].

25.8
Identifying Atherosclerotic Plaque Composition

The majority of acute coronary events are precipitated by the rupture of a vulnerable
atherosclerotic plaque in the coronary system, and subsequent thrombogenesis.
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Thus, data on plaque composition and stability, complementing the image,
may inform the decision on whether and how to treat a particular section of
coronary artery. Van Soest et al. concluded from a survey of the complete OCT
in vivo attenuation coefficient dataset that a high attenuation coefficient in
OCT, mt> 10mm�1, is associated with two markers of plaque vulnerability: the
presence of a necrotic core and macrophage infiltration. More stable forms of
atherosclerotic tissue and healthy vessel wall have low attenuation coefficients:
mt� 2–5mm�1 [42].

25.9
Identifying Necrotic Tissue

VanderMeer et al.usedOCTto determine the optical properties of humanfibroblasts
in which necrosis or apoptosis had been induced in vitro. The OCT data included
both the scattering properties of the medium and the axial point spread function
of the OCT system. The optical attenuation coefficient in necrotic cells decreased
from 2.2� 0.3 to 1.3� 0.6mm�1, whereas, in the apoptotic cells an increase to
6.4� 1.7mm�1 was observed. The results from cultured cells, as presented in this
study, indicate the ability of OCT to detect and differentiate between viable, apoptotic,
and necrotic cells, based on their attenuation coefficient [43]. Standish et al. exploited
interstitial (IS) DOCT to predict photodynamic therapy (PDT)-induced tumor
necrosis deep within solid rat prostate tumors, quantifying the PDT-induced micro-
vascular shutdown rate in vivo. A strong relationship (R2¼ 0.723) was determined
between the percentage tumor necrosis at 24 h post-treatment and the vascular
shutdown rate: slower shutdown corresponded to higher treatment efficacy, that is,
more necrosis [44].

25.10
Resection Delineation

OCT has already been used in vitro for the delineation of fine subtle structures of
biotissue to help avoid damage to the normal structure, margins of the spots of the
tissue damaged during surgical intervention, and margins of the malignant lesions.
Results in vivo are expected soon. Thus, an OCT system has been utilized to display
the multilayered structure of the airways delineating the subtle architectural differ-
ences in three separate anatomic locations, namely trachea, main bronchus, and
tertiary bronchus, using fresh pig lung resections [45]. Spectral OCT sensitive to
birefringes has been successfully applied for thermally damaged tissue margin
delineation [46]. Tsai et al. applied swept-source (SS)OCT for the ex vivodelineation of
an oral cancerous lesion margin sampling with the axial resolution of 8 mm in free
space and a system sensitivity of 108 dB via two parameters [47]. One of the
parameters was the decay constant in the exponential fitting of the SS-OCT signal
intensity to depth. This decay constant decreases as the A-scan point moves laterally
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across the margin of a lesion. The other parameter was the standard deviation of
the SS-OCT signal intensity fluctuation in an A-scan. This parameter increases
significantly when theA-scan point ismoved across the transition region between the
normal and abnormal portions. Such parameters were used for determining the
margins of oral cancer.

25.11
Particular Intraoperative OCT Applications

As follows from the snapshot of the distribution ofOCTpublications among different
clinical applications presented in Figure 25.2, the greatest clinical impact ofOCT is in
ophthalmologic, cardiovascular, and dermatologic applications. The next impact
group includes GI, urologic, osteologic, and neurologic applications. ENT, dental,
gynecologic, and pulmonologic applications form the lowest impact groupwithin the
OCT research domain.

A similar distribution is expected for intraoperative OCTapplications. Below, they
are listed and reviewed in order of the priorities mentioned in Figure 25.2.

25.12
Intraoperative OCT Monitoring in Ophthalmology

During laser eye surgery, a surgeonuses a laser device tomake permanent changes to
the shape of the cornea. The laser used most often is the excimer laser, which
produces a beamof ultraviolet light to vaporize tissue. Surgically altering the shape of
the cornea can correct mild to moderate refractive errors in most people. However,
laser eye surgery also poses certain risks. In general, refractive procedures enjoy very

Figure 25.2 Snapshot of distribution of OCT publications among different clinical applications in
1991–2010 (based on ISI Web of Knowledge).
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high success rates and are among the most commonly performed elective surgeries
in medicine. However, all refractive surgeons must manage unsuccessful cases
appropriately. Unsuccessful refractive surgery procedures may relate to each step of
the refractive surgery process: preoperative screening, surgical planning, intrao-
perative events, and postoperative biomechanical or healing anomalies. OCT has
demonstrated its ability to reduce these risks. Intraoperative OCT applied in
ophthalmology is often coupled with a surgical microscope via adaptation to a slit
lamp. H€uttmann et al. reported that through the surgical microscope, a volumetric
imaging of epithelium, Bowman�s and Descemet�s membranes, limbus, iris, lens,
conjunctiva, and sclera has been demonstrated with a working distance of several
tens of centimeters [48]. Instruments and incisions in the corneawere visualizedwith
20 mm precision. SD-OCT permits wide-field noncontact real-time cross-sectional
imaging of retinal structure, allowing for SD-OCTaugmented intrasurgical micros-
copy for intraocular visualization. Real-time imaging and visualization of volumetric
OCT data were also demonstrated. Bagayev et al. developed OCT for the determi-
nation of the removed corneal thickness profile in situ with laser ablation to improve
the precision of refractive surgery [49]. The precision ofmeasurements of the corneal
thickness in preliminary in vivo experiments was found to be higher than in ex vivo
experiments, which is promising for application of the method suggested here in
refractive surgery. The ablation of corneal tissuewith the excimer laser can be variable
and can lead to miscorrections. To avoid that, the intraoperative ablation parameters
during laser-assisted in situ keratomileusis (LASIK) were evaluated with online
optical coherence pachymetry (OCP) [50]. The qualitative and quantitative evaluation
of the corneal flap created by a femtosecond laser using anterior segment (AS) OCT
before lifting the flap confirmed that the femtosecond laser is a practical intraopera-
tive approach that offers safer surgery [51] as eyes with flat membranes showed
strong adhesion to the retinal surface. Potential complications may lead to anterior
chamber gas bubbles after LASIK flap formation with a femtosecond laser [52]. OCT
has been used as an intraoperative tool for the management of unsuccessful LASIK
procedures, focusing on significant advances related towavefront-guided therapeutic
ablations [53]. These studies showed that real-timeOCTmonitoring of the creation of
thin flaps in LASIK using a femtosecond laser is possible, thus ensuring that the
flap is created at the desired depth. AS-OCT has been applied to investigate the
stromal demarcation line after corneal cross-linking and its influence on the short-
term results of cross-linking inpatientswith progressive keratoconus [54]. A 1310 nm
optical coherence tomograph coupled with a beamsplitter on the front lens of an
operating microscope has been developed for intraoperative, noncontact visualiza-
tion of anterior segment procedures by Geerling et al. [55]. This modification of OCT
technology allowed intraoperative, high-resolution, cross-sectional imaging and
pachymetry of the cornea and sclera during anterior segment surgery, which is
particularly helpful for lamellae dissection techniques such as deep anterior lamellar
keratoplasty and trabeculectomy.

For retinal OCT images, 830 nm wavelength OCT images have been evaluated for
surgical indication, intraoperative management, and postoperative outcome of
patients with idiopathic epiretinal macular membrane (IEMM) to reveal IEMM

384j 25 Intraoperative Optical Coherence Tomographic Monitoring



partially separated from themacula, thus guiding the surgeon intraoperatively in the
peeling procedures [56]. OCT scans are a valuable adjunct for the pre- and postop-
erative analysis of staging of idiopathic macular holes [57]. Preoperative assessment
of topographic features has the potential to improve surgical strategies in eyes with
macular pucker for patients who have undergone full ophthalmologic evaluation
including high-definition optical coherence tomography (Cirrus, Carl ZeissMeditec)
prior to a vitrectomy with peeling of the epiretinal membrane (ERM) [58].

Wykoff et al. described the use of the intraoperative OCT imaging in macular
surgery facilitating by the use of hand-held SD-OCT and providing an efficient
method for visualizingmacular pathology. This technologymay, in certain cases, help
confirm or identify diseases that may be difficult to visualize during surgery [59].
Hand-held Fourier domain OCTcan be used during Descemet stripping automated
endothelial keratoplasty (DSAEK) to assess the donor–host interface in lamellar
corneal transplantation surgery [60] or to find interface fluid that is clinically
undetectable under the microscope. As such, all patients were able to leave the
operating room with a fully attached graft [61].

OCT also has been applied to investigate the long-term mechanical biocompat-
ibility of a polymer microtechnology that can be used to position electrodes in close
proximity to the retina [polydimethylsiloxane (PDMS) array implants] in animal
studies [62].

OCT has traditionally been used in the outpatient environment as an important
diagnostic tool for retinal clinical decision-making. Recent advances in OCT tech-
nology have made the intraoperative use of OCT feasible [63].

25.13
Intraoperative OCT Monitoring in Cardiovascular Surgery

Coronary artery bypass grafting (CABG) is the most commonly performed major
surgery in the United States. A critical determinant of its outcome has been
postulated to be injury to the conduit vessel incurred during the harvesting
procedure or pathology pre-existing in the harvested vessel. Brown et al. detected
by OCTatherosclerotic lesions in the radial arteries radial artery (RA) and discerns
plaque morphology as fibrous, fibrocalcific, or fibroatheromatous. OCT is also used
to assess intimal trauma and residual thrombi related to endoscopic harvest and the
quality of distal anastomosis. The feasibility of OCT imaging as an intraoperative tool
to select conduit vessels for CABGhas been demonstrated [64]. OCT has been found
particularly useful in identifying so-called vulnerable or high-risk plaques which
account for many acute coronary events arising from non-flow-limiting coronary
lesions. OCT permits excellent resolution of coronary architecture and precise
characterization of plaque architecture. Quantification of macrophages within the
plaque is also possible. These capabilities allow precise identification of the most
common type of vulnerable plaque, thin-cap fibroatheroma [65]. Acute coronary
syndromes frequently arise consequent to rupture of an angiographically moderate
plaque with occlusive thrombus formation [66]. Plaques prone to rupture have
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certain characteristics and are often referred to as vulnerable or high-risk plaques.
Such plaques contain a large lipid pool, often covered by a thin fibrous cap, typically
less than 65 mm thick [67]. Two-dimensional cross-sectional imaging of the exposed
surface of the arterial segments has been performed in vitro with OCT by Brezinski
et al. [26]. A 1300 nmwavelength super-luminescent diode light source was used that
allows an axial spatial resolution of 20 mm. The signal-to-noise ratio was 109 dB.
Images were displayed in gray scale or false color. Imaging was performed over
1.5mm into heavily calcified tissue, and a high contrast was noted between lipid-
and water-based constituents, making OCT attractive for intracoronary imaging.
The 20mm axial resolution of OCTallowed small structural details such as the width
of intimal caps and the presence of fissures to be determined. The extent of lipid
collections, which had a low backscattering intensity, was also well documented [26].
OCT, a catheter-based intravascular imaging modality, was used to measure the
degree of radial artery spasm induced by means of harvest with electrocautery or a
harmonic scalpel in patients undergoing CABG. OCT provides levels of speed and
accuracy for quantifying endothelial injury and vasospasm that have not been
described for any other modality, suggesting potential as an intraoperative quality
assurance tool. Our OCT findings suggest that the harmonic scalpel induces less
spasm and intimal injury than electrocautery [68]. Brazio et al. used OCT to evaluate
the tendency of RAs to spasmwhenused as a bypass graft [68]. RAconduits otherwise
considered acceptable for bypass grafting were often found byOCT imaging to have a
substantial amount of lipid, which in turn strongly relates to the risk of postoperative
spasm. Screening conduits based on characteristics of intimal quality may improve
results following RA grafting [69]. Boppart et al. used a 3D-OCT system integrated
with a surgical microscope in the assessment of the microsurgical anastomoses of
vessels and nerves during microsurgery. 3D-OCT reconstructions depicted the
structure within an arterial anastomosis and helped identify sites of luminal
obstruction. The longitudinal spatial orientation of individual nerve fascicles was
tracked in three dimensions to identify changes in position. In vitro human arteries
and nerves embedded in highly scattering tissue and not visible on microscopy
were located and imaged with OCT at eight frames per second [17]. OCT helped
to reveal that intraluminal saphenous vein clot is frequently found after endoscopic
vein harvest. In a study by Brown et al., systemic heparinization before harvest or an
open carbon dioxide endoscopic vein harvest system was recommended as a benign
change in practice that can significantly ameliorate this complication [70].

25.14
Intraoperative OCT Monitoring in Dermatology

OCT has been shown to help clinicians to visualize and map the hidden spread of
non-melanoma skin cancer (NMSC), such as basal cell carcinomas (BCCs), squa-
mous cell carcinoma (SCC), and the premalignant actinic keratosis (AK) [71] and also
for malignant melanomas (MMs) [72]. Mogensen et al. described a break-up of the
characteristic layering of normal skin is in OCT images of both NMSC and MM
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lesions. Several other NMSC features in OCT images have also been described, the
most important being focal changes including thickening of epidermis inAK lesions,
and dark rounded areas, sometimes surrounded by a white structure in BCC lesions.
SCC has mainly been studied on oral mucosal surfaces using OCT but changes
similar to those with BCC have been described [73]. OCT has also been applied for
monitoring the process of tissue healing of rat skin in vivo after laser irradiation [74]
and collagen remodeling on opto-thermal response of photoaged skin irradiated
with an Er:YAG laser [75].

25.15
Intraoperative OCT Monitoring in Gastroenterology

The intraoperative use of OCT in gastroenterology is mostly part of endoscopic or
laparoscopic procedures and facilitated via fiber forward-looking [76] or side-looking
fiber probes [77] at wavelength 1300 nm. A few studies assessed OCT guidance by
autofluorescence imaging (AFI) in endoscopy [78] and laparoscopy [79]. The advan-
tages of such guidance are a combination of large (AFI) and small (OCT)fields of view
and also two different physical imaging modalities that may potentially improve the
specificity and sensitivity of cancer diagnostics in the GI tract, particularly revealing
cancer in Barrett�s esophagus whenOCTas a single approach facilitates only 71–85%
sensitivity and 68% specificity [78]. OCT has been used as an optical biopsy tool for
intraoperative ex vivo detection of transmural inflammation in Crohn disease [80].

25.16
Intraoperative OCT Monitoring in Urology

OCTallows imaging of the tissue structure of the bladder wall during cystoscopywith
high resolution. OCTsystems are currently being studied for potential intraoperative
diagnostic use in laparoscopic and robotic nerve-sparing prostate cancer surgery for
image-guided cancer removal, prostatectomy, and sperm retrieval.

According to Daniltchenko et al., OCT of normal bladder mucosa clearly shows a
differentiation between urothelium, lamina propria, and smooth muscle [81]. Cys-
titis and metaplasia are characterized by blurring of the laminated structure and
thickening of the epithelial layer. In malignant areas, there is complete loss of the
regular layered tissue structure. OCT improves the diagnosis of flat lesions of the
urothelium and it has the potential for facilitating intraciperative staging of malig-
nant areas in the bladder.

Positive surgical margins represent incomplete resection by the surgeon, and
elimination of positive margins represents the only clinical feature during radical
prostatectomy that can lead directly to improved cancer outcomes. Skarecky et al.
reported the union of real-timeOCTtechnologywith the daVinci robotic platform for
identification of positive margin sites, and technical advances with wider excisions
during surgery suggest promise for further reduction of surgicalmargins to zero [82].
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Two clinical studies by Zagaynova et al. have reported 82% sensitivity and 85%
specificity, recognizing flat cancer lesions in urinary bladder [78]. They also reported
an improvement in OCT diagnostics combined with fluorescence imaging.

Rais-Bahrami et al. used OCT for imaging of the cavernous nerve (CN) and
periprostatic tissues. The rates of nerve preservation and postoperative potency after
radical prostatectomymight improvewith better identification of the CN. Sevenmale
Sprague–Dawley rats underwent surgery using a midline celiotomy to expose the
bladder, prostate, and seminal vesicles. OCTwas also used to image ex vivo human
prostatectomy specimens differentiating the CN from the bladder, prostate, seminal
vesicles, and periprostatic fat.OCT images of theCNandprostate correlatedwellwith
the histologic findings. OCT of ex vivo human prostatectomy specimens revealed
findings similar to those in the rat experiments, with, however, less dramatic
architecture being visualized, in part because of the thicker capsule and denser
stroma of human prostates [83]. Chitchian et al. segmented 2DOCT images of the rat
prostate to differentiate the cavernous nerves from the prostate gland. To detect these
nerves, three image features were employed: Gabor filter, Daubechies wavelet, and
Laws filter using a nearest-neighbor classifier. N-ary morphologic post-processing
was used to remove small voids. The cavernous nerves were differentiated from the
prostate gland with a segmentation error rate of only 0.058� 0.019 [84]. Aron et al.
also found that identification of the neurovascular bundles (NVBs) required an
experienced OCT operator to distinguish them from adipose tissue, small vessels,
and lymphatics [85]. Parekattil et al. showed that OCTwith its high-resolution images
may improve sperm retrieval rates by better identifying isolated foci of spermato-
genesis in men with nonobstructive azoospermia [86].

25.17
Intraoperative OCT Monitoring in Bone and Joint Surgery

Quantitative and nondestructive methods for clinical diagnosis and staging of
articular cartilage degeneration are important to the evaluation of potential dis-
ease-modifying treatments in osteoarthritis (OA). OCTreal-time imagingwith 11mm
resolution at four frames per second was performed by Li et al. on six patients using a
portable OCTsystemwith a hand-held imaging probe during open knee surgery [87].
Structural changes including cartilage thinning, fissures, and fibrillations were
observed at a resolution substantially higher than is achieved with any current
clinical imaging technology. In addition to changes in architectural morphology,
changes in the birefringent or polarization properties of the articular cartilage were
observed with PS-OCT, suggesting collagen disorganization, an early indicator of OA
supporting the hypothesis that PS-OCT may allow OA to be diagnosed before
cartilage thinning.

Using Fourier domain common-path OCT, the characteristic cartilage zones and
identity of various microstructured defects in an ex vivo chicken knee cartilage were
differentiated, thus demonstrating that it could be used to conduct early arthritis
diagnosis and intraoperative endomicroscopy [88].
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In a studybyChu et al., thehypotheseswere tested thatOCTcanbeused clinically to
identify early cartilage degeneration and that these OCT findings correlate with
arthroscopy results [89]. It was found that both qualitative and quantitative OCT
assessments of early articular cartilage degeneration correlated strongly with the
arthroscopyresults (p¼ 0.004andp¼ 0.0002, respectively,by theKruskal–Wallis test).

Meniscal tears are often associated with anterior cruciate ligament (ACL) injury
andmay lead to pain and discomfort in humans.Maximumpreservation ofmeniscal
tissue is highly desirable to mitigate the progression of OA. Images of microstruc-
tural changes inmeniscus would potentially guide surgeons tomanage themeniscal
tears better, but the resolution of current diagnostic techniques is limited for this
application. Ling et al. demonstrated the feasibility of OCT for the diagnosis of
meniscal pathology [90]. OCT and scanning electron microscopy (SEM) images of
torn menisci were compared and each sample was evaluated for gross and micro-
structural abnormalities and reduction or loss of birefringence from theOCTimages.
OCT holds promise in the nondestructive and rapid assessment of microstructural
changes and tissue birefringence of meniscal tears. Future development of intrao-
perative OCTmay help surgeons in decision-making in meniscal treatment.

OCT can eventually be developed for use through an arthroscope, having consid-
erable potential for assessing early osteoarthritic cartilage and monitoring thera-
peutic effects for cartilage repair with resolution close to real time on a scale of
micrometers. This technology for nondestructive quantitative assessment of human
articular cartilage degeneration may facilitate the development of strategies to delay
or prevent the onset of OA.

25.18
Intraoperative OCT Monitoring in Neurology

Intraoperative identification of brain tumors and tumormargins has been limited by
either the resolution of the in vivo imaging technique or the time required to obtain
histologic specimens.

OCTcan effectively differentiate normal cortex from intracorticalmelanoma based
on variations in optical backscatter. Aportable hand-heldOCTsurgical imaging probe
has been constructed by Boppart et al. for imaging within the surgical field. Two-
dimensional images showed increased optical backscatter from regions of tumor,
which was quantitatively used to determine the tumor margins [91]. The images
correlated well with the histologic findings. Three-dimensional reconstructions
revealed regions of tumor penetrating the normal cortex and could be resectioned
at arbitrary planes. Subsurface cerebral vascular structures could be identified and
were therefore avoided.

Detection of residual tumor during resection of glial brain tumors remains a
challenge because of the low inherent contrast of adjacent edematous brain, the
surrounding infiltration zone, and the solid tumor. B€ohringer et al. reported
the results of a study using a time-domain Sirius 713 tomograph with a
central wavelength of 1310 nm and a coherence length of 15mm equipped with a

25.18 Intraoperative OCT Monitoring in Neurology j389



mono-mode fiber and a modified OCTadapter containing a lens system for imaging
at a working distance of 2.5 cm [92]. A spectral-domain tomograph using 840 and
930 nm superluminescence diodes (SLDs) with a central wavelength of 900 nm was
used as a second imagingmodality in the same study. Both time-domain and spectral-
domain coherence tomography delineated normal brain, the infiltration zone, and
solid tumor in murine intracerebral gliomas. Histologic evaluation of H&E-stained
sections parallel to the optical plain demonstrated that tumor areas of less than 1mm
could be detected and that not only solid tumor but also brain invaded by low-density
single tumor cells which produced an OCTsignal different from normal brain. SD-
OCTdemonstrated a significantlymore detailedmicrostructure of tumor andnormal
brain up to a tissue depth of 1.5–2.0mm, whereas the interpretation of time-domain
OCT was difficult at tissue depths >1.0mm.

An OCT integrated endoscope can image the endoventricular anatomy and other
endoscopically accessible structures in a human brain specimen. B€ohringer et al,
mounted a Sirius 713 OCT device on a modified rigid endoscope for simultaneous
OCT imaging and endoscopic video imaging of the visible spectrum using a
graded index rod endoscope [93]. OCT imaging of a human brain specimen in water
allowed an in-depth view into structures such as thewalls of the ventricular system, the
choroidplexus, and the thalamostriatal vein.OCTfurtherallowed imagingofstructures
beyond tissue barriers or opaquemedia. In this fixed specimen, OCTallowed discrim-
inationofvascularstructuresdowntoadiameterof50mm.Invessels largerthan100mm,
the lumen could be discriminated andwithin larger blood vessels a layered structure of
the vascular wall and also endovascular plaques could be visualized. This in vitro pilot
study demonstrated that OCT integrated into neuroendoscopes may add information
that cannot be obtained by video imaging alone. Using an intracranial glioma model
according toB€ohringer etal. [93], ithasbeenshownrecently that theworkingdistanceof
the OCTadapter and the A-scan acquisition rate conceptually allow integration of the
OCTapplicator into the optical path of the operating microscopes. This would allow a
continuous analysis of the resection plane, providing optical tomography, thereby
adding a third dimension to the microscopic view and information on the light
attenuation characteristics of the tissue. Performing 3D data arrays for multiplanar
analysis of the tumor to brain interface, time-domain OCT allows discrimination of
normal brain, diffusely invaded brain tissue, and solid tumor [39].

In conjunction with the rapid image acquisition rates of OCT, this technology
carries the potential for a novel intraoperative imaging tool for the detection of
residual tumor and guidance of neurosurgical resections. OCT technology may
provide an extra margin of safety by providing cross-sectional images of tissue
barriers within optically opaque conditions.

25.19
Intraoperative OCT Monitoring in Breast Surgery

As breast cancer screening rates increase, smaller and more numerous lesions are
being identified earlier, leading to more breast-conserving surgical procedures.
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Nguyen et al. reported that achieving a clean surgical margin represents a technical
challenge with important clinical implications where OCT has been introduced as an
intraoperative high-resolution imaging technique that assesses surgical breast
tumor margins by providing real-time microscopic images up to 2mm beneath the
tissue surface of the lumpectomy specimens [94]. Based on histologic findings,
nine true positives, nine true negatives, two false positives, and no false negatives
were found, yielding a sensitivity of 100% and a specificity of 82%.

Another study by the same group reported the use of OCT for the intraoperative ex
vivo imaging and assessment of axillary lymph nodes from 17 human patients with
breast cancer who were imaged intraoperatively with OCT [95]. These preliminary
clinical studies identified scattering changes in the cortex, relative to the capsule,
which can be used to differentiate normal from reactive andmetastatic nodes. These
optical scattering changes are correlated with inflammatory and immunologic
changes observed in the follicles and germinal centers. The results show the potential
of OCT as a real-time method for intraoperative margin assessment in breast-
conserving surgeries without having to resect physically and process histologically
specimens in order to visualize microscopic features.

25.20
Intraoperative OCT Monitoring in ENT

Shakhov et al. applied OCT for intraoperative control in laser surgery of laryngeal
carcinoma operated with a surgical YAG:Nd laser at two switchable wavelengths of
1.44 and 1.32mm by laryngofissure, direct microlaryngoscopy, and fibrolaryngo-
scopy [96]. Information on structural alterations in laryngeal mucosa to a depth of
2mm, obtained by OCT, makes it possible to locate tumor borders precisely, thus
giving an opportunity to control the surgical treatment of laryngeal carcinoma.
Combination of the two wavelengths in a single laser unit and intraoperative OCT
monitoring represent a newmodality for minimally invasive larynx surgery. The use
of biocompatible materials offers new possibilities in ossiculoplasty in middle ear
surgery. The exact calculation concerning the length of the implant to be used,
however, still poses considerable difficulties and is an additional cause of a remaining
air conduction difference or the need for further surgical intervention.

Heermann et al. reported the use of an optical coherence interferometer coupled to
an operating microscope in five stapedoplasties and five tympanoplasties type III in
order to determine the length of the prosthesis to be used [97]. The measurement of
middle ear structures has an accuracy of 30mm. The postoperative audiologic results
showed a good auditory performance. Wong et al. examined patients undergoing
surgical head and neck endoscopy using a fiber-optic hand-held OCT imaging probe
placed in near contact with the target site (1.3 mm broadband light source, FWHM
¼ 80 nm, frame rate 1Hz) in order to study and characterize microstructural
anatomy and features of the larynx and benign laryngeal pathology in vivo, including
information on the thickness of the epithelium, integrity of the basementmembrane,
and structure of the lamina propria, and alsomicrostructural features such as glands,
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ducts, blood vessels, fluid collection/edema, and the transitions between pseudos-
tratified columnar and stratified squamous epithelium [98].

Just et al. used a specially equipped operating microscope with an integrated SD-
OCTapparatus for standardmiddle-ear surgical procedures [41]. Intraoperative OCT
was evaluated for establishment of the cause of stapes fixation, assessment of the
morphology of the stapes footplate in revision stapes surgery, and as an orientation
guide in cochlear implantation in congenital anomalies. OCTdisplays themiddle and
inner ear structures precisely. Potential areas of application can be defined as a result
of these studies: visualization of the oval window niche in revision stapesplasty and
reconstructive middle ear surgery, and also during explorative tympanotomy for
intraoperative assessment of perilymph fistula, and demonstration of structures of
the exposed but not opened inner ear. OCT allowed in vivo visualization and
documentation of the annular ligament, the different layers of the footplate, and
the inner-ear structures, both in non-fixed and fixed stapes footplates. In cases of
otosclerosis and tympanosclerosis, an inhomogeneous and irregularly thickened
footplate was found, in contrast to the appearance of non-fixed footplates. In both
fixed and non-fixed footplates, there was a lack of visualization of the border between
the footplate and the otic capsule [99].

Using the Niris OCT imaging system (Imalux, Cleveland, OH, USA), images of
benign and premalignant laryngeal disease in 33 patients undergoing surgical head
and neck endoscopy were obtained and analyzed by Rubinstein et al. [100]. This
imaging system has a spatial depth resolution of 10–20mm and a depth scanning
range of 2.2mm, obtaining images of 200� 200 pixels at a maximum frame rate of
0.7Hz. The tip of the probe was inserted through a rigid laryngoscope, and still
images of arytenoids, aryepiglottic folds, piriform sinus, epiglottis, and true and false
vocal cords were acquired. In patients whose OCT images were taken from normal
tissue, the normal microstructures were clearly identified, and also disruption of the
latter in malignant pathologies.

OCT imaging potentially offers an efficient, quick, and reliable imaging modality
in guiding surgical biopsies, intraoperative decision-making, and therapeutic options
of various laryngeal pathologies and premalignant disease. OCT has the unique
ability to image laryngeal tissue microstructure and can detail microanatomic
changes in benign, premalignant, and malignant laryngeal pathologies.

25.21
Intraoperative OCT Monitoring in Gynecology

Previous studies have correlated cancer recurrence and progression with obtaining
clear margins upon resection. The most common need to obtain clear margins with
respect to conservative treatment in patients with cervical neoplasia occurs with
women who wish to preserve fertility. However, current detection methods are
limited and current treatments present additional fertility concerns. In order to
provide the best care for patients wishing to retain fertility post-treatment for
cervical dysplasia, a superior option for detecting tumor margins accurately at the
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microscopic scale must be further explored [101]. A novel prototype intraoperative
system combining positron detection and OCT imaging was developed for early
ovarian cancer detection by Gamelin et al. [102]. The probe employs eight plastic
scintillating fiber tips for preferential detection of local positron activity surrounding
a central scanning OCT fiber, providing volumetric imaging of tissue structure in
regions of high radiotracer uptake. In conjunction with co-registered frequency-
domain OCTmeasurements, the results demonstrated the potential for a miniatur-
ized laparoscopic probe offering simultaneous functional localization and structural
imaging for improved early cancer detection.

25.22
Prediction of Future Developments in Intraoperative OCT Monitoring

OCT is a powerful optical biopsy tool although with a small field of view, with nearly
real-time imaging. OCT can be guided by a large field of view technique such as
spectral orfluorescence imaging [78, 103]. AsOCTtechnology improves, the ability to
image cellular level features will increase the range of applicability of OCT imaging.
Full use of OCT for guided surgical interventions can be achieved with rapid 3D
imaging, thus reducing motion artifacts and improving reproducibility, since oth-
erwise it is difficult to bring the image field in coincidence with the relevant but
dynamically changing anatomic structures [48]. Pattern recognition and filter algo-
rithms may improve the discrimination of pathology and consequences of the
surgical intervention of the OCTmethods [104]. OCT has the potential to improve
the efficacy of surgical or therapeutic interventions and may permit new treatment
approaches. For instance, further studies are needed to assess possible active control
of the laser ablation through real-time OCT clinical feedback, which could improve
current ablation efficacy. OCT holds the potential to guide surgical biopsies, direct
therapy, and monitor disease, particularly when office-based systems are developed.
ENT, dental, gynecologic, and pulmonologic applications have significant potential to
be more widely adopted as areas of OCT clinical research.
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26
Microvascular Blood Flow: Microcirculation Imaging
Martin J. Leahy

26.1
Introduction

Direct (optical) observation of skin and other tissues is of course the oldestmethod of
biomedical imaging. We know that the ancient Greeks already understood that the
pallor of the skin was a significant discriminator between health and disease.
However, the decomposition of white light, the Doppler effect [1], and the identi-
fication of hemoglobin as the substance which changes its color and that of the skin
when carrying oxygen provided a scientific basis for reliable measurements of the
microcirculation developed over the past 150 years. Over the past 30 years in
particular, tremendous progress has been made in single-point biophotonic mea-
surements of microvascular state/activity and more recently imaging of the same.

Blood flow in the skin provides an efficient mechanism for thermoregulation,
oxygen transport, mechanical integrity, blood pressure management, and the trans-
port of repair materials. Little is known about the relative importance of these
functions in the body�s most extensive and accessible organ, which even in resting
conditions it is estimated [2] to receive almost 9% of the total cardiac output.

The present understanding ofmicrocirculation (e.g., [3]) assumes that there is little
capacity for regulation of blood flow within individual capillaries, and that potential
oversupply of oxygen at rest is prevented by alternate shutdown of capillaries.
The open capillaries at any instant may be as much as 500mm apart, contrasting
with an actual capillary density of perhaps one per 50mm. The mechanism for
precapillary sphincter closure is under local control at a microregional level, and is
triggered by a hyperoxic threshold. Additional regulation is provided by capillary
pressure under both local (myogenic) and central (nervous) control mechanisms.
These factors must be considered carefully when intending to measure capillary
blood flow. If the chosen field of measurement is sufficiently small, the alternating
flow/no-flow in individual capillariesmay be observed. On the other hand, if the field
is so large that a number of capillaries are always open, then the flow pattern will
appear smoother, and an average perfusion for this area of tissue is recorded.
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Visible and near-infrared light, particularly in the wavelength region
600–1200 nm, offer a window into human and animal tissues due to reduced light
scattering and absorption.Nevertheless, the remaining scattering obscures images of
the microcirculation everywhere but the eye and nailfold plexus. Although high-
frequency ultrasound has been applied to imaging the microcirculation, it has
significant limitations in imaging microvessels close to the surface. In this chapter
we examine the main biophotonic methods applied to visualization and assessment
of the microcirculation and document the progress made over the past 5 years in
particular. Applications, particularly in human skin, are of special topical importance
due to an improved knowledge of its role and its value as a surrogate for other organs
in drug testing at a time when drug development is slowing under the weight of
regulation.

Many techniques have been proposed for imaging the microcirculation, from
X-rays to thermography, and still more new techniques are emerging, for example,
optical coherence tomography (OCT), photoacoustic tomography (PAT), tissue
viability (TiVi), and speckle imaging. Magnetic resonance imaging (MRI) and
positron emission tomography (PET) are two excellent techniques, but their size
and cost render them inaccessible to the majority of patients. Recently developed
biophotonic technologies can satisfy the clinical need for simple to use, inexpensive
technologies for bedside monitoring and to get to (research) patient groups who
cannot attend the small number of locations which house elite equipment. With the
exception of the nailfold plexus, light microscopy and direct visual inspection of
the skin microcirculation are hampered by scattering, regular reflection from the
surface, and absorption by superficial chromophores. Bloodless melanin-free skin
provides little absorption but significant scattering across all colors of visible light.
Since returning photons are scattered many times within the skin, they are diffuse
and therefore the skin appears white.

The vital role of blood supply, and the oxygen it carries, in the health of the
individual has ensured that many different techniques for assessing it have been
investigated. Theprinciple uponwhich themethods are based varywidely, as does the
suitability, cost of the materials, and technology necessary. A small number of the
methods are continuous and even fewer are truly noninvasive. Non-invasive in vivo
techniques have obvious advantages for the user in providing information without
disturbing the normal environment. In the same way, it poses considerable diffi-
culties for developers through the need to make accurate measurements in complex
environments subject to enormous (biological) variability.

The imaging technologies discussed here can be separated by physical resolution
and sampling depth (Figure 26.1) with confocal microscopy and ultrasound
included for completeness. Pixel resolution is improved by two orders of magnitude
in commercially available units by going from laser Doppler perfusion imaging
(LDPI) to laser speckle perfusion imaging (LSPI) and again from LSPI to TiVi
imaging.

Figure 26.1 shows the resolution and sampling depth of the various techniques.
The depth of interdisciplinary knowledge required to specify the appropriate tech-
nique often means that the wrong technique is used, or that the correct one is used
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inappropriately. This often leads to unfair criticism of techniques used in situations
for which they were never designed. The techniques used in the clinical setting tend
to have the common advantages of beingmobile, inexpensive, or otherwise available
as well as the required technical specification. The rush (fashion) for ever more
sophisticated technologies, which suggests that expense is somehow an advantage, is
not borne out by clinical use. As mentioned above, there is a clinical need for simple
to use, inexpensive technologies for bedside monitoring and to get to (research)
patient groups who cannot attend the small number of locations which house this
elite equipment.

To understand why optical imaging of the skin and microcirculation (Figure 26.2)
is not universally applied, it is instructive to consider how light interacts with tissue
and which situations allow for direct visualization of the skin. Light microscopy and
direct visual inspection are hampered by scattering, regular reflection from the
surface, and absorption by superficial chromophores. Bloodless melanin-free skin
provides little absorption but significant scattering across all colors of visible light.
Since returning photons are scattered many times within the skin, they are diffuse
therefore the skin appears white. Regular, mirror-like reflection accounts only
for a small percentage of the incident photons. Ultrasound has many advantages
due to its low scattering in this tissue matrix and can provide excellent images
for larger, deeper vessels.However, it requires higher frequencies for smaller vessels,
causing difficulties close to the surface. It is possible to view capillary vessels directly
in the nailfold plexus and to view the retinal vessels directly due to the lack of
significant absorption/scattering outside these vessels. However, absorption is
the main contrast mechanism and backscattering is required to return photons to
the detector/eye.
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Figure 26.1 Microcirculation imaging domains, including laser speckle perfusion imaging
(LSPI), laser Doppler perfusion imaging, tissue viability imaging (TiVi) and photoacoustic
tomography (PAT).
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26.2
Nailfold Capillaroscopy

One of the most useful methods of assessing blood flow in a small number of blood
vessels in the skin is by direct observation using capillary microscopy [4]. Capillaries
are the smallest of the blood vessels and their purpose is to link the arterial and
venous systems together, allowing the exchange of carbon and oxygen between the
tissue and blood cells. Only in certain places in the body do the capillaries come close
enough to the surface of the skin to be naturally visible, that is, without the use of
specialized optical equipment or optical clearing agents. This is one of the reasons
why the study of the skin overlapping the base of the fingernail and toenail is so
important. In the nailfold, the capillaries come within 200mm of the surface of the
skin, meaning the methods of examining them are simple. Another reason is that
the fingernail is easily fixed in position, free from any movement, due to arterial
pulsations or respirations and the capillaries run parallel to the skin surface. Using a
microscope with a magnification of between �200 and �600, it is possible to see
clearly the structure of the blood vessels and, because each vessel is sufficiently
transparent, the red blood cell (RBC) motion, in a single capillary, can be measured.
If a video camera is attached to themicroscope [5, 6], themotion can be examined in a
frame-by-frame procedure yielding accurate velocity information for RBC flow in the
capillary. The flowmay be altered by the fixing procedure and/or the heating effect of
the light source. Examining the capillary condition and density can aid the diagnosis
of certain diseases. Capillary density and diameter are dependent on age, with
younger children having a lower density and capillary thickness than adults [7].
The presence of abnormal vessels, in addition to these factors, has been attributed to

Figure 26.2 Microcirculation in the skin.
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various diseases. Some conditions can be detected very early as capillary deforma-
tions can be observed before other symptoms occur [8].

Figure 26.3 is an image of a nailfold capillary arrangement of a healthy adult [9].
The capillaries are hairpin-like loops, arranged into regular rows. Each loop consists
of two parallel limbs; a thinner arterial limb and a thicker venous limb. The walls of
each blood vessel itself are transparent and the RBCs are seen passing through the
capillaries [11].

26.2.1
Measurements

A disease-specific �pattern� can be identified by analyzing the geometry and density
of the capillaries and the presence of abnormal or very large blood vessels [10]. Other
relevant factors include avascular areas (absence of capillaries) [9] and the red blood
cell velocity (RBV) through the capillaries [12]. A typical value of RBV would be
�1mms�1 [12]. Examples of avascular areas and giant and dilated capillaries can be
seen in Figure 26.4.

The geometry of each capillary is defined by taking measurements at specific
points. An example is shown in Figure 26.5.

The most difficult calculation in nailfold capillaroscopy is that of the RBV.
There are many different methods of determining this. One such method is laser
Doppler flowmetry (LDF). There are two main advantages of nailfold capillaroscopy
over this method. The first is that LDF is not limited to a specific area, meaning the
measurements are not taken on a specific RBC. As a result, the measurements
are made less accurate by cells with various velocities [13]. The second drawback is
that the signal produced is in proportion to microvascular perfusion, which is the
product of both the velocity and concentration of theRBCs. It not currently possible to
measure the absolute units of blood flow [14]. In nailfold capillaroscopy, because
individual RBCs can be seen, direct measurement of the RBV is allowed. Several
methods of assessing RBC perfusion exist.

Figure 26.3 Nailfold capillary pattern of a healthy adult [9]. The fingernail is marked as N. A typical
capillary density for a healthy adult is approximately 30–40mm�2 [10]. Reproduced with permission
from Wiley-Blackwell Publishing Ltd.
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Measurements can be performed in a frame-by-frame analysis of specific patterns
of RBC flow (RBCs or plasma gaps) [15]. By tracking the pattern over two consecutive
frames, the velocity can be approximated. A drawback of this method is that these
patterns are difficult to detect in larger vessels.

Other methods include cross-correlation methods, which can be further subdi-
vided into two methods. The first works by measuring the average intensity at two
independent regions of the capillary. Using a temporal cross-correlation and the
distance between the regions, the RBV can be calculated [16]. The second method
works by creating a series of spatial intensity distributions on a particular section.
Using a temporal spatial correlation and the time separation between consecutive
frames, the velocity can be calculated [17]. Sourice et al. made use of the spatiotem-
poral autocorrelation function to develop software to perform calculations of the
RBV [18].

Figure 26.4 Nailfold capillaries in a patient with dermatomyositis. Examples of avascular areas (A),
giant capillaries (G), and dilated loops (D) are shown [9]. Reproduced with permission fromWiley-
Blackwell Publishing Ltd.

Figure 26.5 Measurements of dimensions of a capillary [10]. a, Arterial capillary diameter;
b, venous capillary diameter; c, loopdiameter; d, width of the capillary; e, distance between the limbs.
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26.2.2
Experimental Considerations

A typical experimental setup would consist of a microscope, monitor, and video
recording system [8, 11, 12, 18]. Fiber-optic illumination is often used [7, 10].
The finger can be immobilized easily by use of a clamp [12]. To increase the
transparency of the skin, a clearing agent such as immersion oil is usually applied
to the nailfold [7, 8, 11]. A fluorescent solution such as fluorescein can be used to
distinguish the capillaries from the surrounding skin [18]. The software used for
analyzing the images and the preparation of the subjects is dependent on what is
being measured.

Ohtsuka et al. [8] showed evidence that for patients with primary Raynaud�s
phenomenon, the loop diameter, capillary width and capillary length (inner length
þ outer length/2) were greater in the patients who went on to develop undifferen-
tiated connective tissue disease (UCTD) than those who did not. Bukhari et al. [10]
studied the dimensions and density of capillaries and showed that there was a
significant increase in all dimensions except the distance between the limbs in the
patients with Raynaud�s phenomenon and systemic sclerosis (SSc) compared to a
control group. Also, capillary density is reduced in patients with SSc. Bhushan
et al. [19] found that therewas a decrease in capillary density in the nailfold of patients
with psoriasis compared with a control group. Wong et al. [20] showed that a
characteristic pattern of capillary abnormalities occurred in patients with scleroder-
ma. Aguiar et al. [12] studied the RBV, functional capillary density, and capillary
morphology differences in patients with primary Sj€ogren syndrome and a healthy
control group. It was found that the affected patients had a higher functional capillary
density and lower RBV than the control group.

26.2.3
Limitations and Improved Analysis

Themeasurements required for analyzing the capillary dimensions and patterns take
much longer than the examination itself. Computerized systems have been devel-
oped [21–23] for analyzing images of capillary networks and improving their quality
by excluding disturbances caused by hair, liquid, reflections, and so on. Combining
videocapillaroscopy and various mathematical methods, the statistical properties of
the capillaries can be analyzed automatically by extracting capillary count, position,
density, size, and so on from the images. Sainthillier et al. [21] and Zhong et al. [22]
used triangulation methods to allow statistical analysis of distances between nearest
neighboring capillaries, which is useful for looking at areas that are susceptible to the
development of necrosis. Hamar et al. [23] are currently developing a Markov chain-
based detection algorithm for updating capillaroscopy images to reduce them to a
grayscale image containing only the capillaries. These technologies are essential
to the development of nailfold microscopy into a more sophisticated method of
disease diagnosis.
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26.2.4
Conclusion

Although nailfold capillaroscopy is important in the diagnosis of certain connective-
tissue diseases, someof themethods described above cannot be applied to other areas
of themicrocirculation for the simple reason that the capillaries are not clearly visible.
This necessitates other methods of measuring the condition and density of the
capillaries and RBV.

26.3
Laser Doppler Perfusion Monitoring

LaserDoppler perfusionmonitoring (LDPM) refers to the general class of techniques
using the Doppler effect to measure changes in blood perfusion in the microcircu-
lation noninvasively. Perfusion has previously been defined as the product of local
velocity and concentration of blood cells [24]. The principles behind the technique
were first developed by Riva et al. [25], who developed a technique tomeasure RBV in
a glass flow tube model; however, the development of LDPM for assessing tissue
microcirculation was first demonstrated in 1975 by Stern [26]. Measurement of the
velocity of particles in solution by interpreting the Doppler frequency-shifted light
backscattered there from had been described by Cummins and Swinney [27], only
4 years after thefirst working laserwas demonstrated byMaiman (1960).However, all
commercial devices now rely on the signal processor developed by Bonner and
Nossal [28], which, in contrast to laser speckle perfusion monitoring, provides laser
Doppler with a sound theoretical base.

The technique operates by using a coherent laser light source to irradiate the tissue
surface. A fraction of this light propagates through the tissue in a random fashion and
interacts with the different components within the tissue. The tissue consists of both
static andmoving components. The light scattered from themoving componentswill
undergo a frequency shift which can be explained by the Doppler effect whereas the
light scattered from the static components will not undergo any shift. It is almost
impossible to resolve the frequency shifts directly. To overcome this, the back-
scattered light from the tissue is allowed to fall on the surface of a photodetector
where a beat frequency is produced. The typical frequency of this beat detected using
a wavelength of 780 nm ranges from 0 to 20 kHz. However, for a 633 nm source the
range is smaller, typically 0–12 kHz [24]. The apparent contradiction with the theory
that the frequency shift is inversely proportional to wavelength is caused by the
deeper vessels probed by the longer wavelengths, which contain faster flowing blood.
From this beat frequency, it is possible to determine the speed and concentration of
the blood cells. The LDPM technique correlates well with other measurements of
skin blood flow, such as venous occlusion plethysmography [33] and xenon
washout [34].

LDPM offers substantial advantages over other methods, being very sensitive and
able to follow easily changes in local blood perfusion over less than 0.05 s, making
it useful for continuous perfusion monitoring. As the probe is not required to touch
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the surface of the tissue, the technique can be noninvasive, avoiding any impact on
the microcirculation. Where invasive measurements are required, the probes can be
as small as a single optical fiber, so that with multichannel devices measurements
can be made from several depths or microregions within a tumor, for example.
The technique registers tissue perfusion at a single point over time, but micro-
circulation is known to be heterogeneous, especially in human skin, so a small area
of perfusion is not necessarily representative of perfusion in the region of inter-
est [35–37]. Furthermore, the measurements are intrinsically of a relative nature, the
measurements are proportional to blood flow. However, the factor of proportionality
will be different for different tissues and tissue sites. On the other hand, �correct�
values of blood perfusion (mlmg�1 s�1) are not generally known, so it is difficult to
imagine how absolute values would be used.

LDPMhasbeenrevisedandimprovedtoremovemanyof thepreliminary issuesand
has beenwidely used both in research andmore recently as a clinical tool. Guidelines
have been published on how to perform measurements using the technique [36].
There are many different types of probes available, each suited for different applica-
tions such as fiber probe systems [39] and integrated probe systems [40].

26.3.1
Light Sources

The incident laser light beam has a depth of penetration of�1mmdepending on the
wavelength and configuration of the equipment used. This estimate originates from
mathematical modeling of photon diffusion through �imaginary tissues� using
Monte Carlo techniques. Therefore, all elements of the dermis may be included,
from the superficial nutritional to deeper thermoregulatory vessels.

For a given wavelength of light, the absorption spectrum of components of the
tissue determines the interaction that occurs [29]. The penetration depth of light is
predetermined by the path the light takes through the skin and is limited by the
absorption and scattering effects of the tissue. Another limiting factor is the level of
pigmentation of the skin [30].

The absorption of hemoglobin andwater is lower towards the red end of the visible
spectrum. Because of commercial availability, HeNe lasers (632.8 nm) dominated in
earlier LDPM; however, longer wavelengths produced by laser diodes (780, 810 nm)
are now preferred owing to increased penetration depth and lower absorption by
melanin in the near-infrared region, which shows less dependence on skin color [30].
Also, because the absorption of oxidized and deoxygenated hemoglobin is almost
identical at this wavelength, any dependence on oxygen saturation is eliminated.
However, systems exist that use dual wavelengths to obtain additional information
about the tissue structure [31, 32].

26.3.2
Laser Doppler Perfusion Imaging (LDPI)

The need to study perfusion over larger tissue areas led to the construction LDPI [41,
42]. LDPI is a technique that scans a series of perfusionmeasurements over a section
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of tissue. This is converted into a color-coded image representing the distribution of
perfusion over an area of interest.

This technique offers some advantages over the single-probe technique; the blood
flow ismeasured over an area rather than at a single site, which removes some of the
difficulties that arise in the LDPM technique such as movement artifacts and site-to-
site perfusion variations due to the heterogeneous nature of tissue. The technique
requires no contact with the tissue being examined,making it of particular advantage
when assessing open, and often infected, wounds.

The technique has limitations; one issue is that several minutes are required to
complete a full scan. This can introduce problems in trying to examine a rapid change
in blood flow. However, more recent techniques such as line-scanning and full-field
laser Doppler offer to improve this considerably. For example, the MK2 moorLDLS
(Moor Instruments, Axminster, UK) is an FPGA (Field Programmable Gate Array)-
based line-scanning LDPI instrument which acquires 64 pixels simultaneously and
the best time for a 256� 64 pixel image is 13 s. LDPI provides arbitrary perfusion
measurements [35], meaning that the tool is valid for comparative data only and that
all measurementsmust be performed under the same conditions. It is also necessary
to consider temporal variations in blood flow over short periods [38] (seconds to
minutes) and over extended periods due to seasonal changes [43] while attempting to
monitor long-term changes in perfusion to a region.

Another issue with the technique is that due the scanner not being held in contact
with the tissue, the distance between the imager and the tissue affects the measured
level of perfusion. If this distance changes between subsequentmeasurements, it will
affect the results. There are conflicting opinions on whether themeasured perfusion
increases [44] or decreases [45] as the distance from the tissue increases. It may be
that the algorithms used for signal processing by different machines determine
this [46]. In order to make comparable measurements between different systems, a
standard calibration and system design is required [24].

Between 1997 and 2002, a standardization project was undertaken by several
international research institutes, in which a perfusion simulator for calibration and
standardization of LDPMand use of nomenclature was agreed. In 2002, a report on a
project named HIRELADO (High Resolution Laser Doppler) from the standardiza-
tion group of the European society of contact dermatitis published guidelines on the
measuring of skin blood flow [47]. This project addressed mainly the technical
aspects of how experiments should be performed and what precautions should be
taken to ensure valid results. Several different techniques have been developed for
producing LDPI data, each with different advantages and disadvantages.

26.3.3
Point Raster Technique

A raster scan laser Doppler image operates by recording a series of point perfusion
measurements. This type was the first laser Doppler image system to be developed.
The basic schematic is show in Figure 26.6. The imaging is achieved by using a
moveable mirror to scan the laser beam over the area to be measured in a raster

412j 26 Microvascular Blood Flow: Microcirculation Imaging



fashion. At each site, an individual perfusion measurement is taken. When the scan
is complete, the system generates a 2D map image from the single-point perfusion
measurements.

The problem with the technique is the time taken to make measurements. Each
individual measurement can be achieved in 4–50ms; however, shortening the
acquisition time results in increased noise in the signal [47]. For time considerations
it is important to minimize the number of measured points. This is best achieved if
the step length between measurements equals the diameter of the laser beam. For
smaller step lengths, the same physiological information is partly collected by
neighboring measurements, which increase the overall time without retrieving
more information. The moorLDI system reports a capability of capturing a
64� 64 pixel perfusion image in 20 s and has a spatial resolution of 0.2mm at a
distance of 20 cm. The system is capable of scanning a region up to 50� 50 cm and as
small as a single point measurement.

26.3.4
Line Scanning Technique

Laser Doppler line scanning imaging is a new development in LDI technology by
Moor Instruments. This technique does not utilize the standard point raster
approach but works by scanning a divergent laser line over the skin or other tissue
surfaces while photodetection is performed in parallel by a photodiode array. This
technique allows a series of perfusion measurements to be performed in parallel.
This greatly reduces acquisition time and is bringing laser Doppler imaging one step
closer to real-time imaging. A schematic of the system is shown in Figure 26.7.
The moorLDLS system utilizes 64 diodes to obtain the perfusion measurements in
parallel. The system is capable of measuring each line in times of 100–200ms.

Figure 26.6 Schematic of raster scan laser Doppler imaging system. From moorLDI brochure,
Moor Instruments Ltd.
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Regions up to 20� 15 cm can be imaged and a 64� 64 pixel perfusionmeasurement
can be produced in 6 s.

26.3.5
Full-Field Scanning Technique

High-speed laser Doppler perfusion imaging using an integrating CMOS (comple-
mentary metal–oxide–semiconductor) sensor for full field scanning has been devel-
oped by Serov et al. [48]. The basic schematic of the system is shown in Figure 26.8.
A laser source is diverged to illuminate the area of the sample under investigation and
the tissue surface is imaged through the objective lens on to a CMOS camera sensor.
This newCMOS image sensor has several specific advantages:first, the imaging time
is 3–4 times faster than the current commercial raster scan LDI systems. Second, the
refresh rate of the perfusion images is approximately 90 s for a 256� 256 pixel
perfusion image. This time includes acquisition, signal processing, and data transfer
to the display. For comparison, the specified scan speed of a commercial laser
Doppler imaging system, the moorLDI, is �5min for a 256� 256 pixel resolution
image. However, the scanning imager can only measure areas of up to�50� 50 cm
in size whereas the CMOS system at present does not allow imaging of areas
larger than �50� 50mm [49, 50].

26.3.6
Applications

The laser Doppler technique has many medical applications; however, it still has not
been fully integrated into clinical settings and is mainly used in research. LDPI

Figure 26.7 Schematic of line scanning laser Doppler system. From moorLDLS brochure,
Moor Instruments Ltd.
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systems have been reported in a wide range of applications from neuroscience [51] to
the assessment of burns [52–54]. The use of LDPI is reported to outperform existing
methods of assessment of burn wound depth and provides an objective, real-time
method of evaluation. Accuracy of assessment of burn depth is reported to be up to
97% using LDPI, compared with 60–80% for established clinical methods [52]. High
perfusion corresponds to superficial dermal burns, which heal with dressings and
conservative management; burns with low perfusion require surgical management,
that is, skin grafts. Correct assessment is of particular importance here as one in 50
grafts fail; if this failure is caught within 24 h, 50% of these cases can be saved [55].

The use of LDPI has also been investigated in different aspects of cancer research
and treatment; it has been found that there are higher levels of perfusion in skin
tumors which can be detected by the LDPI system [56]. The technique has also been
applied to examine how a tumor is responding to different treatments such as
photodynamic therapy [57]. Wang et al. applied the technique to the assessment of
postoperative malignant skin tumors [58]. It has also been applied in many other
fields, such as examining allergic reactions and inflammatory responses to different
irritants [59–61]. Bjarnason and co-workers applied the technique in the assessment
of patch tests [62, 63]. Ferrell et al. used the technique to study arthritis and
inflammation of joints [64]. It has also been applied in investigating the healing
response of ulcers [65] and for examining the blood flow pattern in patients at risk
from pressure sores [66].

26.4
Laser Speckle Perfusion Imaging

As the angles in LDP are more or less random and a wide range of velocities are
present in the microcirculation, a continuous Doppler frequency spectrum is
produced. It is interesting that a similar result can be achieved by considering

Figure 26.8 Schematic of full-field laser Doppler system [49].
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the scattering particle to be a moving reflector of light. The reflected light will
interfere with the reference beam and the resultant intensity will vary with the
difference in optical path between the two beams. The number of interference
fringes to pass the detector in time is related to the speed of the moving cells. Each
time the mirror (cell) moves through a distance equal to half the wavelength of the
light, the detector �sees� an interference fringe pass. That is, a fluctuation in light
intensity is recorded. Variations in speckle contrast will then be dependent on the
velocity distribution of the scatterers. Therefore, this velocity can be determined
using a measurement of the statistical behavior of the speckles over time. The
integration time of the detector should be small in comparison with the correlation
time of the intensity fluctuations to avoid �averaging out� of the signal [67]. This is
similar to the reading given by a laser Dopplermeasurement, and in fact it has been
demonstrated that Doppler and time-varying speckle imaging are two methods of
arriving at the same result [68].

When recorded over a finite integration time, the moving scatterers result in a
speckle pattern that appears �blurred� or decorrelated. The amount of decorrelation
depends on the speed and volume of the RBCs in the tissue [69]. The time-varying
component of the speckle can be quantified by comparing the intensity recorded at
each pixel in successive scans. The average difference between the two measure-
ments is dependent on flow – large in high-flow regions and small in low-flow areas.
A two-dimensional map can be created by scanning the line across a region of
interest. Experiments showed a decrease in the blood flow parameter during
occlusion of the finger, and an increase was observed across a scar on the back of
the hand [70].

26.4.1
Full-Field Measurements

The set-up for full-field laser speckle measurements is shown in Figure 26.9.
The tissue is illuminated by an expanded laser beam and the resulting image speckle
is recorded by a charge-coupled device (CCD) camera.

The source used is typically a low-power expanded helium–neon (632.8 nm) laser
in the 3–30mWrange [71, 72] although the use of 660 [73], 514 [74], 780 [75, 76], and
808 nm [77] wavelengths have also been reported. Typically for studies of capillary
perfusion, this is set between5 and20ms [69, 71, 72, 75, 78]. Yuan et al. [79] found that
the optimal integration time for rodent cerebral blood flow studies was 5ms.

This technique, originally developed for retinal blood flow imaging [80], uses a
short integration time, as mentioned previously, to photograph the illuminated area
and produces a high-contrast speckle pattern. The contrast K, is calculated based on
small areas of the pattern, typically a sliding 7� 7 or 5� 5 pixel window [67, 71, 72].
The higher the velocity of the RBCs, the higher is the frequency of the fluctuations.
Thismeans that for a given integration time,more averagingwill occur and therewill
be a decrease in contrast. Conversely, an area where blood flow is low will appear as a
high-contrast reading. These contrast measurements can therefore be used to build
up a two-dimensional map of relative velocities.
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26.4.2
Limitations and Improved Analysis

The effects of specular reflection can be eliminated with the addition of polarizing
filters [69, 73, 81–83]. Multiple scattering can have the effect of blurring the image by
influencing the apparent size of the object [83]. Also, the effects of scattering by static
tissue must also be considered [73]. As the laser speckle signal is dependent on the
fluctuating part of the pattern, static tissue has the effect of reducing the signal-to-
noise ratio. Zakharov et al. developed amodel taking this into account that includes a
correction to the equation relating speckle contrast to correlation time [83]. Attempts
to limit the effect of static scatterers have also been made in single-point measure-
ments using fiber-optic probes by adjusting the source–detector separation [84].
This limiting effect may be one of the most significant reasons why the speckle
technique is suited to more superficial measurements. Indeed, many of the applica-
tions reported, as described in Section 26.4.3, involve measurements on surgically
exposed tissue.

The main difficulty with using imaging systems based the Laser Speckle Contrast
Analysis (LASCA) Algorithm is that the relationship between speckle contrast and
red blood cell velocity is nonlinear. Forrester et al. developed an improved version of
Briers� LASCA system called laser speckle perfusion imaging (LSPI) [69]. A different
approach to producing the contrast image is taken by first calculating a reference
image by averaging the speckles spatially and temporally. The intensity fluctuations
due to blood flow can then be examined by calculating the intensity difference
between the corresponding pixels in the reference and newly acquired image.
The result is then normalized by the reference in order to negate the effect of
nonuniform illumination, or changes in laser output or tissue optical properties.
The intensity difference is inversely proportional to the speed of the scatterers: in low-
flow regions, a sharp speckle contrast is observed, and a large difference between

Figure 26.9 Full-field laser speckle contrast imaging. The tissue is illuminated by a laser
that has been diverged by a lens. The speckle pattern is then recorded by the CCD camera
and the speckle contrast, K, is computed.
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the reference and speckle intensities will be recorded. In high-flow regions, a large
amount of decorrelation occurs and the difference approaches zero.

An in vitro bloodflowmodelwas devised to test the response of the LSPI system [81]
consisting of a 0.95mm bore glass tube fixed in a gelatin-set tissue phantom 1mm
below the surface. Red cell concentrations of 0.1–5%were imaged at flow rates in the
range 0–800 mlmin�1 (corresponding to RBC velocities of 0–18.8mms�1). These
parameters cover the typical physiological range [85]. In comparison with a com-
mercially available laser Doppler imager (moorLDI), it was found that at a constant
flow rate, LSPI had a similar response to LDPI to changes in RBC concentration
(correlation r2¼ 0.93). At a constant concentration (1%), LSPI also had a similar
response to LDPI to changing red blood cell velocity, with its perfusion index
increasing linearly over the range of flow rates (r2¼ 0.99).

Speckle imaging systems using the �averaging window� suffer from a loss of
resolution (for example, a 7� 7 pixel window will produce a speckle image 1/49th
the resolution of the original). However, the temporal averaging technique used by
the LSPI algorithm means that the full resolution of the CCD can be retained to
produce high-detail images of the vascular structure. For higher speed acquisition,
however, a spatial averaging mode may be employed [69].

The main advantage over LDPI is the speed at which the images may be acquired.
Acquisition speeds at video rates [25 frames per second (fps)] can be attained,making
it possible to measure the blood flow response to occlusion and hyperemia (typical
LDPI scans are of the order of minutes). Also, the much higher resolution [limited
only by the CCD, maximum LDI resolution is 256� 256 (moorLDI)] permits more
detailed imaging of tissue structures [69].

26.4.3
Microcirculation

The early use of laser speckle imaging of the microvasculature has been
reported [67]. However, more recent work incorporating the improvements outlined
above, and in particular the advent of video rate acquisition has led to some
interesting applications.

Human retinal blood flow has been examined using the technique [77] in a similar
method to Briers et al. and an in vitro calibration model was developed to relate
speckle decorrelation to actual readings of velocity. In vivo experiments conducted in
parallel with electrocardiogram measurements showed that the speckle contrast
varied with the heart rate and red blood cell velocity reached a peak corresponding to
that of the cardiac cycle. Yaoeda et al. [86] adapted the technique developed by Fujii
et al. [70] to monitor blood flow to the optic nerve head, showing differences between
the right and left eyes.

The LSPI system developed by Forrester et al. [69] was used tomeasure changes in
flow in the knee joint capsule of a rabbit before and after femoral artery occlusion,
recording a 56.3% decrease after the maneuver. The system was also incorporated
into a hand-held endoscope for the simultaneous measurement of the same event.
The response was validated as before with an in vitro model, showing the linear
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response over a large flow range (0–800 ml min�1). Equipped with amotion-detection
algorithm to limit motion artifact, the endoscopic set-up recorded a similar decrease
(58.7%) [73]. Clinical data from human subjects has also been acquired using this
endoscopic LSPI system (eLSPI), recording a decrease in blood flow in the medial
compartment of the knee after application of a tourniquet. A dose-dependent
response to the vasoconstrictor epinephrine was also recorded [87].

Choi et al. demonstrated the use of laser speckle imaging in a rodent skin fold
model [72] and were able to provide quantitativemeasurements of relative blood flow
in areas of tissue that were otherwise obscured by attached muscle and fat. Selected
areas of the tissue were irradiated with a 585 nm laser pulse to stop blood flow locally,
and this was seen in the LSI images. Similar animal models were investigated by
Cheng etal. [71]while testing theeffectofvaryingdosesofphentolamine,avasodilator,
on intestinal tissue. In both cases, image processing was conducted offline.

Extensive studies of cerebral blood flow in rodents have been undertaken using
various laser speckle imaging techniques tomonitor the vascular response to stimuli
and chemically induced changes. Cerebral blood flow was monitored in rats to
demonstrate its heterogenic response tomild hypotension (induced bywithdrawal of
blood from the femoral artery). Regional variations in perfusion were recorded [88].
Blood perfusion measurements have also been made on the surgically exposed
cerebrum of rodents that show a drop in signal over time after a photochemically
induced infarction [76], while Royl et al. [89] recorded an increase in flow in the
somatosensory cortex during electrical stimulation of the forepaw.

Laser speckle measurements of cerebral blood flow through the intact rat skull
(minus the skin) have been presented Li et al. [75]. A temporal averaging algorithm
was employed that used data from 40 consecutive speckle patterns and computed the
difference between the intensity at a pixel of interest and the average intensity
calculated for that pixel over the 40 frames. The resulting so-called laser speckle
temporal contrast analysis image (LSTCA) was found to be more immune to the
effects of static scatterers (such as the skull) than spatial techniques such as LASCA.

The effect of photodynamic therapy (PDT) and pulsed dye laser (PDL) irradiation
on themicrovasculature in a rodent dorsal skin-foldmodel was examined using laser
speckle contrast analysis (LASCA) [90]. Images taken 18 h after treatment show
vascular flow reduction in the exposed area (Figure 26.10).

Figure 26.10 Laser speckle contrast maps of blood flow: (a) prior to PDT treatment,
(b) immediately after and (c) 18 h after. Reproduced with permission from Wiley-Liss, Inc.,
a subsidiary of John Wiley & Sons, Inc. [90].
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The versatility of the technique has been illustrated by conducting laser
speckle analysis in parallel with PDT using a 514 nm argon ion PDT laser as the
source for the specklemeasurements [74]. The processing algorithmwas the speckle
reduction technique developed by Forrester et al. [69]. Other animal models
studied include temperature-induced changes in blood flow in the rodent [78] and
wound-healing in porcine subjects [82].

26.4.4
Agreement with Laser Doppler

While accurate absolute measurements of RBV cannot be calculated, all of the
above LSI systems can successfully track relative changes in perfusion. Recent
developments and in vitro experiments have shown that laser speckle images can
respond in the same way as laser Doppler to changes in RBC concentration and
velocity [81]. In vivo experiments have also shown a strong correlation between the
techniques [89]. In fact, recent studies on burn scars show a correlation with an r2

value of 0.86 between the techniques [91]. It should also be noted that the
perfusion measurements correlated strongly with the clinical grading of the scar.
As each imager used the same wavelength (632.8 nm), Stewart et al. stated that the
penetration depthwas, in theory, the same for each [91].However,Moor Instruments
report that the penetration depth of the �FLPI� system is less than that of the
corresponding LDI system. This is due to two factors: first, unlike the laser Doppler
signal, the laser speckle signal is not frequency weighted, meaning that photons
arriving from the faster moving RBCs in deeper blood vessels cannot be isolated.
Second, as the source in laser speckle systems is an expanded beam, the power
density is much lower than in the corresponding Doppler system, hence the depth at
which noise dominates is more superficial. The first commercial speckle imager, the
moorFLPI, could acquire and process images at video rates (25 fps) at high resolution
(576� 768 pixels) [92].

Laser speckle, which is a confounding phenomenon in some applications such as
laser Doppler [93], is proving to be a very useful tool in blood perfusion measure-
ments. Full-field images can be recorded in a single shot containing information on
RBC concentration and velocity. Whereas traditional laser Doppler images can take
several minutes to acquire and are of limited resolution (256� 256 pixels), LSI can
show rapid changes in blood flow in real time.

The most popular processing algorithm reported is that based on speckle contrast
maps (LASCA) [71, 72, 89] and it is this method that is used in the commercial
device [92]. However, a newer algorithm has improved on this, responding linearly to
increasing RBV, limiting the effect of static scatterers and specular reflection, and
compensating for variations in tissue optical properties. This �reduced speckle�
technique is promising as it follows laser Dopplermeasurements very closely but at a
much higher resolution and speed [69, 73, 74, 81, 91]. The low-cost nature of the
system, acquisition speed, resolution, and compatibility with existing laser Doppler
measurements make LSPI a very attractive technology for studies of blood perfusion
in the microvasculature.

420j 26 Microvascular Blood Flow: Microcirculation Imaging



26.5
Polarization Spectroscopy

The technique of polarization spectroscopy allows the gating of photons returning
from different compartments of skin tissue under examination [94]. Figure 26.11
details the operation of basic polarization imaging, showing that by use of simple
polarization filters, light from the superficial layers of the skin can be differentiated
from light backscattered from the dermal tissue matrix. When monochromatic or
white incoherent light is linearly polarized by a filter and is incident on the surface of
the skin, a small fraction of the light (�5%) is specularly reflected as surface glare
(Fresnel reflection) from the skin surface due to refractive index mismatching
between the two media. A further 2% of the original light is reflected from the
superficial subsurface layers of the stratum corneum. These two fractions of light
retain the original polarization state, determined by the orientation of the first filter.
The remaining portion of light (�93%) penetrates through the epidermis to be
absorbed or backscattered by the epidermal or dermal matrix. Approximately 46% of
this remaining light is absorbed by the tissue and not re-emitted, while 46% is
diffusely backscattered in the dermal tissue. This backscattered portion is exponen-
tially depolarized due to scattering centers in the tissue [95], and also by tissue
birefringence due to collagen fibers [96].

Figure 26.11 Fundamental operation
of polarization spectroscopy. This is the
foundation of TiVi. Remaining percentages
of light intensity are represented by I, and
100% intensity is observed after the polarization
filter. SR represents specular reflection, a
combined effect of Fresnel reflection and light
returning after few scattering events from the
upper layers of the epidermis. LP and DP

represent linear and depolarized light,
respectively, and ICO and ICR represent
the remaining intensity which contributes
to CO or CR data, depending on the two
possible states of polarization filter PF2;
abs. represents the percentage of light
absorbed in the tissue. PF2 can be arranged
with pass direction parallel (CO) or
perpendicular (CR) to PF1.
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The depth of penetration of polarized light is heavily dependent on the optical
properties of the medium at each wavelength present [97]. Upon re-emerging from
the tissue structure as diffusely reflected light, the remaining fraction of light is
almost completely depolarized, and consists of two 22% fractions of parallel and
perpendicular polarizations, with respect to the direction of the original filter. This
light contains information about themain chromophores in the epidermis (melanin)
and dermis (hemoglobin), whereas the surface reflections contain information about
the surface topography, such as texture and wrinkles. On detection by a CCD or
similar light-collecting device, one can differentiate between detecting the surface
reflections or a fraction of the diffusely backscattered light by placing another
polarization filter over the detector parallel or perpendicular with respect to the
direction of the filter over the light emitter. With both filters oriented parallel or
perpendicular with respect to each other, co-polarized (CO) or cross-polarized (CR)
data, respectively, are obtained. This allows the gating of photons, and the technique
is based on the assumption that weakly scattered light (the surface reflections) retains
its polarization state, whereas strongly scattered light will successively depolarize
with each scattering event. It has been suggested that more than 10 scattering events
are required to depolarize light sufficiently [98, 99].

26.5.1
Current Technology

Polarization gating has been employed in many different technologies, in order to
investigate surface details of the skin structure by accepting light scattered from the
superficial layers of the tissue. Examples of technologies that have applied polari-
zation filtering include polarization-sensitive optical coherence tomography (PS-
OCT), LDPI, Raman spectroscopy, and simple microscopy. The use of polarization
filters has been shown to reduce tissue motion artifact in LDPI, while also reducing
the overestimation in LDPI readings due to the amplification of specular reflec-
tion [100]. Detail of tissue birefringent axes from various layers via phase-sensitive
light recording canbe extracted byPS-OCT, and the technique canbeused to generate
3D images of the polarization state of backscattered light from skin tissue in vivo [101,
102]. Raman spectroscopy of layered media will detect chemical signatures from
multiple layers, and polarization gating has been successfully employed to generate
Raman spectra of only the superficial skin layers [103]. The combination of polar-
ization gating with multiphoton excitation microscopy allows the characterization of
fibrous structures in the skin layers, thus verifying the mechanics of transdermal
drug delivery and the significance of dermal structural dermal changes [104]. Gating
has also been used with laser speckle imaging in the reduction of specular reflection
for investigation of the blood vessels in the microcirculation [69].

Polarization cameras and probes employing the gating technique have been
developed in order to investigate both the physiology and microcirculation of skin
tissue [105, 106]. Orthogonal polarization spectroscopy (OPS) technology is a single-
wavelength (548 nm – an isosbestic point of hemoglobin close to peak absorption)
video microscopy technique operating at 30 fps, which increases contrast and detail
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by accepting only depolarized backscattered light from the tissue into the probe.
Single blood vessels are imaged in vivo at a typical depth of 0.2mmandmagnification
of �10 between target and image, and information about vessel diameter and RBV
are easily obtained.OPS inhuman studies is limited to only easily accessible surfaces,
but can produce similar values for RBV and vessel diameter to those given by
conventional capillarymicroscopy at the human nailfold plexus [107]. It has also been
applied to study superficial and deep burns to the skin [108, 109], adult brain
microcirculation, and preterm infant microcirculation [110].

Polarization gating images by sequential acquisition of superficial photons (CO)
and photons undergoing multiple scattering (i.e., photons interacting with the
reticular dermis – CR) have shown cancer, lesion, and burn scar boundaries.
A fluorescence method of imaging skin tumors stained with fluorescent dyes rejects
excitation light by way of sequential CO and CR image acquisition with a tunable
monochromatic source, and details tumor boundaries similar to Mohs surgery,
also known as chemosurgery. boundaries [111, 112]. A similar cost-effective method
combining polarization imaging with spectroscopy has also been developed to
visualize the water content in the superficial layers of the skin, and has shown good
comparison with a well-recognized capacitance measurement technique [113].
Another method of polarized light imaging to examine surface skin pathologies in
grayscale at 435� 548 pixels is capable of distinguishing between freckles, nevii, and
carcinomas [114, 115]. An extension of this preliminary technology produced a hand-
held cost-effective polarization imaging camera, which operates at 7 fps at 400� 400
pixels (15 fps at 250� 250 pixels) [116]. Parallel and perpendicular images are
acquired simultaneously from two CCDs, and an image processing algorithm is
applied which examines only the histologic aspects of the skin surface, with no
investigation of the underlyingmicrocirculation. The prototype technology has been
successfully examined on melanoma margins.

26.5.2
Image and Data Processing

Image (or data) processing algorithms have generally employed an equation that
requires acquisition of both CO and CR images in order to investigate the superficial
layers of the tissue [104, 105, 112–114]. The equation represents a normalized
difference between the CO and CR images:

P ¼ CO�CR
COþCR

ð26:1Þ

where P represents a composite image observing surface skin histology.
The denominator in Eq. (26.1) represents the normalization of the image, which
cancels any nonuniform illumination. P images have been shown to be comparable
to histopathology examination, the invasive gold standard of skin examination.

Recent technology [116] analyzes only the RBC concentration in skin microcir-
culation by way of single-image acquisition or video acquisition by low-cost cameras
utilizing orthogonally placed polarization filters. For single-image acquisition, the
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flash of a consumer-end RGB digital camera is used as a broadband light source, and
the cameraCCDacquires an instantaneous image in three 8-bit primary color planes.
Color filtering is performed on-camera by three 100 nm bandwidth color filters, blue
(�400–500 nm), green (�500–600 nm), and red (�600–700 nm). This represents the
first low-cost technique designed to image in real time tissue hematocrit.

Using polarization imaging theory and Kubelka–Munk theory, a spectroscopic
algorithm was developed which is not dependent on incident light intensity, taking
advantage of the physiological fact that green light is absorbedmore byRBCs than red
light. For each arriving image, the equation applied is

Mout ¼ Mred�Mgreen

Mred
exp �p

Mred�Mgreen

Mred

� �� �
ð26:2Þ

where Mred and Mgreen represent the red and green color planes of the image,
respectively, and p is an empirical factor to produce the best linear fit between output
variable (called TiVi index) and RBC concentration. Mout represents a matrix of
maximum 3648� 2736 TiVi index values for single-image acquisition.

Figure 26.12 shows an example of a TiVi image color coded in a method similar to
laser Doppler images where high and low RBC concentrations are represented by
blue and red, respectively. The technique has high spatial and temporal aspects, with
lateral resolution estimated as 50 mm [116], and has been compared with LDPM and
LSPI by O�Doherty et al. [117]. The sampling depth in Caucasian skin tissue is
estimated approximately from Monte Carlo simulations of light transport in tis-
sue [116]. Topical application of vasoconstricting and vasodilating agents demon-
strate the capacity to document increases (erythema) and decreases (blanching) in
RBC concentration [118].

Our group is currently developing a real-time system, whereby RBC concentration
can be displayed online. Current technology can capture CR frames at 25 fps at a
frame size of 400� 400 pixels. Video studies will lead to increased temporal

Figure 26.12 Examples of (a) a CR and
(b) TiVi image. The CR image was taken of
a UVB burn to the volar forearm of a young
healthy volunteer. The image was taken 30 h

after a 32 s exposure to an 8mm wide UVB
source. The TiVi image shows spatial
heterogeneity in the blood distribution over
the affected area.
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resolution, with 0.04 s between each image. Thus, theoretically, the human pulse can
be resolved from the time average (duplex)mode of the video imager, and also spatial
data over time can be observed. Occlusion of the cephalic vein for the upper armwith
90mmHg leads to higher RBC concentration due to the RBCs being trapped by the
occlusion of the cephalic vein, as the brachial artery pumps RBCs into the area. An
example of the duplex mode is shown in Figure 26.13, detailing the average TiVi
index of a 50� 50pixel regionof interest (ROI) on the volar forearm for an acquisition
of 25 fps for cephalic vein occlusion. Clear vasomotion of the vessels can be observed
at a rate of �5 cycles per minute during and post-occlusion and release of the area.
Future work will investigate pulsations of the vascular bed, and pulse models have
already shown promising results.

Limitations of this new technique include the lack of SI units in measurements,
and inaccurate measurements on persons with dark skin due to high absorption of
melanin. Light levels are also reduced due to the polarization filters, with only 22.5%
of total light intensity reaching the detector. The effect of melanin in the epidermis
causes an increase in TiVi index. Image subtraction algorithms have been developed
so as to display only the reaction on the skin site, while subtracting out the static
components in the CR images. This is also helpful in removing the unwanted effect
of deep veins in the volar forearm, a site which is used commonly in routine skin
tests. Owing to the availability of measuring tissue hematocrit only, low cost, ease of
use, and portability, the TiVi imaging systems are an attractive alternative to
expensive and cumbersome equipment such as LDPI and LSPI for the investigation
of tissue RBC concentration.

Figure 26.13 Time trace of a 50� 50 pixel region of the volar forearm of a subject. A pressure cuff
on the upper forearm causes an occlusion of the cephalic vein. This demonstration shows clear
vasomotion during occlusion and release, and further investigation will focus on pulsatile activity.
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26.6
Photoacoustic Tomography

In recent years, PAThas attracted considerable interest. This is because the technique
seeks to combine the best features of biophotonics with those of ultrasound; it offers
high optical contrast and high resolution.

Thetechniqueoperatesbyirradiatingasamplewitha laserpulse.Whenthe laser light
is absorbed it will produce a pressure wave due to an increase in the temperature and
volume. These pressure waves will emanate from the source in all directions. A high-
frequency ultrasound receiver can then be used to detect these waves and build a 3D
pictureofthestructure.Thisismadepossiblebythemuchlowerspeedofsoundandlack
of scattering or diffusion of ultrasound en route to the receiver. Diffuse, randomized
scattering of the light before reaching the microvessels is not a disadvantage and is
likely to be useful in providing relatively uniform illumination even to vessels that
could not receive ballistic photons due to other vessels in the direct light path.

In PAT, light in the visible to near-infrared region of the spectrum is used. This is
because hemoglobin in the blood dominates the optical absorption in most soft
tissue. If a tissue sample is irradiatedby light in this range, amap of the vessel network
within the tissue can be produced. The pulse width is chosen such that it is much
shorter than the thermal diffusion time of the system and in this way heat conduction
can be neglected [119]. A schematic of the system is shown in Figure 26.14.

The data are processed by a computer and can be output in an image format. Image
reconstruction is achieved by various reconstruction algorithms [121, 122].

The technique is capable of diagnosing different physiology conditions. This is
because different physiological conditions can change the light absorption properties

Figure 26.14 Schematic of photoacoustic tomography system [120]. Reproduced with
permmission from The American Association of Physicists in Medicine.
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of the tissue; for example, absorption contrast between breast tumors and normal
breast tissue as high as 500% in the infrared range have been reported [123]. The
technique is also capable of detecting hemoglobin levels in tissue with very high
contrast. One group has used the technique to acquire 3D data of the hemoglobin
level in rat brain [124]. This was achieved using a 532 nm laser source, as the
absorption coefficient at this wavelength of whole blood is 100 cm�1, which is much
larger than the averaged absorption coefficient of the gray and white matter of the
brain, 0.56 cm�1.

The main advantage of combining ultrasound and light is that one can obtain
much improved resolution (diffraction-limited) and can image vessels with 60mm
resolution [120]. The Wang laboratory at the University of Washington in St. Louis,
MO, has built a system with 5mm resolution and has already been able to produce
exquisite 3D images of microvascular architecture in the rat.

One issue with the technique is the time it takes to produce large 3D scans of a
region. Times of up to 16 h have been reported to image a region of radius 2.8 cm
in the XY plane and a depth 4.1 cm in the Z plane [123]. However, the use of an
ultrasonic transducer array would greatly improve imaging time.

26.7
Optical Microangiography (OMAG)

Optical microangiography (OMAG) has its origins in Fourier domain OCT and is
similar to Doppler OCT. It is a recently developed high-resolution 3D method of
imaging blood perfusion and direction at capillary level resolution within microcir-
culatory beds. A typical setup of an OMAG system is shown in Figure 26.15. The
technique itself does not rely on the phase information of the OCTsignals to extract
the blood flow information. This in turn means that the technique is not sensitive to
the environmental phase stability. This allows OMAG to compensate for the
inevitable sample movement using the phase data, thus limiting noise through
post-processing of the data [124].

An example of an OMAG image is shown in Figure 26.16. The acquisition time to
obtain the 3D OMAG data shown in Figures 26.12 and 26.13 was about 50 s.
However, the processing time required was much longer.

The OMAG technique appears to offer a much greater signal-to-noise ratio than
standard Doppler OCT, allowing the system to visualize more features, as shown in
Figure 26.17.

Figure 26.17 compares the two imagingmodalities in vivo on an adultmouse brain.
The images were both obtained on the samemouse with the skull intact. The images
were then normalized by the maximum pixel value in each image and log com-
pressed [126]. The improved contrast using this technique is clearly visible. OMAG
allows for much smaller features to be visualized deeper into the tissue.

Another advantage of theOMAGtechnique is that it can determine the direction of
the flow by applying a Hilbert transformation for each wavenumber along the
positions separately. An example of this is shown in Figure 26.18.

26.7 Optical Microangiography (OMAG) j427



In this experiment, the probe beam was shone from the top on to the sample. The
mirror was then modulated using a triangle waveform. The images were generated
for (a) the ascending and (b) the descending portion of the wave form. When the
mirror moves toward the incident beam, blood perfusion that flows away from the
beam direction is determined, and vice versa [127]. The figure shows that the flow
direction is clearly determined using this technique. Theminimumflow velocity that
can be recorded using OMAG is reported to be�170 mms�1 and the maximum flow
velocity that can be measured is �� 2.1mms�1 [124].

Figure 26.15 Schematic of a typical OMAG system [126]. Reproducedwith permmission fromThe
Institute of Physics.

Figure 26.16 In vivo 3D OMAG imaging of the
cortical brain of a mouse with the skull left
intact. The volumetric visualization was
rendered by (a) merging the 3Dmicrostructural
image with the 3D cerebral blood flow image,
(b) the 3D signals of cerebral blood flow only,
and (c) the corresponding DOMAG imaging of

velocities within the 3D blood flow network in
(b). The red color in (c) represents the blood
moving towards the incident probe beam, and
otherwise the green color. The physical image
size was 2.5� 2.5� 2.0 (x–y–z)mm3 [126].
Reproduced with permmission from The
Institute of Physics.
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26.8
Comparison of Planar Microcirculation Imagers TiVi, LSPI, and LDPI

In order to validate the results of any microcirculation techniques, the opinion of a
clinical expert is usually required. So far there is no modern technology that has
supplanted the fundamental visual observation technique in the clinical environ-
ment, even though clinicians� interpretations of images can be bypassed entirely by a
computerized analysis, such as neural networks. Limitations of skin assessment

Figure 26.17 Comparison between 3D
OMAG and PRDOCT imaging of the
cortical brain in mice with the intact skull
in vivo. Shown are the maximum x–y projection
views of (a) OMAG cerebral blood flow image,

(b) DOMAG flow velocity image, and
(c) PRDOCT flow velocity image.
The physical size of scanned tissue
volume was 2.5� 2.5� 2.0mm3.
White bar¼ 500mm.

Figure 26.18 Determination of directionality
of fluid flow using OMAG. (1) flow is oriented
towards scanning beam (2) flow is reversed
such that is it oriented away from scanning
beam. (a) positive slope of reference mirror;

(b) negative slope of reference mirror. The
physical dimensions of the image are
1.3� 3.1mm [127]. Reproduced with
permmission from osa.
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visual scoring systems such as the skin blanching assay include the requirement for a
trained observer to achieve comparable results, the need to make observations in
standardized lighting conditions, application of steroids in random order, and
assessment by an independent observer.

The following section represents a brief introduction to the instrumentation
chosen to perform basic skin tests. A summary of principles and operation of each
instrument is presented in Table 26.1. The actual instruments used are briefly
described here.

26.8.1
Laser Doppler Imaging – Moor Instruments moorLDLS

The Moor Instruments moorLDLS is a line scanning laser Doppler imager with a
780 nm laser diode.

Table 26.1 Comparison table outlining mechanical and operational principles of the different
devices evaluated [117]. Reproduced with permmission from SPIE.

Property LDLS FLPI TiVi

Principle Doppler effect Reduced speckle
contrast

Polarization
spectroscopy

Variable recorded Perfusion (speed�
concentration)

Perfusion (speed�
concentration)

Relative
concentration

Variable units Perfusion units (PU) Perfusion units (PU) TiViindex (AU)
Measurement sites 16 384 431 680 Up to 12 million
Best resolution (mm) �500 �100 �50
Measurement depth
(mm)

�1000 �300 �500

Repetition rate (s) 6 (50� 64 pixels) 4 (568�
760 pixels)

5 (4000�
3000 pixels)

Best capture time (s) 6 4 1/60
Zoom function No Yes Yes
Laser driver Required Not required Not required
Movement artifact
sensitivity

Substantial Dependent on
temporal averaging

None

Video mode No Yes Yes
Video rate — 25 fps 25 fps
Video size (pixels) — 113� 152 Up to 720� 576
Pixel resolution
(cm�2)

100 40 000 600 000

View angle Top only Top only User selectable
Imager dimensions
(cm)

19� 30� 18 22� 23� 8 15� 7� 5

Weight (kg) Scanner 3.2 2 1
Calibration Motility standard Motility standard None
Ambient light
sensitivity

Intermediate Substantial Negligible

430j 26 Microvascular Blood Flow: Microcirculation Imaging



Owing to the capture of 64 points simultaneously, the temporal resolution is
dramatically improved from conventional LDPI. The minimum image acquisition
time is dependent on the number of data points per fast Fourier transform (FFT): at
maximum resolution (256� 64 pixels) the best image acquisition time is 13 s for 256
FFTs and 20 s for 1024 FFTs. The best image acquisition time for 64� 64 pixels is 4 s.
The maximum scan area is 20� 15 cm and the scan distance to the tissue surface
(given by the manufacturer) is between 10 and 20 cm. The device is also capable of
single-point multichannel acquisition at a sample rate up to 40Hz for the entire
line of detectors simultaneously. The background threshold level was determined
automatically by centering of the laser line on the background under laboratory
conditions.

26.8.2
Laser Speckle Imaging – Moor Instruments moorFLPI

TheMoor Instruments moorLPI system was used for comparison with laser speckle
imaging. The laser source (780 nm) is expanded over an area, rather than a line as in
LDLS. There is a high-resolution/low-speed temporal mode or a high-speed/low-
resolution spatial mode. The integration time is 0.3 s, providing 25 fps at a size of
152� 113 pixels for the spatial mode. The temporal mode allows an adjustable
integration time, constant for temporal averaging (1 s per frame – 25 frames; 4 s per
frame – 100 frames; 10 s per frame – 250 frames; 60 s per frame – 1500 frames) at
568� 760 pixels for each image. The camera gain can be adjusted to increase the
image acquisition area, but saturating the CCD must be avoided.

26.8.3
Polarization Spectroscopy – WheelsBridge TiVi Imager

The TiVi imager is a small and portable device for high-resolution imaging of the
concentration of RBCs in superficial skin tissue. A white xenon flash lamp provides
illumination over the 450–750 nm wavelength region, and a wide area CCD detects
the backscattered light from the tissue. The available commercial system utilizes a
high-resolution CCD offering instantaneous image acquisition (1/60th of a second)
with a refresh rate of one image every 5 s at a resolution of 3648� 2736 pixels. An
enabled macro mode allows focusing at a closest distance of 4 cm from the tissue
surface. A research prototype high-speed mode was also tested, allowing 8 fps at
400� 400 pixels for real-time online viewing and 30 fps at 640� 480 pixels for offline
analysis. This prototype employed a constant broadband light source with the same
CCD as used in the high-resolution version of TiVi. The spectra of the light sources
are equivalent for both the high-resolution and high-speed TiVi systems.

Occlusion (occlusion of blood vessels using a sphygmomanometer) reactive
hyperemia tests were performed on three nonsmoking, healthy subjects (average
age 25 years), with no history of skin diseases, who had not used topical or systemic
corticosteroid preparations in the previous 2months. The subjects were acclimatized
in a laboratory at 21 �C for 30min and rested in a seated position with the volar
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forearm placed on a flat table at heart level. The instruments were positioned above
the forearm for data acquisition.

A reactive hyperemia caused by brachial arterial occlusion using a sphygmoma-
nometer on the upper arm of the test subjects was used to compare the systems in
temporalmode (with the high-speed TiVi systemused). A baseline level was taken for
1min, then arterial occlusion was performed by inflating the cuff to 130mmHg for
2min. In previous studies with LDPI, upon complete release of the cuff, the resulting
increase in blood perfusion is seen, and bloodflux oscillations are regularly observed.
This phase was observed for a further 3min. In order to examine further the
sensitivity of the TiVi system alone with pressure, a further experiment was
conducted in which both the high-speed and high-resolution TiVi systems were
arranged to image the volar forearm of a healthy individual at increasing and
decreasing pressure steps of 10mmHg.

Physical size prevented all three technologies being used at the same time on the
same test area,meaning that tests with the FLPI had to be carried out separately from
TiVi and LDLS studies. The white flash light source on the TiVi did not interfere with
the LDLS system, as there are filters present to removemuch of the extraneous light.
Finally, the TiVi readings were not affected by the scanning beam of the LDLS system
as it was outside the sensitive region of the detector.

Imaging comparisons can be carried out by inducing reactions via topical
application of different drugs, including vasodilators (e.g., topical analgesic and
methyl nicotinate) and vasoconstrictors (e.g., clobetasol-17-propionate). The active
ingredient of the analgesic, menthol, induces vasodilation, and caused erythema in
all three subjects. Due to percutaneous absorption of methyl salicylate, it was
important to note that this analgesic should be used with care on persons
sensitive to aspirin or suffering from asthma. None of the subjects were sensitive
to aspirin or had asthma, and the analgesic was applied to an unbroken area of skin.
The cream was applied to cover an area of�24 cm2, in the shape of the letters �UL.�
A small amount of the cream was applied to the volar forearm and imaged 10min
later. The resulting erythema was imaged with the three devices, and can be seen in
Figure 26.20. The images show the same affected area, and clear border discrim-
ination canbe seenwith theTiVi andFLPI imaging systems. The LDLShowever, does
not show an increase in perfusion with the shapemade by the analgesic cream, and it
is proposed that the LDLS imaging system is probing much deeper vessels in the
microcirculatory structure.

26.8.4
Results

In order to assess the time acquisition properties, it was decided to observe the
commonly studied postocclusive reactive hyperemia at the nailfold of the second
finger. Lower and upper pressure values of 90 and 130mmHg were employed in
order to arrest completely the venous and arterial circulation, respectively. Standard
baseline was registered for 1min, a pressure of 130mmHg was applied using
the sphygmomanometer, occluding the blood vessels, and maintained for 2min.
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The resulting hyperemia upon removal of the occlusion was monitored for 3min.
The areas of the response representing the baseline, occlusion, and hyperemia are
labeled A, B and C, respectively, in Figure 26.19. It should be noted that upon
application of the sphygmomanometer and subsequent analysis for the TiVi, the
curve increased for both 90 and 130mmHg pressures. This is because the instru-
ment is sensitive to the concentration of RBCs only, and not the speed. This new
technology adds a new dimension to the study of postocclusive reactive hyperemia,
with a nontraditional time trace sensitive to the concentration of RBCs only. Care has
to be taken with the interpretation of these new data, and this is addressed further
below.

26.8.5
Discussion

Evenwith themassive technological advancements of the past 30 years, current �gold
standard�methods of examination of skin lesions, erythema and tumors, still involve
simplemicroscope techniques, that is, a closer look at the affected area, carried out by
a skilled clinician, be it a pathologist or dermatologist. Similarly, nomodern imaging
technique has been proven consistently to outperform the opinion of a clinical expert
in relation to patch or prick testing [125]. Often, the capital cost of a technology

Figure 26.19 Time traces of postocclusive
reactive hyperemia. The reaction was sectioned
into three; A is the baseline measurement, B is
the occlusion for 2min, and C represents the
reactive hyperemia upon removal of the

occlusion. Pressure was 130mmHg except for
the TiVi curves, where 90mmHg pressure was
also used to show the TiVi system�s (high
resolution and high speed) sensitivity to
pressure.
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without an extremely high success rate is not justified, even if the workload of the
clinician is drastically reduced.

The ideal blood flow/concentration monitor should have the characteristics of
observationalmeasurements, be able to provide reproducible results, have little or no
dependence on the tissue optical properties, instantaneous image acquisition (to help
against patient motion), and provide a variable in standard SI units. The commercial
devices examined in this chapter provide relative changes in flow/RBCconcentration
due to the random nature of the microvascular architecture. Since LDPI is the oldest
technology used in this work (30 years), more research and commercial products
exist on LDPI than the other technologies. A full-field laser Doppler imager has been
developed and is in commercial production, with Aïmago, providing 256� 256
points every 2–10 s [49].

The sensitivity of each device to pressure and the different dynamic reactions can
be seen from Figure 26.19, where the concentration of RBCs in the nailfold of the
second finger increased upon application of the sphygmomanometer. In the case
where 130mmHg pressure was applied, the arteries and veins were quickly closed,
trapping the red blood cells in the tissue at a level not much higher than the baseline.
Upon release of the occlusion, the concentration increased rapidly due to the backlog
of blood rushing into the area to feed the nutrient-starved tissue. When only

Figure 26.20 Comparison of a topical
application of a common analgesic (Deep
Heat) as assessed by the LDLS, FLPI, and
TiVi imaging technologies. The color visual
image is a cross-polarized image from the
TiVi imager, which serves as a visual aid,

and also the image for subsequent
processing. Neither of the other
two technologies investigated offers a
standard color image [117]. Reproduced with
permmission from SPIE.
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90mmHg was applied, the arterial inflow remained open while the venous outflow
was in stasis. Thus, the concentration of RBCs increased gradually in an almost
logarithmic function, and began to reach a plateau, either due to system saturation
(the system is linearly calibrated to a physiological RBCconcentration of 4% in tissue)
or more likely due to a plateau reached by the amount of RBCs that can fit into the
vasculature. This section of the curve showed the dynamics of the blood vesselsfilling
up quickly with blood. After the occlusion had been released, the venous outflowwas
reopened and the RBC concentration decreased rapidly to empty the excess RBCs
from the area, and showed signs of returning to a normal state 3min after release of
the occlusion.

The sensitivity of the TiVi imaging system to RBC concentration showed two
distinct curves, depending on thepressure of the sphygmomanometer. Since the same
CCD was used for both TiVi studies, it was assumed that there were no instrumen-
tation differences. �Biological zero� is a well-known feature of laser Doppler studies
and manifests as an offset from instrumental zero seen during occlusion. Total flow
arrest wouldmean that concentration� velocity would be zero, but Brownianmotion
and occasionally opening and closing of local shunts, vasodilation, and vasoconstric-
tion of local vessels can all contribute to the nonzero flow registered. A similar
situation arises with FLPI as there is still some blurring of the speckle due to RBC
movement. However, TiVi is sensitive to concentration alone and would require
completely bloodless tissue to register a �zero� reading. Themost important feature of
the technologies presented is that both theLDLSandFLPImeasureperfusion, albeit at
different depths in dermal tissue, whereas TiVi technology measures relative con-
centration in the tissue. It is important to remember that the new TiVi imaging
technology does not provide measurements of blood flow. Indeed, it is similar to
processingof the unweightedmoment of the laserDoppler power spectrum toprovide
measurement of concentration, except that it is valid only with a low number of
scattering events at low concentrations, and is dependent on the total light intensity.

With the largermeasurement depth of LDLS compared with the other techniques,
it proves to be inefficient for very superficial measurements, such as the erythema
produced by the topical analgesic. Acquisition on the temporal scale is also hindered
with the LDLS due to rastering of the laser line. As the microcirculation is a
highly dynamic environment, its perfusion values can change rapidly. Cardiac pulse
(�1Hz), breathing (�0.3Hz), and vasomotion (�0.1Hz) in highly perfused tissues
are evidence of the rapid temporal nature of microvascular activity. Thus, in laser
Doppler studies and the relatively long acquisition time of a single image, the
temporal changes in perfusion may often be misinterpreted as spatial heterogene-
ity [24]. This occurs because it has to be assumed that the perfusion of the site under
investigation is stationary and constant, hence the study of dynamic changes is
severely compromised. It remains to be seen if the recent CMOS LDPI technology
can bridge the gap in temporal resolution in LDPI.

The laser Doppler and speckle signals are a complex function of many parameters
and are also dependent on source wavelength, coherence properties of the laser,
tissue optical properties, and distance between the scanner and tissue surface.
Additional processing is required to correct for nonlinear behavior at high RBC
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concentrations due to the presence of multiple scattering. It should be noted that
all three techniques merely provide a ratiometric measurement to aid any clinical
observation. The techniques are not to be used for diagnosis independently of clinical
observation.

26.8.5.1 Depth of Measurement
Much variation is reported in the literature as to the depth of penetration of a light
beam in tissue, which is due to light power and wavelength, and biological factors
such as pigmentation level, age, skin transparency, and epidermal thickness.
However, the important parameter is measurement depth rather than penetration
or even sampling depth. Indeed, the laser Doppler imaging mean measurement
depth in the forearm can be from300 mmto even 600 mm.Thismeasurement depth is
highly wavelength dependent, and therefore depends on which device has been
employed.

Physiologically, in the vessel compartments the total cross-sectional area (A)
increases from the arterioles to the capillaries of the superficial dermal plexus and
then decreases in the veins because the blood flow is constant in a closed system
and the speed must be proportional to 1/A. Thus, the speed is lower in the narrower
vessels than in the larger (and deeper) vessels. It is for this reason that low and high
frequencies are attributed toflux originating in the superficial vascular plexus and the
deeper vessels, respectively. Indeed, �15% of skin blood flow originates from the
nutritional flow, while 85% results from the deeper thermoregulatory flow, especially
in the presence of arteriovenous shunts, for example, in the palms of the hands.

Use of the laser wavelength for laser Doppler studies is also an issue; the frequency
shift for HeNe laser light at 633 nm is 0–12 kHz, but for a 780 nm laser is 0–20 kHz.
The difference in frequency shifts occurs due to the longer wavelength penetrating
deeper into the microvasculature, thus probing faster flowing blood. However, both
the LDLS and FLPI used for studies carried out in this work employed a 780 nm
source. Speckle technology probes a shallower depth than laser Doppler for twomain
reasons. First, the speckle signal is not frequency weighted, and is looking at first-
order statistics, whereas laser Doppler looks at second-order statistics. Also for
speckle studies, the laser source is expanded over a much larger area than the point
for laser Doppler studies, hence there is a reduction in the power density of the beam.
This reduction means that the depth at which noise dominates will be more
superficial so that the contribution from faster flowing blood in veins (which is
enhanced in laser Doppler technology due to frequency weighting) is lost for speckle
imaging. The observation that many speckle studies are carried out on surgically
exposed tissue and the appearance of microvessels in the processed images can be
explained by the choice of tissue and its preparation. In general, the reduced
measurement depth of the FLPI system renders it unsuitable for monitoring
nonsuperficial vessels. The FLPI imager was also used more frequently for imaging
smaller areasmore rapidly and at higher resolutions than are commonly used by laser
Doppler systems and involve measurements on exposed tissues because the mea-
surement conditions best suit the technique rather than because the technique best
suits the measurement. This is an important factor to remember when optimizing
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the use of an expensive piece of equipment destined for use in a clinical setting. An
interesting comparison should be carried out between the new full-field laser
Doppler imager and current commercial laser Doppler technology to examine the
depth selection of the signal.

The depth of measurement for TiVi has previously been estimated at 400–500 mm
fromMonte Carlo simulations of polarized light propagation into simulated dermal
tissue [116]. Any future experimentally determined values should verify this model
value. It should be noted that the technique is based on polarized light absorption
spectroscopy, and does not bear any reference to the moving particles in the tissue.
Although the system is not responsive to blood flow, it does return a signal from
the deeper veins in the forearmdue to the high concentration of blood. Because of the
appearance of the blue veins, the TiVi returns an almost zero value in its variable,
TiViindex, even though anearby skin site in the uppermicrocirculation canhave ahigh
TiViindex value. Again, it should be remembered that the TiVi imager is designed to
investigate the upper microcirculation and that RBC concentration values from
anywhere other than this region may not be accurate. The measurement volume
(the volume fromwhich the bulk of the signal is acquired) is well inside the reticular
dermis of the microcirculation. For laser Doppler measurements, the measurement
volume has been determined as�1mm3 or smaller, and in laser speckle systems the
volume is highly dependent on the type of system being used.

26.8.6
Conclusions

We have compared the operation of an established microcirculation imaging
technique, laser Doppler (LDPI), with the more recently available laser speckle and
TiVi in human skin tissue using the occlusion and reactive hyperemia response.
However, TiVi differs from the other techniques in its response to occlusion of the
brachial artery. Since this is a global occlusion of the forearm all instruments were
sensitive to the effect. LDPI and LSPI showed a large decrease as they are both
sensitive to RBC concentration and velocity. However, TiVi, being sensitive to
concentration only, showed stasis when a full arterial occlusion (130mmHg) was
applied quickly and an increase in of RBC concentration when the arterial inflow
remained openwith the venous outflowoccluded (90mmHg). LSPI andTiVi are both
welcome tools in the study of the microcirculation, but care must be taken in the
interpretation of the images since blood flow and blood concentration in tissue are
essentially different parameters. However, LDPI is the only one of these imaging
techniques which has been approved by regulatory bodies, including the FDA. Laser
Doppler imaging has been shown accurately to assess burn depth and predict wound
outcome, with a large weight of evidence [128].

The work described here may motivate further studies of comparisons between
noninvasive optical techniques for the investigation of tissue microcirculation.

We have discussed the modus operandi and applications of capillaroscopy, LDPI,
LSPI, PAT, OCT, and TiVi. Each has had its own peak time and all retain niche
applications. Proper application of each is dependent on user knowledge of light
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interaction with tissue and the basic workings of the device used. The choice of
technology for in vivo imaging of the microcirculation is dependent on the sampling
depth (nutritional or thermoregulatory vessels), resolution (physical and pixel), field
of view, and whether structure or function is to be investigated.
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27
Optical Oximetry
Stephen J. Matcher

27.1
Introduction

The most immediate requirement of most eukaryotic life forms is the continued
availability of molecular oxygen. The physiology of all animals has evolved to ensure
that an adequate supply of oxygen can always bemaintained between the atmosphere
and the mitochondria within the cells of the body. Oxygen reduces free protons to
water in the terminal stage of the oxidative phosphorylation pathway, by which
glucose is ultimately converted to CO2 andwater, with the resulting release of energy.
Oxidative phosphorylation is the most effective pathway for the synthesis of aden-
osine triphosphate (ATP), and if this pathway is halted then anaerobic glycolysis alone
mustmeet the body�s demand forATP.Only in a few rare cases (e.g., the cornea of the
eye) can glycolysis meet this demand for any appreciable time, so in the absence of
oxygen there is an initial decrease in tissue pH (acidosis) and accumulation of lactate,
a halt in ATP synthesis followed later by a failure of cell membrane ion pumps, and
ultimately hypoxic cell death. In the brain, irreversible damage occurs within just a
few minutes. The ability to monitor oxygen delivery to the cells is therefore a major
goal of physiological measurement science.

Inmammals, oxygen is extracted from the air and transported to cells by amixture
of active andpassive (diffusive) transport. The respiratory systemextractsO2 from the
air and this is diffusively transported into the blood via close arrangement of alveoli
and capillaries in the lungs. Blood is a suspension of erythrocytes in plasma and each
erythrocyte (a biconcave anuclear cell about 8mm in diameter and 2mm thick)
contains the 64 kDa metalloprotein hemoglobin. Each molecule of hemoglobin can
physically bind fourO2molecules. At normal physiological hematocrit, this results in
an O2 concentration nearly 100 times greater than the dissolved O2 concentration in
the plasma. The pulmonary and systemic circulations, powered by the heart, then
actively transport this oxygenated blood through the systemic arterial circulation and
into the capillary bed. The smallest capillaries are�10mm in diameter and all cells of
the body that rely on oxidative phosphorylation are located within about 100 mm of a
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capillary, so that passive diffusion, driven by the local O2 partial pressure gradient,
then delivers the oxygen through the cell membrane to the mitochondria.

From the previous discussion, we can see the importance of technologies that can
monitor all stages of this O2 transport process, especially in a critical care setting. The
need to monitor the correct function of the heart has led to major developments in
electrocardiography and lung function is routinelymeasured by electrical impedance
techniques. Likewise, the corresponding systemic blood perfusion pressure can be
measured noninvasively by techniques such as oscillometry and also invasively via
catheter-based pressure transducers. The resulting volume flow rate of blood can be
measured directly using clearance or dilution techniques (although this is not
common in critical care medicine) or Doppler ultrasound, and this leaves one final
parameter to be determined in order to characterize the supply rate of oxygen to the
capillary bed: the overall fraction of blood hemoglobin molecules that are physically
bound to oxygen. Denoting the overall concentration of oxygenated hemoglobin in
blood as [O2Hb] and that of deoxygenated hemoglobin as [HHb], then the hemo-
globin saturation is defined as [O2Hb]/([O2Hb] þ [HHb]). Given that themajority of
the extraction of O2 occurs in the capillary level, it is clear that this parameter will vary
between the main vascular beds, with the arterial saturation exceeding the capillary
saturation, which in turn will exceed the venous saturation.

27.2
Co-Oximetry

Oximetry is the name collectively given to techniques that estimate hemoglobin
saturation using changes in the optical or near-infrared (NIR) absorption spectrum. It
is well known that systemic arterial blood appears vivid crimson whereas systemic
venous blood appears a duller brown (and vice versa in the pulmonary circulation).
Hemoglobin physically binds oxygen via a conformational change that displaces the
iron centers in the molecule, causing a shift in their spectral absorption peaks.
Figure 27.1 shows the specific (i.e., molar) extinction coefficient spectra of the two
forms of hemoglobin. The large peak in extinction at around 400 nm for both forms
accounts for the red hue of blood. In the orange part of the spectrum (450–600 nm),
subtle differences occur between the two forms and only at a few specificwavelengths
(the �isosbestic points�) are the extinction coefficients equal. The extinction coeffi-
cients are much lower than in the blue region, which makes it feasible to obtain
transillumination spectra across thin samples of undiluted blood. This trend con-
tinues into theNIR region (600–1000 nm),where again distinct spectra arise forHHb
and O2Hb and a single isosbestic point occurs at around 800 nm. It is of great
significance that themolar extinction coefficient is nearly 100 times lower than in the
visible region. This makes it technically feasible to transilluminate intact biological
tissue across several centimeters of pathlength and hence obtain spectroscopic
information on blood in tissue noninvasively.

A very important application of oximetry is the co-oximeter. This instrument is a
bench-top device that accepts blood samples drawn from a patient and automatically
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obtains a visible transillumination spectrum at a number of wavelengths in the
visible region. The Beer–Lambert law and multilinear regression are used to convert
measurements of light transmission at distinct wavelengths into species concentra-
tions by using the knownmolar extinction coefficient spectra of the species. Formally,
the machine measures the incident and transmitted light intensities I0 and I when
transilluminating a standard pathlength l of blood. Expressing the attenuation in
optical density (OD) units, then by the Beer–Lambert law:-

OD¼ log10
I0
I

� �
¼al¼ CHHbeHHbþCO2HbeO2HbþCCOHbeCOHbþCMetHbeMetHbð Þl

ð27:1Þ
whereCHHb is the concentration ofHHb and eHHb is themolar extinction coefficient
at the measurement wavelength, and similarly for the other species. Repeating the
measurements at a series of wavelengths allows the above equation to be written in
matrix form:

OD¼ e �C ð27:2Þ
where OD and C are column vectors of OD measurements and concentrations,
respectively, and e is a matrix of molar extinction coefficients, each row of which
relates to a specific species and each column to a specificmeasurementwavelength.C
is then obtained from OD by a suitable matrix inversion procedure. Evidently
measurements are needed to at least twowavelengths if there are two species present
in the sample. Although human blood is predominantly composed of either HHb or
O2Hb, in certain situations there can also be significant amounts of other forms,
chiefly carboxyhemoglobin (COHb) andmethemoglobin (MetHb). ElevatedCOHb is

Figure 27.1 Molar extinction coefficient spectra of O2Hb (HbO2) and HHb (Hb). Reproduced
from http://omlc.ogi.edu/spectra/hemoglobin/index.html (last accessed 3 May 2011).
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associated with carbonmonoxide poisoning and leads directly to tissue hypoxia since
CO has a binding affinity to hemoglobin that is over 200 times greater than that for
O2. Elevated methemoglobin (an abnormal form of hemoglobin in which the
normally ferrous iron Fe2þ center in the heme group is replaced by ferric iron
Fe3þ) indicates methemoglobinemia and again leads to hypoxia as MetHb is unable
to bind reversibly to O2. The co-oximeter therefore uses multiple measurement
wavelengths to determine the concentrations of all these distinct hemoglobin
species. A potential complication of the measurement is that the measured light
attenuation is determined not just by absorption by the hemoglobin species but also
by elastic light scattering caused by the red blood cell membranes. This is analogous
to the light attenuation caused by fog, which is an aerosol formed by the dispersion of
one nonabsorbing substance (water) in another (air). The co-oximeter avoids this
problem by lysing the blood cells using detergents or sonication, thereby releasing
the hemoglobin into nonscattering solution.

27.3
Pulse Oximetry

In 1942, Glenn Millikan in the United States developed the first practical in vivo
oximeter. This device transilluminated the pinna of the ear using visible and infrared
light and used mechanical pressure from a pneumatic bulb to exsanguinate blood
from the tissue and hence collect a blood-free referencemeasurement. This aimed to
estimate the contribution to light attenuation arising purely from tissue scattering.
This device was used successfully in a number of physiological studies, especially in
military aviation, where transient cerebral hypoxia was a major cause of blackouts
experienced by fighter pilots engaged in high-G maneuvers. However, issues
surrounding the reproducibility of the oxygenation values and also instrumental
stability issues posed challenges to its widespread adoption in critical care medicine.
In 1964, Hewlett-Packard commercialized an ear oximeter based on eight separate
wavelengths which attempted to measure oxygenation in vivo by calibrating some of
the scattering-induced background signals using measurements at these extra
wavelengths. However, the bulk and expense of this machine meant that it has
rarely been used outside specialist physiology laboratories. A major breakthrough
occurred in 1975, when Nakajima et al. of Minolta Corporation demonstrated that
most of the calibration and reproducibility problems generated by tissue scattering
could be eliminated bymaking dynamicmeasurements of light attenuation between
the systolic and diastolic phases of the cardiac cycle. A combination of the elastic
compliance of arterial blood vessels and the large pulse pressure amplitudes in the
arterial compartment means that the blood volume in this compartment shows
measurable pulsatility at the cardiac frequency whereas the capillary and venous
compartments do not. BymeasuringDOD¼ODsystolic�ODdiastolic, all contributions
due to tissue scattering cancel, as do contributions due to capillary and venous
hemoglobin absorption. This results in the determination of the relative proportions
of O2Hb and HHb in the arterial blood, that is, the arterial saturation SaO2 can be
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derived. The great strengths of pulse oximetry are its simplicity, cost, and above all
robustness and reliability in a clinical setting. Pulse oximetry is indicated in
essentially all critical care and surgical situations and consequently is nowubiquitous
in hospital-based medicine. To quote Severinghaus and Astrup: �Pulse oximetry is
arguably the most significant technological advance ever made in [critical care]
monitoring� [1].

27.4
Near-Infrared Spectroscopy and Imaging

Despite its enormous success, pulse oximetry does have some limitations:

. Only arterial saturation ismeasured, but venous saturation is also needed in order
to estimate O2 consumption.

. Scattering effects can still influence results indirectly via wavelength-dependent
changes in the effective light pathlength and so empirical algorithms are
frequently built in to pulse oximeters to obtain acceptable results.

. There is no direct spatial localization available, in contrast to imaging techniques
for blood flow such as Doppler ultrasound.

. Only peripheral oxygenation is measured, common sites being the pinna of the
ear or the finger-tip.

In 1977, Franz J€obsis published a landmark paper in which he demonstrated that
oxygen-dependent data could be obtained in vivo by transilluminating the intact skull
of a cat using NIR light [2]. The original paper actually attempted to measure the
oxidative phosphorylation pathway directly by detecting redox-dependent changes in
theNIR absorption of cytochromeoxidase, a redox-active enzymewhich formspart of
the electron transport chain in the mitochondrial inner membrane. However,
interest soon shifted to oximetry, in part because the inherent concentration of
cytochrome oxidase in tissue is so low that hemoglobin absorption generally
dominates over cytochrome oxidase absorption. In 1988, Cope and Delpy demon-
strated the first clinically useable NIR spectrometer which used laser diodes and
photomultipliers to provide deep tissue oxygenation data over 40mm or more of
transilluminated tissue [3]. This machine was soon commercialized by Hamamatsu
Photonics as the NIRO-1000, and the field of clinical tissue near-infrared spectros-
copy (NIRS) was born.

The NIRO-1000 was a �first-generation� NIRS system that did not provide an
absolute value either for the total tissue hemoglobin concentration or the satu-
ration. This was because the scattering offset was not removed by using pulsatile
signals, as the aim of this device is to measure signals from all three compart-
ments simultaneously. It is also impractical to obtain a blood-free reference using
mechanical exsanguination on such large tissue volumes. Hence first-generation
systems function as a trend monitor, that is, a baseline spectrum is recorded at a
particular time and then the change in attenuation DOD relative to that baseline is
recorded. The result of linear regression calculation is then the change in
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hemoglobin concentration in the tissue relative to the starting point. Unlike the
pulse oximeter, the tissue NIRS system records the change in concentration of
both species that is, it records DHHb(t) and DO2Hb(t). It is therefore incapable of
measuring the absolute level of hemoglobin saturation which is required to
measure O2 delivery. Worse still, in the absence of direct information on the
photon pathlength l, it cannot quantify the magnitude of the change in absolute
units such as mM; instead the units are unquantified mMcm. The physical
distance between the light source and detector does not relate directly to the
photon pathlength l through the tissue because intense scattering of photons
causes them to travel in a quasi-random path from source to detector. The low
volume fraction of blood in tissue (typically only a few percent) means that
scattering is over 100 times more intense than absorption for NIR photons
propagating through tissue. This is different to the situation in cuvette-based
spectroscopy of nonscattering solutions. Fortunately, a number of technical
solutions have been demonstrated that can provide �quantified trend� measure-
ments by measuring the mean photon path length l. In 1988, Delpy et al. reported
the first in vivomeasurements of l (generally known as the differential pathlength)
in human volunteers using a direct time-of-flight approach [4]. By illuminating the
tissue with a picosecond pulse of light from amode-locked titanium:sapphire laser
and recording the transmitted light intensity as a function of time using a streak
camera, the mean transit time of the pulse was determined. For a source–detector
separation of 40mm of tissue it was found that the photons had actually traveled
over 200mm, indicating a fivefold path lengthening. As explained, this arises
because the photons do not travel directly from source to detector but follow a
random path, with changes of direction occurring several times per millimeter.
Shortly afterwards, Benaron et al. obtained similar measurements by using an
intensity-modulated laser beam rather than a pulsed one [5]. By measuring the
phase shift of the transmitted light relative to the incident light the mean transit
time can again be derived. The phase method is generally cheaper and simpler to
implement than the time-domain method. In 1994 Matcher, Cope and Delpy
showed that pathlength could be obtained by measuring the apparent strength of
the absorption band of water and comparing this with that of pure water [6]. Since
the concentration of water in biological tissues is generally known, this provides
information on the photon pathlength. At the time of writing, to the author�s
knowledge, none of these approaches has been implemented into a commercial
NIRS system; however, reference values derived using these techniques in
laboratory-based studies are incorporated into the software of most NIRS systems,
so that quantified trend methods are routinely available.

Quantified trend monitors fall short of what clinicians ideally want in a critical
care monitoring situation, namely a continuous absolute measurement of tissue
saturation; however, quantitative hemodynamic measurements can be obtained
indirectly. Blood flow can be inferred in several ways. In skeletal muscle, occlusion
plethysmography can be performed using the NIRS-derived hemoglobin concen-
tration as the volumemeasurement [7]. In the head, amodified clearance technique
can be implemented in which O2Hb itself is the tracer [8] and blood volume can be
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inferred using a similar idea: a dilution measurement is effectively performed
usingO2Hb as the tracer [9]. Venous saturation can be inferred if amoderate venous
occlusion is performed, again by using the plethysmographic principle and
assuming that the resulting hemodynamic change arises solely through the pooling
of venous blood [10]. A completely passive approach has been proposed in which
respiratory fluctuations are used: changes in blood volume that occur at the
respiratory frequency are assumed to arise solely from oscillations in venous blood
volume because of the resulting fluctuations in venous pressure and the very high
elasticity of the veins [11].

Despite these advances, the clinical uptake of NIRS has been impeded by the lack
of a direct measurement of saturation. Responding to this challenge, both research-
ers and manufacturers have developed a number of approaches to the problem.
Fundamentally, the difficulty arises because in a highly scattering medium the
Beer–Lambert law no longer strictly applies, that is, the measurement (OD) is not a
linear combination of the hemoglobin concentrations. Instead, two new parameters
must be introduced, the tissue absorption andmodified scattering coefficients ma and
m0s. ma is linearly related to the hemoglobin concentrations; however, the measured
OD is related in a complicated nonlinear way to both ma and m0s. In all cases, then, the
approach to �absolute� oximetry involves attempting to determine directly the
underlying absolute values of ma and m0s of the tissue given measurements of ODs.
If ma is available at several wavelengths, then standard multilinear regression can be
used to obtain the hemoglobin concentrations. Several distinct approaches have been
introduced. Time-resolved spectroscopy uses the temporal distribution of transmit-
ted light resulting from an incident picosecond light pulse to determine ma and
m0s [12]. This distribution I(t) is generally called the temporal point spread function
(TPSF). Its mean value gives the differential path length already described. By
comparing the TPSF with one predicted by a forward model of light transport in
tissue, ma and m0s can be derived by least-squares fitting. This model is usually the
diffusion equation. A variant of this idea is to use frequency-domain measurements.
An intensity-modulated laser is used and the mean transit time and attenuation are
measured for a variety of modulation frequencies [13]. One can show that this
provides equivalent information to the time-domain approach. A third approach is to
make measurements of light attenuation for a series of different source–detector
spacings [14]. This approach is often referred to as spatially resolved spectroscopy
(SRS) and has themajor advantage of simplicity as only continuous-wave laser diodes
and DC signal detectors are needed. Consequently, this approach has been com-
mercialized in �second-generation� NIRS systems such as the Hamamatsu NIRO-
100. A significant challenge for these machines is that they rely on a mathematical
model of light transport through the tissue and thismodel will depend on the specific
geometry of the tissue under study. In skeletalmuscle studies, for example, themodel
must account for the thickness of overlying and weakly vascularized adipose layers
whereas in the head the effects of extracranial tissues and the CSF layer are
important. This points to a general area of research in tissue NIRS involving the
need both to quantify and to localize the signals; the interested reader is directed
elsewhere to a more extensive discussion of this field [15].
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The need to combineNIRSwith signal localization has spawned the relatedfield of
near-infrared imaging (NIRI). The use of a mathematical model to extract tissue
absorption and scattering coefficients from measurements of light attenuation is
taken to a greater level of sophistication by using measurements at a large number
(tens to hundreds) of source–detector positions and then attempting to determine
spatial maps of ma and hence oxygenation. This technology has evolved extensively
over the last decade; however, routine clinical application has not yet been estab-
lished. Spatially resolved trend monitors have proven to be valuable in functional
studies of brain activation. This is a partial approach to imaging known as �optical
topography,� and seems to be capable of producing maps of cortical activation in
response to a variety of cognitive andmotor tasks similar to those obtainable bymuch
more expensive and complicated techniques such as functional magnetic resonance
imaging. The interested reader is directed to recent review articles [16].

27.5
New Approaches

No review of current approaches to noninvasive oximetry would be complete without
a mention of emerging technologies such optical coherence tomography, hyperspec-
tral imaging, and photoacoustic imaging. All of these techniques provide much
higher spatial resolution than NIRS and NIRI at the expense of tissue penetration
depth, and the emphasis is on physiological studies rather than clinical monitoring
(although photoacoustic imaging has potential for clinical monitoring).

Optical coherence tomography (OCT) is an optical analog of ultrasound imaging
with lower tissue penetration (<2mm) but higher resolution (2–10mm). Conven-
tionalOCTderives contrast from tissue boundaries, similarly to ultrasound; however,
variants have been proposed to provide molecular contrast to hemoglobin and other
species. The challenge is that the absorption coefficient of hemoglobin is very low in
the NIR region, so the contrast generated over the very short pathlengths that
characterize OCT is low. One potential solution to this is �pump–probe� OCT, in
which transient changes inma are induced by saturating themolecular ground state of
themolecule using short pulses of pump radiation [17]. This pump light can lie in the
visible range, whereas the imaging (i.e., �probe�) OCT beam can be in the infrared
region, thus retaining good depth penetration and resolution. This technology is
interesting but has yet to demonstrate a clinical impact; the next few years could well
clarify the situation.

Interest in the use of the visible spectrum has seen resurgence in recent years
through the introduction of multispectral and hyperspectral cameras which can
produce 3D data cubes whereby a 2D image gains a third dimension of wavelength
information. 2D real-time images of hemoglobin saturation can thus be created with
cellular level resolution. The main applications of this technology currently relate to
basic physiological studies in animal models; in particular, the hemoglobin satura-
tion in tumor vasculature can be determined [18]. Hypoxia is a characteristic of the
tumor microenvironment because of a mismatch between metabolic demand from
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the hyperproliferating cells and blood supply. It is therefore important tomonitor the
effects of pharmacological treatments such as vasculature-targeting combretastatins
on this parameter.

Photoacoustic imaging is a rapidly emerging newmodality which effectively gives
ultrasound imaging sensitivity to molecular absorption. The technique locates areas
of high optical absorption, such as a blood vessels, by causing rapid and transient
heating using a nanosecond pulse of light whose wavelength matches a peak in the
absorption spectrum of compound. The rapidity of this heating and the resulting
mechanical expansion of the surrounding water generate a pulse of ultrasound that
can be detected on the tissue surface using a conventional ultrasound hydrophone.
The amplitude of the ultrasound relates directly to the magnitude of the absorption
coefficient and so, by tuning the pulsed light to various NIR wavelengths, the
hemoglobin saturation can be determined [19]. A great advantage of this technique
is that the arrival time of the ultrasound directly encodes the depth of the blood vessel
and so an image canbe formed as in conventional ultrasound. Themajor limitation of
optical imaging of biological tissues is poor resolution and depth penetration, which
arise because of intense light scattering. Photoacoustic imaginguses optical radiation
only as a source of heating, image information is carried by the acoustic wave, and so
resolution and depth penetration are fundamentally superior. This technology holds
great promise to deliver clinically useful images of tissue oxygen delivery with a
resolution matched to the dimensions of the human vasculature. The next few years
will doubtless bring many interesting new developments in this area.

27.6
Conclusion

The routine clinical application of oximetry is now over 70 years old and still there is
great scope for continued technological innovation and new clinical applications. The
co-oximeter andpulse oximeter are standard equipment in thehematology laboratory
and intensive care room, respectively, and the advent of second-generation NIRS
systems that can measure absolute saturation on the brain and skeletal muscle is
pushing this technology into the clinic. It should be noted, however, that debate still
exists about whether NIRS technology is currently delivering clinically relevant
information, owing to ongoing issues surrounding reproducibility and stability [20].
The combination of oximetry with spatially resolved mapping of the cerebral cortex
can provide a viable alternative to functional magnetic resonance imaging (fMRI) in
some cases, especially where the use of fMRI is impractical, such as in the neonate.
New variants on old methods, especially hyperspectral imaging, are finding applica-
tions in nonclinical studies of tumor models and may also find clinical applications
in, for example, studies of nonhealing wounds and burns in the skin.

Imaging technologies such asOCTand photoacoustic imaging can also be adapted
to provide oximetry data. Photoacoustic imaging in particular could develop into a
tool with a unique combination of spectral and spatial resolution combined with
depth penetration.
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28
Photonic Therapies
Igor Peshko

28.1
Atrial Fibrillation

Atrial fibrillation (AF) is a heart-rhythm abnormality, which involves irregular and
rapid heartbeats. During AF, irregular electrical impulses cause erratic and incom-
plete activation of the atria. Multiple stray currents (shown as round arrows in
Figure 28.1a) result in chaotic short pulses that activate the heartmuscle. The surgical
maze procedure was the first treatment that offered a permanent solution for
maintaining a normal sinus rhythm in patients with AF [1]. This procedure involves
the creation of a maze-like series of incisions in the atrium, resulting in isolation of
the pulmonary vein (Figure 28.1b). The scarring resulting from the incisions
permanently blocks (isolates) the path of the erratic electrical impulses and prevents
the arrhythmia. From an �electrical point of view�, it does not matter which
technology is used to make an incision. The incisions may be done mechanically
(scalpel, ultrasound), by strong cooling (cryosurgery), or by strong heating (radio-
frequency ormicrowave irradiation) (see review in [2]). Visible, near-infrared, ormid-
infrared light can also be successfully used to initiate the scars. The optical power is
easily delivered to any target, through an optical fiber, and can be focused to an area
with a size spanning microns due to the small wavelength of the light. To provide an
effective AF treatment, one needs a light source/catheter system that will create deep,
homogeneous, electrophysiologically inactive scars with a controllable lesion size
and a clear-cut lesion border. The fiber photocatheter (FPC) addresses all these
requirements [3].

During the last decade, the most successful medical laser applications have been
non- or less-invasive: laser trabeculoplasty, hair removal, photodynamic therapy, skin
rejuvenation and cosmetology, laser treatments of psoriasis and acne, and laser
acupuncture. Laser-based diagnostic tools, such as optical coherent tomography,
nonlinear spectroscopy and microscopy, have become routine techniques. Any
treatment that was provided with laser technologies can now be done with FPCs,
with the added benefit of being used in parts of the human body that are difficult to
access. In general, optical fiber technologies can be used for optical power delivery, to
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act as sensors, and as multifunctional devices controlling the laser�s radiation and
transferring the optical data.

28.1.1
Fiber Photocatheters

28.1.1.1 What is a Fiber Photocatheter?
A regular catheter is supposed to deliver liquid drugs, dyes, or some microinstru-
mentation that cannot be directly injected into the tissue. An FPC delivers light
power, some optical signals, and/or contains micro-optical devices. Depending on
the level of optical power, catheters may be roughly grouped into three main
categories: (a) high power delivery (watts to tens of watts): scalpel-free surgery and
light therapy; (b) middle (milliwatts to hundreds of milliwatts): precise microsurgery
and �soft� light treatment; (c) low (microwatts to hundreds of microwatts): imaging,
spectroscopy, microscopy, and so on.

The �photo� in FPC also refers to the fact that optical technologies are used for the
fabrication of some parts of the catheter, such as long-period gratings, which can be
photoprinted with point-by-point or interference-pattern technologies.

Historically, the first FPCs were applied in therapeutic treatments [4]. The
uncoated fiber, which was mechanically scratched and/or chemically thinned, was
covered with a special paste containing small particles that effectively scattered the
radiation delivered by a fiber [5]. This type of FPC is still in use and is commercially
available. However, this FPC is rigid, has a limited length of about 2–5 cm, and is
fairly thick – 1–2mm in diameter. An optically fabricated flexible FPS has been
developed for use in photodynamic therapy [4] (Figure 28.2) and surgical treatment of
atrial fibrillation with laser radiation [3, 6].

Photocatheters, being fabricated from inert materials such as quartz, Teflon,
silicone rubber, and stainless steel, are ideally matched with medical requirements
of sterility. Being fabricated from thin fibers (200–50mm core), catheters are flexible
enough to follow curved surfaces of typical tissue or blood-vessel �labyrinths� (inset
in Figure 28.2). This makes it possible to act precisely in the intended area without

Figure 28.1 Simplified diagrams of the heart with: (a) atrial fibrillation and (b) after the treatment.
1, Sinus node; 2, atrioventricular node; 3, scars, blocking abnormal paths.
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affecting surrounding tissue. Moreover, the FPC may be imprinted anywhere along
the fiber, not only at the fiber end as a classical diffuser.

28.1.1.2 Fiber Photocatheter Design
A photocatheter with a flexible side-emitting optical fiber is based on specific long-
period gratings (LPGs) [3, 4, 6] or Bragg gratings (BGs) [7] recorded in the core area
of the fiber. These gratings produce a refractive index modulation at the fiber
core–cladding interface that disrupts the total internal reflection conditions in the
fiber core and enables the light traveling along the fiber to be scattered sideways.
These LPGs or BGs operate as diffusers. The significant advantage of the proposed
technology is that the output light intensity profile (along the catheter) is prelim-
inarily designable [8]. It may be flat, dashed, decreasing, increasing, or any special
shape. By varying the refractive index modulation value, density, and period of the
gratings, it is possible to control the energy scattered along the entire length of
the diffuser. For constant longitudinal radiant emission, the remaining power inside
the fiber core decreases linearly with a corresponding increase in the strength of
scattering as a function of the length of the grating. The local transmittance of each
diffuser segment falls exponentially, reaching a minimum at the diffuser�s end.

Figure 28.3 shows an example of the catheter design and demonstrates the
photocatheter prototype [8]. The system includes: an up to 15 cm long, 50–400 mm
corefiber diffuser (1); a 20–50W laser diode; aflexible elliptical or cylindrical reflector
(2); an end fiber cooler; a series of openings (3) for rapid self-attachment to the tissue
(vacuum holder–gripper); a closed-loop irrigating chamber with circulating coolant

Figure 28.2 Photograph demonstrating FPCs of length 4, 9, and 14 cm. The inset shows a coiled
FPC �1.5 cm in diameter.
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(4) to cool the optical diffuser; and thermocouples for temperature control (5). Two or
more light sources may be connected to the FPC with scattering of different wave-
lengths (colors) at different diffuser areas. The reflector is used to condense optical
power on the irradiated tissue; alternatively, an LPG, recorded with a slope to reflect
power to one side of the catheter, canbeused. Thefiber catheter body (6)was cast from
high-temperature silicone rubber and was then gold coated to form a reflector.

28.2
All-in-One Endoscope Devices

An optical system can be installed at the end of a fiber, effectively transforming the
fiber into a remote microscope, an optical tomograph, a spectrometer, or another
endoscope instrument. A few examples of optical diagnostic catheters arementioned
below.

1) The feasibility of a time-resolved fluorescence spectroscopy technique (TRST)
for intraluminal investigation of arterial vessel composition under intravascular
ultrasound has been demonstrated [9]. A catheter combines a side-viewing
optical fiber and an intravascular ultrasound catheter. The catheter can locate
a fluorophore in the vessel wall, steer the fiber into place, perform blood flushing
under flow conditions, and acquire high-quality TRFS data using ultraviolet
wavelength excitation. This system has the potential for in vivo arterial plaque
composition identification using TRFS.

2) A two-axis scanning catheter was developed for 3D endoscopic imaging with
spectral domain optical coherence tomography (SD-OCT) [10]. The catheter

Figure 28.3 Design of the FPC for the atrial fibrillation surgical treatment: 1, Fiber with long period
gratings; 2, reflector; 3, suction openings; 4, irrigation channel; 5, thermocouples. The photograph
shows the FPC prototype.
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incorporates amicromirror scanner implemented withmicroelectromechanical
systems (MEMS) technology. A micromirror is mounted on a two-axis gimbal
comprised of folded flexure hinges and is actuated by a magnetic field. The
catheter was incorporated with a multifunctional SD-OCT system for 3D
endoscopic imaging.

3) An optical coherence tomography catheter–endoscope for micrometer-scale,
cross-sectional imaging in internal organ systems has been demonstrated [11].
The catheter–endoscope uses single-mode fiber optics with a transverse scan-
ning design. The distal end of the catheter–endoscope uses a gradient-index lens
with a microprism to emit and collect a single spatial-mode optical beam with
specific focusing characteristics. The beam is scanned in a circumferential
pattern and can image transverse cross-sections through the structure intowhich
it is inserted. An imaging of in vitro human venous morphology was demon-
strated. A technique for performing an optical biopsy (high-resolution microm-
eter-scale cross-sectional optical imaging) of tissue architectural morphology,
without the need to excise tissue specimens, would have a powerful effect on the
diagnosis and clinical management of many diseases.

4) A one-dimensional optical fiber-based imaging catheter, specifically developed
for the atherosclerotic plaque detection of emerging novel near-infrared fluo-
rescence imaging agents, has been demonstrated [12]. It was shown that
femtomole amounts of fluorochromes can be detected, especially in the
presence of a blood-free medium. To detect the fluorescent molecular tags
reliably, a dual-wavelength catheter-based system, using different fiber designs
tuned to the near-infrared range, has been developed. The ability of the catheter
to detect fluorescence signals in human carotid atherosclerotic plaque has also
been demonstrated.

A multifunctional device may contain both active (optical surgical instruments)
and passive (information channels) components. Devices that provide monitoring,
diagnostics, and treatment by the same all-in-one device are currently being
developed.
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29
Bronchoscopy
Lutz Freitag, Kaid Darwiche, and Dirk H€uttenberger

29.1
Diagnostics

The first report about a direct inspection of the airways of a living human being was
published in 1897 [1]. Gustav Killian, an ENT surgeon had removed an aspirated
chicken bone from the trachea of a farmer. For this first direct laryngoscopy he had
used a rigid tube, inserted into the airways under local anesthesia. The next step was
the development of angled rigid telescope lenses in combination with external light
sources. This enabled physicians to detect abnormalities in lobar bronchi. Today,
rigid bronchoscopy is performed mainly for therapeutic purposes. Interventional
procedures, for example, tumor resection and stent insertion, are done faster and
more safely with rigid bronchoscopes under general anesthesia and jet ventilation.
In 1966, the Japanese thoracic surgeon Shigeto Ikeda built the first flexible fiber-optic
bronchoscope. Every pulmonologist in the world knows his slogan, �more hope with
the bronchoscope.� In the following years, light sources became brighter, photo- and
video-cameraswere added, and the number offibers and consequently the resolution
were improved. Within the last 10 years, fiber bronchoscopes have been replaced by
video-chip bronchoscopes. Figure 29.1 demonstrates the tremendous progress in
image quality. The resolution of a routine instrument is so good that even the smallest
surface abnormalities and also vessel distortions are visualized. Flexible broncho-
scopes are easy to handle, and they have working channels that allow all kinds of
optical probes, catheters, brushes, and biopsy forceps to pass. Therapeutic instru-
ments such as laser fibers, electrocautery, and cryo-probes can be guided to targets
down to subsegmental bronchi. The latest progress that has extended the use of
bronchoscopy is the incorporation of an ultrasound sector scanner. With a modern
endobronchial ultrasound (EBUS) bronchoscope, one can not only see the inner
surface of the airways but also visualize adjacent anatomic structures. EBUS has
revolutionized lung cancer staging. It has become commonpractice to puncture hilar
and mediastinal lymph nodes under ultrasound guidance. Even small forceps
biopsies from nodes can be taken (Figure 29.1c). Ideally, the aspirated cells are
examined by the pathologist directly in the bronchoscopy suite. By combiningflexible
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bronchoscopy, EBUS, and on-site cytology endoscopic diagnosis, tumor type deter-
mination and lymph node staging are accomplished within less than 30min.

29.1.1
Cancer Detection

Pulmonologists performing bronchoscopy are dealing with one of the most devas-
tating diseases at all, lung cancer. It is estimated that 1.2million people die every year
from this cancer, which is mainly caused by cigarette smoking. Despite all medical
progress, the prognosis remains poor becausemost patients are diagnosed at a stage
when curative treatment is no longer possible. Screening and early detection
programs are the only hope unless the tobacco industry decides to go out of business
voluntarily. A typical squamous cell cancer in a lobar bronchus develops over a time
span ofmore than 15 years.Without causing any symptoms during the first 12 years,
it evolves from a tiny dysplastic lesion to a carcinoma in situ and then to amass tumor
that can occlude a bronchus and induce metastasis in other organs. Within the next
few years the patient becomes incurable. Tumor-associated symptoms such as
hemoptysis (coughing up blood) or shortness of breath that would indicate a possible
tumor presence occur only in advanced stages. This long period of asymptomatic
tumor growth leaves only a small time window for diagnosis. We do not know why
many but not all dysplasias progress to squamous cell lung cancers. There are other
premalignant changes that can result in deadly tumors. Adenocarcinomas develop
from atypical adenomatous hyperplasias. They are usually located more peripherally
than squamous cell cancers. Diffuse idiopathic pulmonary neuroendocrine cell
hyperplasias (DIPNECH) advance into carcinoids. The technical challenge is to
diagnose these tumors preferably in their earliest stages when curative treatment is
still possible. Screening programs include computed tomography (CT), sputum
cytology, use of molecular markers, and analysis of exhaled breath. If any of these
methods indicates the presence of an early cancer, patients are administered
bronchoscopy. If the tumor mass is still low, cancer formations are not seen on
chest X-rays or CTscans. Bronchoscopy, mostly with a flexible endoscope undermild
conscious sedation and local anesthesia, is used to find the tumor spot and take a

Figure 29.1 Progress of white light bronchoscopy. (a) Fiber-optic bronchoscopy image from 1995;
(b) routine video-chipbronchoscope image from2010; (c) lymphnodepuncturewith endobronchial
ultrasound (EBUS) bronchoscope.
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biopsy for pathologic examination. Older studies aiming to find radio-occult cancers
with white light bronchoscopy had sensitivities lower than 30%, and the detection
rates of early invasive cancers were in the region of 60% [2, 3].However, judging from
the results, it is important to realize that these findings were made with fiber-optic
scopes with limited resolutions, as shown in Figure 29.1a. It is reasonable to assume
that detection rates of early lesionsmight behigherwith current state-of-the-art video-
chip endoscopes. Usingwhite light bronchoscopy, early lesions do not differmuch in
color from normal mucosa and they are especially difficult to find in the presence of
mild inflammation that is typical for smokers. There are twomain approaches aimed
at increasing the contrast between preneoplastic, neoplastic, and normal tissue:
filtering parts of the remittedwhite light or visualization offluorescence on excitation
with non-white light.

29.1.2
Filter-Based Techniques for Tumor Detection

Early stages of tumor development are characterized by changes in cell composi-
tion, tissue layer thicknesses, and neo-vascularization. The tumor demands nutri-
tion and it satisfies its need by stimulating angiogenesis. Blood vessels in the
mucosa change shape, pattern, and density. This phenomenon can be used for
diagnostic purposes with various optical techniques considering that blood has high
absorption properties [4]. State-of-the-art light sources are xenon arc lamps. The
bright white light is passed through an infrared light filter and transmitted to the
bronchoscope via a fiber-optic bundle or a liquid light guide. Under normal
conditions, the remitted light is picked up by a color chip camera and the image
is displayed on a video screen as unaffected as possible. Vessels appear red on a pale
mucosal background. If the remitted light is filtered properly, absorption differ-
ences can be emphasized.

To enhance the contrast of the mucosal microvasculature and possible alterations,
only parts of the white light spectrum are used for illumination [5–8]. This is
accomplished by placing a narrowband filter in front of the white light source.
Basically, the absorption properties of blood are used in order to increase the
diagnostic yield. One popular device is the EVIS EXERA narrowband imaging (NBI)
system from Olympus (Tokyo, Japan). Figure 29.2 shows the enhanced contrast of
vascular abnormalities if the system is switched from regular mode to NBI mode.
The NBI technique is a well-known method in photography, especially in astro-
physics, where the scattered light (for example, from street lights) is suppressed by
narrow filters in the red, green, and blue. Emitted light from stars, with a
characteristic spectrum, can be selected. For bronchoscopic use, the filter bands
are selected to produce the highest contrast between vessels and surrounding
tissue. In the aforementioned NBI system, filters are used in the blue and green
spectral range. The different depths of penetration of light components lead to
different signals. Blue light is absorbed by superficial capillaries and green light is
absorbed by blood vessels beneath the mucosa. One main absorption peak of
hemoglobin can be found at 415 nm. Structures with high blood content appear
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darker than the surrounding mucosa that reflects the light. Deeper vessels are seen
as green light at a secondary absorption maximum at 540 nm. In the digital camera
system, the 415 nm signal is linked to the blue and green channels; the superficial
vessels are displayed in brown. The red channel of the camera system monitors the
reflected light of the green illumination and shows the deeper vessels in cyan.
The filters have a bandwidth of about 30 nm. Vessel accumulation, pattern changes
such as corkscrew distortions, abrupt stops, or caliber changes are indications of
malignant transformations. A clinical study comparing autofluorescence bronchos-
copy with narrowband imaging bronchoscopy in 62 patients showed a higher
specificity for the filter-based technique [9].

A further step is combination with a magnifying endoscope. Truly microvascular
changes are visualized and can be used for diagnostic purposes. In a recent study in
48 high-risk patients, an experimental setup of a high-magnification broncho-
videoscope coupled to a narrowband imaging system was used. Angiogenic squa-
mous dysplasia with capillary loops could be clearly differentiated from other
premalignant lesions [10].

There have been further developments of band filter techniques. In a three-
channel system, the blue channel is linked to 415 nm, the green channel to 445 nm
and the red channel to 500 nm. Working with filters is not the only approach. In
contrast to NBI, the FICE system (Fuji Intelligent Color Enhancement, Fujinon,
Saitama, Japan) usesmulti-band imaging (MBI). No opticalfilters are placed between
the light source and the endoscope. A software-driven spectral estimation algorithm
calculates and displays single wavelengths of a charge-coupled device (CCD) camera
picture [11]. Up to 60 wavelength channels can be selected and varied to enhance the
contrast. MBI creates a brighter image than NBI.

For practical purposes, all systems can be easily switched between white light and
enhancing mode. In daily practice, the diagnostic yield depends greatly on the
experience and concentration of the bronchoscopist. Good pattern recognition
ability is required. Blood vessels that are typical for an early tumor are �different.�
They have a different pattern but they do not show up in easily recognizable color
differences such as we see in competing techniques that use fluorescence
abnormalities.

Figure 29.2 (a) White light bronchoscopic image and (b) narrowband image using the same
endoscope (Olympus NBI). Mucosal and submucosal vessels and abnormalities become clearly
visible.
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29.1.3
Fluorescence Techniques, Drug Induced Fluorescence

More or less accidentally, substances with fluorescent properties have been found
that have higher affinities to neoplastic tissues. The enrichment of these substances
in cancer can be due either to higher uptakes or to defects in cellular clearance
mechanisms. Several hours after intravenous injection, such a fluorophore remains
at a detectable concentration in tumor cells while it has already been cleared from
normal tissue. Another possiblemechanism is ametabolic difference of cancer cells,
for example, an uncontrolled synthesis without competitive inhibition. Typical
exogenous fluorophores for tumor detection are porphyrin based. Injected hema-
toporphyrins are retained in cancer tissue and this can be visualized using their
fluorescence. Aminolevulinic acid (ALA) and its derivatives are non-fluorescent
precursors of protoporphyrin IX in the heme biosynthetic pathway. After adminis-
tration, for example as an aerosol, ALA is taken up by tumor cells and converted into a
bright fluorescent porphyrin. These drugs have been used for the detection of lung
cancer in early stages. Experimental systems in the 1970s required expensive and
bulky krypton or helium–cadmium lasers to illuminate the bronchial mucosa with
violet light. Bandpass filters with photodiodes and later spectroscopic devices were
used to detect the typical fluorescent peak at 630 nm indicating the presence of
porphyrins in neoplastic lesions [12–14]. When highly sensitive video cameras
became available, images could be obtained and these devices were used for the
detection of radio-occult tumors in clinical studies [15]. In order to facilitate
interpretation, false-color techniques were used.

Eventually, the lasers could be replaced by mercury or xenon arc lamps and small
spectrometers or CCD video cameras were attached to the bronchoscopes. Following
Photofrin injection or ALA inhalation, flat tumors unrecognizable to the naked eye
can be visualized. Figure 29.3 shows examples of such a system for early lung cancer
detection thatweuseduntil the late 1990s.Amajor hurdle for daily practice is the skin
sensitivity associated with the injection of the photoactive drugs (see later in this
chapter). Attemptsweremade to lower the amount of thedrugs in order to avoid these
side effects while still obtaining sufficient tumor signals. The �noise� that limits the

Figure 29.3 Drug induced fluorescence. The tumor lesion shows up bright red 30min after
inhalation of ALA (a) and in another patient 24 h after intravenous injection of Photofrin (b).
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dose reduction is autofluorescence. It is well known that biological tissue shows a
naturally occurring autofluorescence when excited by UV or visible blue light
illumination (about 200–460 nm). Of course, only the visible and harmless range
is suitable for medical applications. It was already known that malignant tissue
yielded lowerfluorescence thannormal tissuewhen excitedwithUV light [16, 17].On
excitation with blue light (400–450 nm), bronchial tissue appears green when
observed through a yellow filter, as shown in Figure 29.4. Like many other groups,
we have studied the optical properties of normal and lung cancer cells and tissues
with and without photosensitizers (Figure 29.5). Almost by serendipity it was found
that there are significant differences in the autofluorescence intensities and compo-
sitions of normal bronchial tissue and early cancers on excitation with blue light
(404–450 nm) used for porphyrin detection. Figure 29.6 shows the autofluorescence
of a normal mucosa and the attenuated signal remitted from a tumor-affected area.
The green signal drops considerably more than the red signal. The ratio can be used

Figure 29.4 Autofluorescence of bronchial tissue. Blue light comes from below, perpendicular to
bronchoscopy condition.

Figure 29.5 Laboratory tests for studying optical properties of bronchial and lung tissue.

470j 29 Bronchoscopy



for tumor detection. Suddenly there was no longer any need a for exogenous
sensitizers with possible side effects. Lung cancer detection systems based on
abnormalities of endogenous autofluorescence were developed.

29.1.4
Fluorescence Techniques, Auto-Fluorescence

Most fluorophores that are present in bronchial and lung tissue have been identi-
fied [18]. The strongest signal comes from flavins: flavinmononucleotide (FMN) and
flavin adenine dinucleotide (FAD), with excitation at 530 nm. Elastin and collagen are
architectural proteins with a yellow–green fluorescence giving the background
fluorescence in most applications (excitation from 300 to 480 nm). Other optically
active substances are the already mentioned porphyrins, which are important in the
heme biosynthetic pathway (emission at 610–620 nm). The redox state of the tissue
determines how much NADH is present: NADH (excitation at 340 nm/emission at
435 nm), NADPH (excitation at 360 nm/emission at 460 nm). In the deprotonated
form (NAD/NADP), the molecules are not fluorescent. Absorption and emission
spectra of human tissue are shown in Figures 29.7 and 29.8.

There are many autofluorescence-based systems available for lung cancer detec-
tion. The original LIFE system (Xillix Technologies, Richmond, BC, Canada) con-
sisted of a helium–cadmium laser (442 nm) and two image-intensified BW cameras
with green (520 nm) and red (>630 nm) filters hanging from the ceiling because they
were too heavy to be carried by the physician. The clinical results were very
encouraging. The detection rate for moderate and severe dysplasia increased from
38.5 and 40%with white light bronchoscopy to 73.1 and 91.4%, respectively, with the
LIFE system [19]. Today, systems from all leading companies use modified xenon
lamp white light sources and video-chip bronchoscopes. For the end user, these
devices have become very convenient and most pulmonary departments have an

Figure 29.6 Autofluorescence of normal and tumor-affected bronchial mucosa.
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autofluorescence bronchoscope for clinical routine.However, despite the established
application, some questions about the origin of autofluorescence remain unan-
swered. There are two main explanations for the decreased intensity in tumor tissue
in comparison with normal tissue. On the one hand, the tumor has an increased
epithelial thickness and therefore has a stronger absorption of excitation and
fluorescence light. This architectural effect was first proposed by Qu et al. [20] and
later confirmed by other groups (e.g., [21]). On the other hand, due to an abnormally
high metabolism in tumor cells, there is a high enrichment of different kinds of
molecules, as is known from the applications of photodynamic therapy (PDT) [22] or
positron emission tomography (PET) techniques [23]. Biochemical effects (pH,
metabolic specificities) have influences on the concentration and the spectra of
certain fluorophores [24–27]. A third reasonable explanation for the attenuation of
visible fluorescence would be increased absorption of the illuminating and/or the
fluorescent light. As mentioned earlier, the main absorber in the visible range in
human tissue is hemoglobin. Its influence is shown in Figure 29.9a and b. We
compared fluorescence signals (405 nm excitation) in lungs that were perfused with
blood and with saline solution [28]. The exsanguinated tissue yields a higher
fluorescence with a �dromedary curve.� The hemoglobin absorption curve [4] is

Figure 29.7 Absorption spectra of fluorophores in human tissue.

Figure 29.8 Emission spectra of fluorophores in human tissue.
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overlayed in the picture. The characteristic �camel curve� shape with two humps as
usually seen in endobronchial fluorescence measurements results from this absorp-
tion. Changes in the red to green hump ratio indicate dysplasias or early cancers.
Wehave used these curves in an optical catheter system [29] as shown inFigure 29.10.
Excitation light from a mercury lamp or a laser diode (405 nm) is guided through a
catheter. The remitted light is analyzed by a PC spectrometer after passing a chopper
wheel (Ocean Optics, Duiven, The Netherlands). The continuous white light is
replaced by stroboscopic light. Due to the latency of the video chip, the endoscopist
sees a normal endoscopic image with a blue spot on the field of interest. During the
long (unnoticed) dark phase, spectroscopy is carried out. On the video screen, the
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Figure 29.9 (a) Comparison of the fluorescence spectra of perfused tumor and formaldehyde-fixed
tumor specimen. (b) Calculated and measured fluorescence signal of tumor tissue.
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fluorescence spectrum curve is overlayed on the endoscopic image in real time. The
dromedary shape of scar tissue, the deepened dip characteristic of inflammation, and
the flattened camel-shaped curves of a carcinoma in situ can be clearly differentiated.
Most likely, changes in tissue texture, layer thickness, and intracellular metabolism
and also changes in blood density contribute to the autofluorescence attenuation
phenomenon.

29.1.5
Commercially Available Systems

All major companies offer autofluorescence systems for bronchoscopy; examples of
screen images are shown in Figures 29.11–29.15.

The diagnostic autofluorescence endoscopy (DAFE) system of Wolf (Knittlingen,
Germany) uses a 300W xenon lamp as light source and a three-chip CCD camera.
Aflip-flopfilter holder permits a change fromwhite light to blue–violet emission. The
bandpassfilter allows transmission from390 to 470 nm, giving thewell-known green
fluorescence picture behind the yellow blocking filter. Specific to theWolf system is a
variation in the filter behind the light source. A second low transmission (around
665 nm) results in red backscattered light that makes the final image brighter and
enhances the contrast by a factor of 2.7 [30]. In the second generation of the DAFE
system, the filters in front of the camera have also been modified. Small amounts of

Figure 29.10 Optical catheter in vivo showing fluorescence signals of normal mucosa (a), early
cancer (b), and drug-induced fluorescence of lung cancer (c).

Figure 29.11 White light image and autofluorescence images of a small tumor. First generation of
the Wolf DAFE system.
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Figure 29.12 White light and auto-fluorescence images of a carcinoma in situ. Second generation
of the Wolf DAFE system. Image courtesy of Dr. P. Ramon, Lille, France.

Figure 29.13 Twin mode images of a small carcinoma in situ using the Pentax SAFE system.
Images courtesy of Dr. M. Wagner, N€urnberg, Germany.

Figure 29.14 Carcinoma in situ, visualized by the Olympus LUCERA system.

Figure 29.15 Carcinoma in situ visualized by the STORZD-light system (software version currently
not released for clinical use).
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backscattered blue andwhite light in the fluorescencemode are detected. This allows
better differentiation between premalignant lesions, inflammation, and blood [31].

Pentax (Tokyo, Japan) offers the SAFE system. The first generation (SAFE 1000)
used a xenon light source. The imaging system consisted of a relatively bulky camera
that could be mounted on any standard fiber bronchoscope. The second generation
(SAFE 2000) used a video-chip bronchoscope. Brightness differences in the auto-
fluorescence image could be manipulated electronically. Suspicious areas were
rendered in pseudo-color yellow. The actually marketed SAFE 3000 system uses a
300Wxenonwhite light source and a blue diode laser (408 nm).Unique is the feature
of displaying thefluorescence image and thewhite light image simultaneously on the
video screen. This twin modemakes an examination very convenient. Regarding the
detection of carcinoma in situ and dysplasia, improvements from 65% (white light
only) to 90% (fluorescence mode) have been reported [32]. Finally, the brightness
information of the autofluorescence image can be used to modify the chroma signal
of the white light image. This Multiple Image Xposition (MIX) mode is the latest
attempt to improve the specificity and distinguish between precancerous and
inflammatory lesions [33].

Olympus Optical (Tokyo, Japan) introduced the EVIS LUCERA system in 2006.
It uses a xenon white light source equipped with two switchable wheels containing
appropriate filters and a bronchoscope with a triggered BW CCD camera chip at its
tip. The RGB filter wheel is used to create high-resolution color images. The other
filter wheel is used to excite an autofluorescence image. Similarly to other systems,
parts of the reflected light are used to create a false color image with high contrasts.
Normal tissue appears green, bronchitis purple, and cancer more reddish.

Xillix Technologies has modified the original LIFE system described above, which
can be considered a milestone in fluorescence imaging bronchoscopy [34]. The new
generation, called Onco-LIFE, also uses small amounts of red light (675–720 nm) in
addition to the blue light (395–445 nm) from a mercury arc lamp for illumination.
An area demarcated by a small target in the center of the displayed fluorescence–
reflectance image is further processed and a value based on the ratio of reflectance
to green fluorescence signal intensities in that area is calculated. The re-emitted
diffuse light is used as the reference. In a multicenter, prospective study with 170
individuals, the relative sensitivity on a per lesion basis of white light plus
fluorescence bronchoscopy versus white light bronchoscopy alone was determined
as 1.5. For a quantified fluorescence reflectance response value of more than 0.4, a
sensitivity and specificity of 51 and 80%, respectively, could be achieved for
detection of moderate/severe dysplasia, carcinoma in situ, and microinvasive
cancer [35].

Karl Storz (Tuttlingen, Germany) offers several versions of its D-Light system.
A xenon light source with switchable filters is used in all generations. Most studies
have been performed with CCD cameras attached to rigid telescope lenses or
fiberscopes [21, 36]. Recently, a video-chip bronchoscope has become available for
clinical studies. Early malignant lesions appear almost blue whereas inflamed areas
look more brownish. The image quality in white light mode is outstanding, and no
sacrifices regarding the resolution, dynamics, and brightness have to be made.
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The system can be used in combination with exogenous drugs such as ALA,
providing high-contrast images with bright red cancerous lesions. Currently, several
image processing algorithms are being studied in order to improve the specificity.
Results of clinical studies can be expected by the end of 2011.

29.1.6
Remaining Problems

The clinical problem with all systems is the relatively high number of false-positive
biopsies. A typical statement from a clinician is that the systems are �too sensitive.�
The reported specificities for autofluorescence bronchoscopy range from 4 to 94% in
various studies [37]. The challenge is tomaintain the high sensitivity but improve the
specificity. Most recently, attempts have been made to incorporate spectral measure-
ments into imaging systems [38], use color fluorescence ratios in algorithms of
fluorescence image analysis [39], or combine autofluorescence and narrowband
imaging techniques [40]. The title of the Editorial [41] in the issue in which the last
paper [40] appeared summarizes our current knowledge: �Optical diagnosis for
preneoplasia, the search continues.�

29.2
Therapy

Lung cancer causes symptoms from involvement of the trachea or major bronchi in
up to 30% of all cases; 17% of all patients suffer of symptomatic airway obstruc-
tion [42]. Post-obstructive pneumonia is a severe consequence but even worse is the
impairment of gas exchange. Suffocation is the most feared fate of cancer patients.
All efforts are made to establish open airways. The armamentarium includes
chemotherapy and radiation therapy and interventional bronchoscopicmethods [43].
Compressed bronchi are kept open by placement of airway stents. In emergency
cases, endoluminally growing tumors can be cored out mechanically. However,
cutting techniques with coagulation options are preferred. The most established
techniques for endobronchial tissue removal are electrocautery, cryotherapy, argon
plasma coagulation, and laser photo-resection.

29.2.1
Lasers in Bronchology

Lasers are commonly used in pulmonary medicine. Figure 29.16 shows various
lasers that are routinely used in the authors� department. Labeled 1 is a VISULAS
diode laser emitting at 662 nm for PDTwith chlorins. PDTwith Foscan is performed
with a Biolitec CERALAS (labeled 4) emitting at 652 nm and PDTwith Photofrin with
a Zeiss diode laser emitting 630 nm (labeled 6). Cutting instruments are the Biolitec
Evolve laser (labeled 2), which is available with wavelengths of 980 or 1470 nm, and
theDornier Nd:YAG laser emitting 1064 nm (labeled 5). In addition to arc lampswith
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filters, we use small diode laser such as the OXIUS, which delivers monochromatic
light at 405 nm for diagnostic and dosimetry excitation of photosensitizers.

29.2.2
Thermal Laser Applications

The classical workhorse in interventional bronchology is the Nd:YAG laser [44].
Its infrared light (1064 nm) is guided with air-cooled fibers through the working
channel of the bronchoscope. Low power of 10–20W is used for coagulation, as

Figure 29.16 Lasers used in interventional bronchology. For detailed descriptions, see the text.

Figure 29.17 Endobronchial hemangioma (Osler disease). Photocoagulation using the Dornier
Nd:YAG laser at 1064 nm.
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demonstrated in Figure 29.17. While argon plasma coagulation has a depth of
penetration in the region of 2mm, YAG lasers are feasible for coagulating blood
vessels 5–10mm below the surface. Even highly vascularized tumors can be
coagulated and removed safely. The technique has an excellent safety record, with
thousands of applications worldwide [45]. The great advantage over other techniques
such as cryotherapy andPDT is the immediate effect [46]. Themain reasonwhy other
devices endanger the dominance of these thermal lasers is the high cost of the
equipment. Recently, other thermal lasers have become available for endobronchial
applications. Diode lasers are smaller, less noisy, and less expensive than Nd:YAG
lasers. The air-cooled EVOLVE diode laser (Biolitec, Jena, Germany) delivers up to
40W at 1470 nm. This wavelength matches an absorption maximum of water. The
laser is suitable for precise cutting without undesired deep tissue necrosis, as
demonstrated in Figure 29.18. Web-type airway stenosis can be treated with such
a laser. However, surgery with end-to-end anastomosis remains the treatment of
choice for benign tracheal stenosis. Any local treatment, including laser resection,
can potentially induce further granulation tissue development. Coagulation in the
laryngeal region may affect tissue nutrition, promote peribronchitis, and affect
laryngeal nerve function with the risk of speech loss. For tissue removal at the level
of the vocal cords where deeper tissue effects are risky, devices such as the CO2 laser
are safer.

29.2.3
Photodynamic Therapy

The method of PDT is based on the enrichment of exogenous chromophores in
metaplastic tissue, which has been discussed in the diagnostics section. Most of the
fluorophores used for photodynamic diagnostics are also potentially phototoxic.
The excitation of thosemolecules with light leads to intermolecular interactions with
molecular oxygen or surrounding molecules. Depending on rate constants, either
oxygen radicals, surroundingmolecules, or singlet oxygen, which is a highly reactive
molecule, will be generated. As the sensitizer molecules are retained in cellular
compartments, such asmitochondria ormembranes, the reactive species created are
able to destroy the cells. Endobronchial PDTis realizedwith laser systems that emit in
the red spectral range because its depth of penetration makes it feasible for the

Figure 29.18 Scar tissue causing a subglotic web stenosis. Thermo-photoresection of fibrotic
tissue using the Biotitec EVOLVE diode laser at 1470 nm.
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destruction of mucosal tumors. Highly effective sensitizers need to have absorption
spectra with maxima in the far-red region. Ideally, drugs for PDT should also have
fluorescent properties as this facilitates tumor detection, therapy planning, and
dosimetry. In addition to the penetration depth, which is wavelength dependent,
another important parameter for therapy efficacy is the tumor to tissue ratio. A high
enrichment in the target area and a low concentration in the surrounding tissues lead
to themost specific tumor therapy without collateral tissue damage. A large variety of
photosensitizers have been used in preclinical and clinical studies.

ALA and its esters are precursors of protoporphyrin IX as parts of the heme
biosynthetic pathway. Administering excess ALA causes visible fluorescence of
endobronchial tumors. As discussed above, enrichment in cancer cells is due to a
higher metabolism in malignant cells and their lack of several enzymes for the
decomposition of protoporphyrin IX. Application of ALA is orally or topically; the
esters are synthesized for topical use. Most institutions use ALA for diagnosis only.
A single study has been published on ALA PDT in lung cancer [47]. The comparative
drug, an intravenously administered hematoporphyrin derivative (Photosan), proved
to be superior.

Photofrin is the most commonly used representative of blood-based porphyrin
formulations. Early studies had beenmade with Photofrin I. The currently marketed
Photofrin II, whichwas developed byDougherty et al. [48, 49], has a higher purity. The
absorption maximum is in the typical Soret band at 400 nm [50]. Because of the
higher light penetration in the red region, a smaller absorption band at 630 nm is
used for therapy. A maximum of concentration is reached 48 h after systemic
application. Bare fibers, micro-lens fibers, radial diffusers, or balloons are available
to illuminate the tumor region. Superficial tumors or carcinoma in situ are illumi-
nated with lens fibers; bulky tumors can be treated interstitially. The diffusing fiber
can be pushed into such a tumor under direct bronchoscopic vision, as shown in
Figure 29.19. The bulky and difficult tomanage argon-pumped dye lasers that we had
to use until the mid-1990s have been replaced by turn-key diode lasers. They can
easily deliver up to 1000mW, resulting in treatment times of less than 10min;
100–200 J per centimeter of tumor length are applied in standard protocols. The first
reaction to endobronchial PDT is the formation of fibrin plugs, debris, and necrosis

Figure 29.19 PDT of an endotracheal tumor using Photofrin. The 9mm tumor is treated by
interstitial application of red light (630 nm) applied by a cylindrical fiber of 10mm length. Sixmonths
after therapy, no signs of residual tumor.
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within 48 h after illumination. This may obstruct airways even further and could
result in suffocationunless a clean-upbronchoscopy is performed. Ifwe treat tracheal
lesions, we perform these flexible bronchoscopies for removal of debris the next
morning. PDT with Photofrin has been used for early [51], recurrent [52], and
advanced lung cancers [53, 54].

There are numerous original articles and reviews stating the superior efficacy and
cost effectiveness of PDT when compared with thermal YAG laser therapy [55–57].
The depth of penetration of red light at 630 nm is limited to a few millimeters. In
small tumors less than 0.5 cm in diameter, cure rates of 95% have been accom-
plished. If tumors extended to 2 cm in length, the cure rate dropped to 43%, and if
they were exophytic, they could be eradicated in only 14% of cases [51]. The response
rate is determined by the tumor extension and the depth of infiltration [58]. In a
routine clinical setting, early invasive lung cancers can only be cured by Photofrin
PDT if they respect the bronchialwall. Themethod of choice to resolve this problem is
endobronchial ultrasonography [58], which has become standard of care to check the
depth of tumor infiltration with a balloon ultrasound probe before a decision ismade
as to whether PDT alone is sufficient to eradicate the tumor. If the tumor depth
exceeds 3mm or if the tumor is longer than 10mm along any axis, we combine PDT
with endobronchial brachytherapy (five times 4Gy). Using this regime, eradication
rates of >80% can be accomplished in these cases with Photofrin [59]. Another
option for the treatment of these early invasive tumors is the use of other sensitizers.

As only Photofrin has been approved for treatment of lung cancer in Europe, the
use of other drugs requires exceptional approvals from ethical committees. m-
Tetrahydroxyphenylchlorin (mTHPC) (Foscan) is licensed for head and neck cancer
PDT. It is a chlorin, not soluble in water. The drug is injected 96 h before the
treatment. mTHPC has a higher quantum yield than porphyrins. Treatment times
are shorter and the cytocidal effect is greater [61]. Themost relevant clinical advantage
is the excitationwavelength of 652 nm formaximum therapeutic effects. The depth of
penetration is higher and additional brachytherapy can be spared. Used in clinical
studies, we have seen very good tumor responses even in larger invasive cancers of
the airways (Figure 29.20). Photofrin and Foscan accumulate in bronchogenic

Figure 29.20 PDT of a squamous cell cancer occluding the middle lobe bronchus. PDT with
Foscan. Two days after illumination with red light at 650 nm, tumor appears infarcted and necrotic.
One week later, still inflammation but the bronchus is open without residual tumor.
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tumors and show visible fluorescence. Through a yellow blocking filter at the ocular
of the bronchoscope, the cancer extension can be seen under blue light illumination
which facilitates the treatment. The degree of drug retention can be estimated using
the above-mentioned optical catheter and spectrometer (Figures 29.3 and 29.10).

A major disadvantage of PDTwith the currently available drugs is the long-lasting
photoxicity of the skin. The light sensitivity lasts for up to 6 weeks and certainly
impairs the quality of life of patients as they are requested to avoid bright artificial
light and especially sunlight. Figure 29.21 shows sunburn of patients who did not
follow the recommendations. There is a need for new drugs with shorter retention
times. Potential candidates are other chlorins, which are reduced, hydrophilic
porphyrins with a strong absorption band in the 640–700 nm range. Chelation with
metals can alter the absorption properties. A promising drug is chlorin e6. Derived
from chlorophyll-a (�green porphyrin�), chlorin e6 is monomeric in solution, has a
quantumyield of singlet oxygen of 0.7, and, like other sensitizers, has photo-oxidative
effects on amino acids, enzymes, and lysosomes. It binds strongly to albumin [63, 64].
The highest accumulation in tumor tissue is reached 2–4 h after drug injection. The
drug fluorescence is clearly visible under illumination with blue–violet light. A sharp
peak at 670 nm over the tumor proves selectivity (Figure 29.22). The high absorption

Figure 29.21 Severe skin toxicity after use of first-generation PDT drugs. Despite all warnings,
patients went out into sunlight for cigarette smoking.

Figure 29.22 Very large area of tumor,
extending from mid-trachea to lower lobe
bronchus. Experimental treatment with chlorin
e6 (Fotolon) and 5 cm long cylindrical fibers.

Sharp fluorescence peak at 670 nm during
bronchoscopy (a). Unusual yellow fibrin
covering of the treated area but histologically no
residual tumor (b).

482j 29 Bronchoscopy



at 670 nm allows deep penetration, especially in lung tissue. By 24 h after application
the substance is cleared from mucosa and skin. Hence the phototoxic side effect is
critical for only about 12 h, which makes PDT with this drug easy and practical. In
preliminary studies, we have seen very convincing results with eradication of tumors
exceeding several centimeters in length.

There are many other photosensitizers, such as 4-hydroxyphenylpyruvate dioxy-
genase (HPPD), phthalocyanines, NPe6 (talaporfin), Purlytin, Padoporfinin, lutrin,
texaphryrin, and benzoporphynn, under investigation in clinical studies. A review
was provided by Allison and Sibata [65]. For practical application, some critical
parameters are important. It is mandatory for monitoring and dosimetry that the
sensitizer has good visible fluorescence and little photobleaching. Nonfluorescent
phototoxic drugs are difficult to use, and side effects can hardly be predicted or
avoided [66].

Compared with thermal laser treatment, the advantage of PDT is a relative
selectivity resulting from drug accumulation in the target. Submucosal tumors
cannot be attacked with electrocautery or conventional laser treatment. At least
theoretically, this could be accomplished with PDT. Ideally, there would be no
sensitizer molecules in the healthy tissue. The therapeutic light would penetrate
healthy tissue without doing any harm (Figure 29.23, case 2). This could
be realized by injecting a sensitizer directly into the tumor. In the more realistic
case 1 (depending on the threshold for cell destruction), damage to the sound
tissue cannot be excluded. For a solid tumor embedded in healthy tissue, an
additional reduction of the light can be realized by puncturing the tissue down
into the tumor with an illumination fiber. The wavelength that activates the
sensitizer will determine the maximum absorbance capacity and, thus,
the wavelength of light to be used. The second-generation sensitizers allow the
use of light with wavelengths between 600 and 800 nm, allowing an increase in
penetration depths compared with first-generation porphyrins [68]. Figure 29.24
shows transmission spectra for therapeutic light of excised lung tissue with and
without exsanguinations. The highest transmission is reached at around
670–700 nm. For endoscopic PDT of lung tumors, these wavelengths would be
ideal. The knowledge about the transmission characteristics of human tissue gives
us the opportunity for sufficiently precise dosimetry. The dose rate can be
described by an extended Lambert�s law. The dose Ddepth in the tissue has to
be above a threshold DS

� for cell death, that is known [69]. Ddepth is calculated by
the photodynamic dose D�, which results from the quality of light, its fluence rate,

Case 1 Case 2 Case 3 Case 4

H

T

H

Figure 29.23 Cases of different enrichment and optimization of light delivery in tumor tissue.
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the time of illumination, the extinction coefficient, and the density of the tissue.
Table 29.1 shows the calculations for a first-generation drug excited at 630 nm and
for a second-generation chlorin excited at 670 nm. As a clinical consequence,
tumors penetrating the bronchial wall and even outside the airways could be
treated effectively through a bronchoscope (Figure 29.25).

It is often argued that PDT has never made it into general pulmonary medical
practice despite the fact that is has been available for almost 30 years. There is no
reason for nihilism. Progress in pharmacology and technology makes it attractive
today and even more in the foreseeable future.

Figure 29.24 Transmission spectra of lung tissue.

Table 29.1 Calculation of dose rate.

Ddepth ¼ D*e�
z
d with D* ¼ eDWt l

hcr

Parameter Symbol Photofrin Chlorin e6

Extinction (cm�1M�1) e 10 000 40 000
Average tissue density (lung) (g cm�3) r 0.3–0.48
Concentration of sensitizer in tumor (M) D 6� 10�5 6� 10�5

Illumination time t
Necrosis threshold [p g�1 (photodynamic
active units per gram)]

DS
� 2� 1019

Excitation wavelength (nm) l 630 670
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Figure 29.25 Depth of penetration and calculated therapeutic effect of PDT using excitation
wavelengths of 630 vs. 670 nm.

Figure 29.26 Probe-based confocal fluorescence endomicroscopy images using the CellVizio
system (Mauna Kea Technologies, Newtown, PA, USA). Images courtesy of Professor Luc
Thiberville, Rouen, France.

Figure 29.27 Endobronchial ultrasound image (a) and optical coherence tomography (b). OCT
images using the OCTIS system (Tomophase, Burlington, MA, USA). Images courtesy of Professor
A. Ernst, Boston, MA, USA.
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29.3
New Techniques: Fluorescence Microimaging, Optical Coherence Tomography

There are several other promising new techniques that have been applied for
bronchoscopic use. Fiber confocal fluorescence microscopy provides microimages
from the smallest airways and even from the alveolar sacs (Figure 29.26). We obtain
fascinating pictures from formerly inaccessible regions of the lung [70]. The lung
parenchyma can be studied through the working channel of a bronchoscope. The
combination with fluorescence measurements provides further information [71].
Combined with electromagnetic navigation techniques, optical biopsies from the
smallest lung nodules becomes feasible.

An equally fascinating technique is optical coherence tomography (OCT). The
already commercially available devices allow the study of airway wall structures with
much better resolution than endobronchial ultrasound, as shown in Figure 29.27.

There is no question that optical methods will further boost the use of bronchos-
copy.We are privileged to take part in a fascinating journey where the combination of
techniques allows insights into bronchi and lungs and where we can help patients
suffering from pulmonary diseases. Advances in molecular biology, optical cancer
detection methods, and light-based methods provide us with very promising tools in
the fight against lung cancer. There is more hope with NBI, PDD, PDT, OCT, and a
high-resolution bronchoscope.
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30
Laser Therapy
Anant Mohan

Laser is an acronym for Light Amplification by Stimulated Emission of Radiation. In
simpler language, lasers are devices that produce light that becomes transformed into
heat upon interacting with living tissue. Three properties differentiate laser light
from naturally occurring light [1]:

1) Monochromaticity: the laser light contains only one color or a narrow band of
wavelengths, unlike natural light that is a blend of various wavelengths.

2) Spatial coherence: laser light hardly diverges and maintains its intensity as it
travels forwards.

3) Temporal coherence: The packets of energy travel in uniform time with equal
alignment.

Lasers have become an important diagnostic and therapeutic tool in pulmonary
medicine.

AlthoughAlbertEinsteinrecognizedtheexistenceofstimulatedemissionsin1917,the
firstdescriptionofstimulatedopticalemissionsofmonochromatic lightoccurredin1960
with the advent of the ruby laser. The utility of lasers stems from their ability to transfer
precisely high levels of energy to tissue (a property exploited for photoresection of
endobronchial lesions), and also the unique properties of monochromatic (utilized
for photodynamic therapy (PDT) and autofluorescence bronchoscopy (AFB).

The use of lasers in pulmonology may be both diagnostic and therapeutic. These
are discussed below along with the current status:

30.1
Diagnostic Applications of Lasers

30.1.1
Autofluorescence Bronchoscopy (AFB)

In AFB, bronchial mucosa is illuminated by blue light. Normal mucosa emits
autofluorescent light with a peak in the green range. In diseased mucosa (neoplastic
or chronic inflammatory), the thickened epithelium reduces the fluorophore

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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concentration and hyperemia, hence the intensity of autofluorescence (AF) emission
is significantly reduced and the emission peak shifts from the green to the red range.
Therefore, the diseased mucosa shows shadowing and discoloration.

In routine clinical practice, the primary indication for using AFB is for the early
detection of intraepithelial malignant disease. The various clinical situations where
AFB may be useful are listed in Table 30.1.

Of the several AFB systems available, twomodels using laser light are the LIFE and
SAFE-3000. The LIFE Lung system (Lung Imaging Fluorescence Endoscope, Xillix
Technologies, Richmond, BC, Canada) (Figure 30.1) was introduced in 1991 and has
been commercially available since 1998. It uses a helium–cadmium laser to illumi-
nate the bronchial mucosa with 442 nm light. The laser beam is conducted to the
mucosa via a conventional fiber-optic bronchoscope. The reflected beams of the
bronchial mucosa appear at two characteristic spectral bands in the green
(480–520 nm) and red (4630 nm) range. Normal mucosa appears light green and
neoplastic mucosa reddish brown (Figure 30.2).

The second laser-based system, the SAFE-3000 (Pentax Corporation, Tokyo, Japan)
(Figure 30.3) uses a semiconductor laser diode that emits 408 nm light to induce AF
and a xenon lamp for white light bronchoscopy (WLB) examination. A single high-
sensitivity color charge-coupled device (CCD) sensor detects AF in the green and red
range and also reflected blue light (430–700 nm), and generates a combined
fluorescence–reflectance image. Both light sources and the video processor are
integrated in onedevice. Thewhite light andAF images can easily be switchedusing a
button on the bronchoscope.

Several trials have compared the relative sensitivity of AFB and WLB for the
detection of early cancerous changes in the bronchial mucosa [3–6] (Table 30.2).
Although initial studies demonstrated a rather high relative sensitivity of up to 6.2,
subsequent larger and better conducted multicenter studies showed a more realistic
assessment of the potential of AFB, the relative sensitivity settling down to around
1.5. However, AFB suffers from inferior specificity to WLB due to false-positive
results obtained in inflammation and scarring, leading to increases in costs and the
number of biopsies.

Table 30.1 Indications for the use of autofluorescence bronchoscopy [2].

Evidence-based indications

1. Evaluation of patients with high-grade sputum atypia and normal chest imaging studies
2. Bronchoscopic surveillance of moderate/severe dysplasia and carcinoma in situ
3. Guiding of curative endobronchial therapy of microinvasive lesions
4. Evaluation of patients with suspected, known, or previous lung cancer
Preoperative:

. Determination of tumor margins

. Detection of synchronous lesions
Follow-up:

. Detection of recurrence

. Detection of metachronous lesions
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Figure 30.1 The LIFE Lung system (Lung Imaging Fluorescence Endoscope).

Figure 30.2 Simultaneous display of white light and autofluorescence images.
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30.2
Fibered Confocal Fluorescence Microscopy (FCFM)

Confocal fluorescencemicroscopy is a relatively new optical technology, which uses a
laser as light source. It produces real-time dynamic images of living tissue, which due
to their high resolution are referred to as �optical biopsies.� The technique can be
applied endoscopically to the lung via flexible fiber-optic miniprobes. The main

Table 30.2 Comparative studies of white light and autofluorescence.

Study No. of
patients

Sensitivity (%) Relative
sensitivity

Specificity (%)

WLB WLB þ
AFB

WLB WLB þ
AFB

Lam et al. (1998) [3] 173 9 56 6.2 90 66
Khanavkar et al. (1998) [4] 165 32 86 2.7 75 31
Ikeda et al. (1999) [5] 158 58 92 1.6 62 66
H€aussinger (2005) [6] 1173 58 82 1.4 62 58

Figure 30.3 Pentax SAFE-3000 autofluorescence bronchoscopy system with flexible video-chip
bronchoscope (Pentax Corporation, Tokyo, Japan).
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endogenous fluorophore of the lung is elastin. In bronchial mucosa, fibered confocal
fluorescence microscopy (FCFM) visualizes the network of elastic fibers in the
subepithelial layer. Thiberville et al. [7] attempted to establish normal and abnormal
patterns of FCFM imaging of the bronchial mucosa in a study of 29 subjects at high
risk for lung cancer. They found that the absence of a regular fibered pattern seems to
be sensitive for preinvasive lesions. Thus FCFM could be used as an adjunct to AFB,
compensating for the low specificity of the latter by in vivo differentiation of AF-
positive lesions in benign and suspicious samples. Although current data defining
FCFM alveolar imaging of the normal lung are limited, the method appears
promising because it is minimally invasive and can be repeated serially whenever
indicated.

30.3
Therapeutic Uses of Laser

30.3.1
Photodynamic Therapy (PDT)

PDTutilizes the principle of a photosensitizer, which accumulates in tumor tissue,
is activated by laser light of a specific wavelength, and in the presence of oxygen in
the tissue environment produces reactive oxygen species. These cause cell death by
inducing cellular damage, vascular ischemia, and inflammatory and immune
responses. The primary clinical indications for using PDT are for curative therapy
of early central lung cancer (ECLC) and palliative treatment of advanced lung cancer
with bronchial obstruction. In addition, PDT has been tried as experimental therapy
in early peripheral lung cancer and for the adjuvant treatment of mesothelioma.
PDT is an alternative option in patients not eligible for surgery due to a high
operative risk.

A recent review of the literature on PDTof ECLC, comprising 15 studies with 626
patients and 715 early cancers, revealed that almost all patients (99%) experienced at
least partial remission while the rate of complete remission varied between 30 and
100% [8]. Overall, 5 year survival was 61%. The complication rate was low and
acceptable and included photosensitivity skin reactions in 5–25%, respiratory
complications in 13–18%, and nonfatal hemorrhage in 7.8%. Compared with other
modalities used for treating central lung cancers, such as electrocautery, cryotherapy,
brachytherapy, and photo-resection with the Nd:YAG laser, PDT was considered
superior regarding the level of evidence, benefit, and grade of recommendation [9].
Moreover, PDTcanbe combined easilywith othermodalities of treatment such asNd:
YAG laser therapy, electrocautery, and brachytherapy. The role of PDT in advanced
lung cancer has also been reviewed [10], comprising 12 studies with 636 patients, and
it was concluded that PDT is safe and provides symptomatic benefit in patients with
advanced lung cancer with a significant endobronchial component but good perfor-
mance status andwithout extrathoracicmetastasis.However, the cost–benefits of this
procedurewith respect to othermodalities are not yet established. In addition, since it
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provides delayed response, PDT is not suitable for use in acute, life-threatening
situations.

The recommended light dose for endobronchial PDT is 200 J cm�1 tumor length
(150–300 J cm�1). The light used for PDT can be generated by an argon laser and
various types of dye lasers. More recently, modern diode lasers have served as light
sources. The light is delivered through optical fibers, which can be introduced via the
working channel of a flexible bronchoscope.

The use of PDT for treating early peripheral lung cancer is still experimental.
However, after further development and evaluation of the technique, it could be a
promising alternative for those patients who are unfit for surgery or radiotherapy.
Similarly, PDT is an experimental tool for treating malignant mesothelioma, mainly
due to the high rate of local recurrence.

30.3.2
Laser Therapy

Lasers are extensively used for the palliative treatment of symptomatic central lung
cancer. The use of lasers in bronchoscopy started almost three decades ago when
Strong and Jako in 1972 used a CO2 laser to treat various laryngeal disorders [11].
Several types of lasers have been used in medical science over the past three decades
(Table 30.3). Of these, the neodymium-doped yttrium aluminum garnet (Nd:YAG)
laser is currently themost popular among the various lasers available. Although laser
radiation gives the best results in lesions of short length located in the trachea and

Table 30.3 Commonly used medical lasers.

Laser Wavelength
(nm)

Characteristics Advantages/disadvantages

Nd:YAG 1064 Invisible; absorption propor-
tional to tissue pigmentation

Deep tissue penetration with
excellent hemostasis; canbeused
with flexible scope

KTP 532 Green light; low absorption in
water

Delivery via flexible scope possi-
ble; more precise cutting than
Nd:YAG; useful in endoscopic
sinus surgery

CO2 10 600 Invisible; complicated delivery
system required; poor
hemostatic effect

Precise cutting but more bleed-
ing; only possible via rigid scope

Argon 488–514 Blue–green; good affinity
for hemoglobin

Useful for small cutaneous and
retinal vessel coagulation; needs
contact with tissue for resection

Xenon-
chloride

400 Precise cutting without much
scatter

Delivery via flexible scope possi-
ble; useful in corneal surgery,
angioplasty
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mainstem or proximal lower lobe bronchi, which are easily accessible to the rigid
bronchoscope, the use of flexible bronchoscopes has expanded the reach to more
distal lesions. Laser resection provides significant and rapid improvement in the
patient�s symptoms, and is at least as effective as other palliative methods such as
cryotherapy, PDT, and stent placement, if not more so.

The effect of laser radiation on the tissue depends on several factors, such as the
power settings and wavelength employed, distance of the laser tip from the target,
duration of impact, and certain physical characteristics of the tissue, mainly its color,
surface, and water content. The Nd:YAG laser can penetrate up to 5–10mm from the
focal point and coagulate blood vessels up to 5mm in diameter, making it an ideal
choice for large vascular tumors. However, laser energy has a tendency to scatter and
damage the adjoining tissues. Reducing the duration of impact and giving short
energy bursts of 0.5 s each instead of a continuous beam can minimize this
complication.

It is now clear that relief of central airway obstruction by intraluminal growths,
eithermalignant or benign, constitutes the primary indication for this procedure, but
laser therapy also has several other uses (Table 30.4). In the emergency setting, lasers
may be used to control acute pulmonary hemorrhage in children. Another common
indication for laser usage is in the treatment of tracheal and bronchial stenosis,
which may occur as a result of endotracheal intubation or tracheostomy or as a
consequence of systemic disorders such as sarcoidosis, tuberculosis, and Wegener
granulomatosis. The laser is applied prior to mechanical dilatation using a rigid

Table 30.4 Indications for the Nd:YAG laser.

1 Intrabronchial
growth

Benign Hamartoma

Chondroma
Lipoma
Neurinoma
Papillomatosis

Malignant Carcinoma in situ (CIS)
Early lung cancer
Typical carcinoid
Mucoepidermoid carcinoma
Adenoid–cystic carcinoma
Metastatic lesion from thyroid, colon,
kidney, esophagus, and melanoma

2 Tracheal or
bronchial stenosis

After endotracheal intubation or tracheostomy
Sarcoidosis
Tuberculosis
Wegener granulomatosis

3 Others To cut metallic stents and foreign bodies prior to removal

To close small proximal bronchopleural fistulas occurring
after lung resection
To control acute pulmonary hemorrhage in children
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bronchoscope or balloon; however, distortion of the airways and scarring are frequent
complications. Lasers are also used to cut metallic stents and foreign bodies prior to
their removal and to close small proximal bronchopleural fistulas occurring after
lung resection. Lasers have also been tried as an adjunct in tuberculosis, but a
Cochrane review found insufficient evidence to recommend their use at present [12].

30.4
Contraindications

Table 30.5 lists the various common contraindications for laser procedures.

30.5
Laser Bronchoscopy Procedure

30.5.1
Anesthesia

The type of anesthesia used depends on whether a rigid, flexible, or combined
bronchoscopic delivery is planned. Combustible gases, such as halothane, should be
strictly avoided. Intravenous propofol supplemented withmidazolam and fentanyl is
a popular regimen. The inspired oxygen concentration (FiO2) should be kept below
40% and oxygen saturation by pulse oximetry should be maintained above 90%.

30.5.2
Technique

This procedure requires a combined team effort of the bronchoscopist, anesthetist,
laser operator, and nurses. Nd:YAG laser bronchoscopy using a fiber-optic broncho-
scope canbe performed on awake, spontaneously breathing patients. The instrument
is passed transnasally or transorally and then the laser fiber is guided through it until
the target lesion is reached. Keeping the tip of the laser fiber at least 1 cm away from
the tip of the bronchoscope and 4–10mm from the lesion to be treated, the laser is
fired in pulses of 0.5–1 s at energy settings between 20 and 40W. The beveled end of

Table 30.5 Contraindications for the Nd:YAG laser.

Related to anatomic location of
obstruction

Extrinsic lesions without endobronchial growth
Lesions bordering or infiltrating adjoining vascular
structures, esophagus or mediastinum
Total obstruction with inadequate landmarks

Related to patient condition Coagulation disorders
Terminal metastatic disease
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the rigid bronchoscope can sometimes be used to shear off a portion of protruding
tissue. The bronchoscopist should be able to vaporize a small lesion completely or
cause sufficient sloughing off of the tissue to be easily coughed out or removed using
biopsy forceps.

Bronchoscopy should be repeated 2–4 days later to assess the results of treatment.
These sessions should be repeated every 2–4 days untilmaximumbenefit is achieved.
A complete response is defined as complete clearing of the tumor whereas a partial
response is a reduction in tumor size or improvement in the smallest tracheobron-
chial diameter. Symptomatic improvement of the patient�s symptoms, improvement
in pulmonary functions, resolution of atelectasis on chest radiograph, and improved
performance status as noted by dyspnea indices are other parameters to gage the
success of this procedure.

The following safety precautions should be strictly adhered to during laser resection:

. Use the lowest possible oxygen concentration during laser firing.

. Avoid laser firing towards the airway wall.

. Remove all flammable material from the vicinity of the equipment.

. Cover the patient�s eyes with saline pads and aluminum foil.

. All personnel in the room should wear goggles.

. Perform frequent bronchial toilet to keep the airway patent.

. Avoid prolonged periods of apnea.

. Use the laser sparingly; rely more on mechanical resection.

30.6
Complications

These procedures are usually well tolerated in experienced hands, as is evident from
several large series conducted over the last two decades where the complication rates
ranged from 2.3 to 6.5%. The commonly encountered complications are listed in
Table 30.6.

30.7
Outcome

The short-term results of endobronchial laser treatment are usually good
(Figure 30.4). Immediate success depends more on the location and extent of the
lesion in the tracheobronchial tree than on the histology. Personne et al. [13] reported
the first large series in which they performed 2284 laser sessions on 1310 patients;
25% of their patients survivedmore than 1 year andmore than half of all subjects had
significant relief of airway obstruction, with an overall mortality of only 1.6%. In
another large case series involving 1838 patients [14], successful de-obstruction after
the first laser treatment was achievedwith 93%of lesions located in the trachea,main
bronchi,and bronchus intermedius, whereas the success rate dropped in lobar
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bronchi to between 77% in the lower lobes and 49% in the upper lobes, where more
bending of the bronchoscope is required.

Hence the utility of lasers in pulmonary medicine is multifactorial and of both
diagnostic and therapeutic importance. Further refinement of the technique and
physician expertise is likely to expand its utility and improve patient outcomes
following their use.

Table 30.6 Complications of laser therapy..

Complication Management

Common Hemorrhage Continuous suctioning, lavage with
saline and epinephrine and photo-
coagulation of the surrounding
tissue

Airway fire Can be avoided by keeping the laser
tip clean tominimize chances of self-
ignition, removing all flammable
objects from the laser path, avoiding
combustible inhaled anesthetics,
keeping the FiO2 below 50%, and
delivering laser pulses of 40Wor less

Airway perforation The most important preventive
strategy against perforation is to use
the minimum energy setting for
short durations

Pneumothorax Avoid laser perforating the bronchial
wall or due to a ruptured bleb in a
hyperinflated lung

Hypoxemia As a result of bronchospasm or lar-
ygospasm; should be treated before
proceeding with the laser procedure.
Maintaining a good pulmonary toilet
and clear airways is the most
important precaution against
hypoxia.27

Cardiac events Rarely seen now with better moni-
toring of cardiac rhythm and oxygen
saturation, and can be prevented to a
great extent by following the
safety measures for bronchoscopic
laser therapy

Uncommon Noncardiogenic pulmonary edema
Focal pulmonary hyperinflation
Airway scarring/stenosis
Systemic/air embolism
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31
Bladder Biopsy with Optical Coherence Tomography
Alexandre Douplik

The American Cancer Society estimates that in 2010 there will be 70 530 new cases
and an estimated 14 680 deaths from bladder cancer in the United States [1]. The 5
year survival rate drops from 98% [when cancer is found at early (0) stage or
carcinoma in situ] to 63% (when cancer is found at stage 3 or invasive tumor), and
then to 15% for patients with stage 4 (metastasized) [2]. Hence it is critical to discover
bladder cancer at an early stage. Another critical issue in cancer care of the bladder is
to identify adequately the resection margins and maximally preserve the adjacent
healthy tissue while eradicating cancer lesion(s). Downsizing of the bladder affects
patients� quality of life as theymay not be able to hold asmuch urine in the bladder as
before surgery and may need to empty it more often [3].

People with bladder cancer sometimes have a similar tumor in the lining of
another part of the urinary system. Therefore, when someone is found to have cancer
in one part of their urinary system, the entire urinary tract needs to be checked for
tumors. Particularly in the case of early cancerous changes, in most cases the lesion
cannot be discovered, delineated, or checked for malignancy under conventional
endoscopy or intraoperatively and the gold standard remains a biopsy histology
examination that usually takes a few hours at least. The technique of optical
coherence tomography (OCT) has been proposed to facilitate a biopsy directly during
regular cystoscopic surveillance [4] or therapeutic intervention at an image resolution
close to standard H&E histology nearly in real time [5]. As the OCT probe can be
implemented in a small-diameter fiber probe (1–2mm), it has been applied in both
transurethral [6] and open bladder access [7].

The type of bladder cancer can affect the treatment options because different types
respond to different treatments. Transitional cell carcinoma is by far the most
common type of bladder cancer. It starts in the urothelial cells lining the bladder.
These tumors are divided into grades based on how the cells look under the
microscope. If the cells look more like normal cells or are well differentiated, the
cancer is called a low-grade cancer.When the cells look very different from normal or
are poorly differentiated, the cancer is high grade. Lower grade cancers tend to grow
slower and to have a better outcome than higher grade cancers. The much less
common other types of malignancy in the urinary system are squamous cell
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carcinoma, adenocarcinoma, and small cell cancer [8]. A recent study byCauberg et al.
showed ex vivo that based on OCT-measured optical attenuation (mt), the grade of
bladder urothelial carcinoma could potentially be assessed in real time [9].

One of the limitations ofOCT imaging is a relatively smallfield of view (of the order
of 1–6mm2), making screening of the entire area of interest a considerably time-
consuming procedure that is usually unaffordable for endoscopists and surgeons.
Hence fluorescence imaging-navigated OCT imaging has been proposed as a small
field of view approach to OCTguided by a large field of view technique (fluorescence
imaging) [10]. Another advantage of such a combination stems from the different
origins of the normal versus pathologic tissue imaging contrast and can improve the
combined sensitivity and specificity. Schmidbauer et al. reported that using fluores-
cence cystoscopy in combination with OCT increases the specificity of fluorescence
cystoscopy in targeting urothelial carcinoma by 19%at the lesion level and by 25%per
patient [11].

OCT images of normal and cancerous bladder tissue demonstrate that well-
organized layers can be seen in normal bladder tissue, whereas such clearly defined
structures are not present in the invasive tumor [4, 12]. as can be seen in Figure 31.1.
Karl et al. recently reported anOCT biopsy study of the bladder based on 166 scanned
OCT images with 100% sensitivity and 65% specificity [13]. In a study by Zagayanova
et al., OCT images of the bladder were evaluated as being either malignant or benign
based on the absence of a layering structure with a sensitivity of 98% and a specificity
of 72% [14]. The relatively low specificity can be interpreted by the fact that OCT
images of squamousmetaplasia may be confused with carcinoma in situ. Squamous
metaplasia is diagnosed when the urothelial transitional cells are replaced by benign
squamous cells, with or without evidence of keratinization occurring, for instance, in
response to chronic cystitis. The OCT image could have a layered structure; however,
the urothelium is thickened and brighter than normal, frequently leading to poor or
no contrast with the lamina propria [6].

In order to improve the diagnostics accuracy further, computational methods have
been applied for bladder OCT image analysis, including texture analysis [15].

Figure 31.1 Images taken from a patient at the
Cleveland Clinic after bladder OCT study
using the Imalux Niris Imaging System.
(a) The normal bladder (anterior wall) shows a
thin urothelium (U) over a bright lamina propria
(LP). A well-demarcated border with good

contrast is presented between the urothelium
and the lamina propria. The muscularis propria
(MP) is below the lamina propria, and the
border is also demarcated. (b) Image from
invasive bladder cancer lesion. Courtesy of
Imalux Corporation.
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An overview of intraoperative OCT imaging modalities applied in the bladder,
including benign tissues and inflammation, can be found in Chapter 25. Inter-
operative OCT monitoring (Douplik). The results described in this chapter justify
the development of OCT biopsy in the bladder for further clinical studies.
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32
Advanced Laser Endoscopy in Urology: Laser Prostate
Vaporization, Laser Surgery, and Laser Removal
of Renal Calculi
Ronald Sroka, Michael Seitz, and Markus Bader

32.1
Introduction

Clinical medical laser application using high-power laser light offers the opportunity
to destroy malignant and benign soft and hard tissue. Innovative developments in
clinical endoscopic techniques allow for the delivery of high-power laser light in
continuous-wave and pulsedmodes in the spectral wavelength region 500–2100 nm.
Thus covering high-power lasers using second harmonic generation in the visible
spectral region, high-power diode laser systems in the near-infrared (NIR) spectral
region, and also lasers emitting in the 2mm region such as solid-state lasers and
fiber laser systems, all laser systems are today clinically available. The laser output
power ranges from 250W continuous wave to more than 2 J per pulse at repetition
rates of 50Hz in pulsed mode which can be applied by single fibers. For the
treatment of benign prostate hyperplasia (BPH), high-power laser vaporization [1–9]
and pulsed techniques for enucleation procedures [1, 2, 10–15] are clinically proven
to be reliable, safe, and effective treatment procedures. Recently, a new chapter in
BPH laser treatment began with investigations of the laser–tissue interaction of
high-power diode laser systems either for vaporization or for enucleation purposes.
Although this era is still open and a matter of debate, the basics of preclinical and
clinical investigations can be presented. Further, the potential of laser light appli-
cation in the upper urinary tract is outlined. Urologic stone fragmentation can be
conducted with pulsed infrared (IR) laser application. The suitable combination of a
laser wavelength and laser power provides the basis for laser–tissue interaction, thus
achieving successful treatment.

32.2
High-Power Diode Laser for BPH-Treatment

After the successful clinical introduction of prostate laser vaporization and laser
enucleation techniques, diode laser systems have been investigated for the treatment
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of benign prostatic enlargement. Using light in the NIR spectral range
(800–1100 nm), these devices offer high simultaneous absorption in water and
hemoglobin; with lasers emitting in the spectral range 1320–2100 nm, the absorption
is dominated by the tissue water. Diode lasers for the treatment of BPH are available
at different wavelengths. Whereas low-power diode lasers at wavelengths between
805 and 850 nmhave been used for interstitial laser coagulation [16–21], diode lasers
emitting light at 940, 980, 1320, and 1470 nm are currently being tested for
vaporization of the prostate [22–27].

32.2.1
Preclinical Investigations

To evaluate the coagulation and vaporization properties of these laser wavelengths at
high powers, investigations of their effects in different kinds of tissue models have
been performed under reproducible conditions. In preclinical studies using an
ex vivo autologous blood-perfused porcine kidney model, diode lasers at output
power P> 50W emitting light at 940, 980, and 1470 nm showed major amounts of
tissue ablation in comparison with a 532 nm laser at 80W, but similar hemostasis.
In contrast, the coagulation zones at 50W differ substantially. Whereas the 532 nm
laser gave a coagulation depth of about 1.5mm, diode lasers emitting light at 940
and 980 nm gave a coagulation depth between 8.4 and 9.6mm in the kidney model,
indicating deeper optical tissue penetration and greater tissue damage [24, 26, 27].
With a coagulation depth of 3.4mm, the diode laser at 1470 nm seems to be more
comparable to the 532 nm laser. Although it is questionable whether the ex vivo
perfused kidneymodelmimics the condition inhumanprostates in every respect, the
specific heat capacities in kidney (3.89 kJ kg�1 K�1) and prostate (3.80 kJ kg�1 K�1)
are almost identical. Therefore, the isolated, blood-perfused, porcine kidney seems to
be a valuable model, especially for the investigation of laser procedures, in which the
heat sink is of the utmost importance [28, 29].

Another set of preclinical experiments on human cadaver prostates gave similar
results to those in the porcine kidney model. In this model, the macroscopic
destruction capacity of the diode laser at 980 nm at 100–200W is 2–3 times larger
than the vaporization zone of the 532 nm laser at 80Wand the diode laser at 1470 nm
at 50W. In this human cadaver prostate model also, the diode laser at 980 nm
demonstrated more than twofold deeper coagulation than the 532 nm laser at 80W
and the diode laser at 1470 nm at 50W [24]. In this respect, the diode laser is able to
combine very high tissue ablation properties with the benefit of excellent hemostasis
due to deep coagulation. However, owing to the laser�s deep coagulation zones in the
940 and 980 nm generators, there may be a risk of violating underlying structures
such as the neurovascular bundles and the external sphincter, which may cause
erectile dysfunction and incontinence [30].

Unfortunately, the value of the human cadaver prostates is limited, since there is
no blood perfusion, which is one of the main absorbers in the wavelength range
500–1000 nm. Therefore, in vivo studies on canine prostates were carried out to
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evaluate the diode laser emitting at 940 nm using a generator output level of 200W.
The mean extension of the coagulation zone was measured as 4.3mm and the
ablation capacity was estimated to be up to 1500mm3min�1 [26]. In comparison, the
diode laser at 1470 nm produced a coagulation rim of 2.3mm and the tissue removal
ability reached about 400mm3min�1 [27]. These findings indicate that diode laser
vaporization is feasible andmight be very effective for acutely relieving bladder outlet
obstruction in an in vivo setting. Due to the different amounts of coagulation and
ablation while showing similar overall destruction capabilities, in the clinical setting
it is essential to protect underlying structures such as the neurovascular bundles and
the external sphincter from thermal exposure, which may result in erectile dysfunc-
tion and incontinence.

32.2.2
Clinical Laser Application for BPH

Currently, only a limited number of studies have investigated the clinical applica-
tions of diode laser prostatectomy with a maximum follow-up of 1 year. Although all
studies showed high intraoperative safety and excellent hemostatic properties,
reports on the long-term durability and safety are inconsistent. In a preliminary
clinical study on 10 patients, the diode laser at 1470 nm demonstrated an improve-
ment in the international prostate symptom score (IPSS) after 12 months from 16.3
to 5.0, and the quality of life score (QoL) fell from 3.3 to 0.9. Also, themaximum flow
rate (Qmax) increased from 8.9ml s�1 preoperatively to 22.4ml s�1 after the laser
intervention. Unfortunately, reoperation rates were 20% due to laser failure in the
treatment of a prominent midlobe [23]. In a single-center prospective study com-
paring a 200W high-power diode laser emitting at 980 nm with a 120W laser
emitting at 532 nm, 117 patients were treated. Both laser devices provided rapid
tissue ablation; the high-power diode laser at 980 nmwas more favorable in terms of
hemostasis during and after surgery. The higher rates of urinary retention (20%),
urgency (24%), urge incontinence (7%), bladder neck strictures (15%), stress
incontinence (9%), and tissue necrosis after diode laser ablation of the prostate
are indications of deep tissue damage. The authors found high-power diode laser
vaporization of the prostate at 980 nm to be in a premature state for treating lower
urinary tract symptoms (LUTS) secondary to BPH [30]. Later, others investigated the
diode laser at 980 nm at 100Wwith a 0.1 s pulse duration and 0.01 s pulse interval in
52 patients and found significant durable improvements in Qmax, post-voiding
residual urine (PVR), IPSS, and QoL score. In this single-center and single-surgeon
series, no severe complications were reported, including any cases of urinary
incontinence, significant irritative symptoms, retrograde ejaculation, or worsening
of erectile function [30]. A subsequent investigation on diode laser vaporization at
980 nm in 47 patients by a Turkish group revealed a distinct improvement in IPSS
and QoL score. There was no deterioration in erectile function. The most common
postoperative complications were retrograde ejaculation (31.7%) and irritative
symptoms (23.4%) [31].
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32.2.3
Summary

In summary, diode laser prostatectomy is feasible. Nevertheless, despite its
favorable intraoperative safety, long-term follow-up and large-scale trials will be
needed to evaluate the technique finally in the future. From the clinical point of
view, diode laser vaporization with generators emitting light between 900 and
1000 nm should be treated with caution owing to the large coagulation depth, which
might lead to damage of underlying structures such as the neurovascular bundle,
rectum, or external sphincter. On the other hand, diode lasers at 1470 nm have
shown not only a good vaporization ability but also a reasonable and safe tissue
coagulation capability. This might offer not only a routine operation technique but
also a HoLEP (holmium laser enucleation of the prostate)-like procedure with a
high safety profile.

32.3
Laser Therapy for the Upper Urinary Tract Tumors

In the treatment of upper urinary tract transitional cell carcinoma (UUTT), laser-
guided techniques are mainly used through flexible and semi-rigid ureteroscopes.
Nephroureterectomy has been considered as the gold standard for treating UUTT.
Ureteroscopically guided laser ablation has been used successfully, resulting in
recurrence rates ranging from 31% to 65% and disease-free rates of 35–86%,
depending on stage and grade at diagnosis. To obtain the highest treatment
success, the initial staging and grading of the tumor are crucial. Owing to the
lack of comparable randomized, multicenter trials, the indications for an endo-
scopic laser treatment option have to be defined based on the patient�s individual
situation.

The endoscopic treatment of UUTTwith a laser requires a light-energy transport
via flexible quartz fibers introduced through the working channel of the endoscope.
Depending on the laser source and the laser parameters (e.g., output power, fluence,
fluence rate), the induced effects on soft tissue vary among coagulation, ablation,
vaporization, and incision. Although the application of Nd:YAG and Ho:YAG lasers
in urology, including in the treatment of UUTT [32–36], are widespread, innovative
thulium laser developments have shown promising initial results with minimal
collateral damage under experimental conditions. The roles of the thulium laser
emitting in the 2mmregion and other newly evolved diode laser devices have yet to be
defined in clinical studies and to produce long-term data.

Ureteral access sheets facilitate easy introduction and re-introduction of flexible
ureterorenoscopes for laser treatment throughout the whole collecting system. The
new generation of scopes combine excellent intraoperative visualization andmaneu-
verability together with low-pressure, continuous-flow irrigation and working chan-
nels of up to 3.6 Fr [36]. The degree of active and passive deflection and the amount of
irrigationfloware least affectedwhenutilizing the smallestfibers available. Attention
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must always be paid to prevent the laser harming the endoscope. The laser fiber tip
should always be visualized a few millimeters beyond the tip of the scope [33, 36].

32.3.1
Laser Interventions

Ho:YAG laser energy is highly absorbed by water and water-containing tissues. As
the heat is rapidly dispersed, minimal thermal damage to the surrounding tissue
occurs. To achieve tumor ablation, the Ho:YAG laser fiber must be used in full-
contact manner. For debulking of papillary urothelial tumors, the Ho:YAG laser
parameters should be set in the range 0.6–1.0 J per pulse at repetition rates
between 5 and 10Hz [37, 38]. When tissue adherence to the fiber tip during
ablation occurs, interruption of laser intervention and cleaning of the fiber tip are
mandatory.

Although the Ho:YAG laser allows tissue ablation under direct vision, it is
not possible to coagulate larger tumor vessels [32, 34, 39], and therefore circumfer-
ential treatment in the surrounding tissue is indicated [38, 40, 41]. Incomplete
resection may be a problem in the case of large tumors (diameter>1.5 cm). Patients
with bulky, low-grade, upper-tract tumors frequently require staged ureteroscopic
therapy, meaning that the tumor is ablated to the highest amount possible; sub-
sequently, a ureteral stent is placed, and the patient returns after an interval of healing
for an additional intervention [36, 37, 39]. Staged therapy is also employed when
extensive or multifocal tumor resection is required and when visualization is a
constraint [37, 38, 42]. Post-laser operation, most patients require ureteral stents for
1–6weeks [36, 37, 39]. In the case of vascular and bulky tumors, Nd:YAG laser energy
should be used for coagulation because of its greater optical depth of penetration,
which provides deeper coagulation and an ablative effect. Nd:YAG laser parameter
settings of 20–30W for 2–3 s using fiber diameters in the range 200–600 mm are
suggested. Laser application should be performed in noncontact mode until the
tumor coagulation occurs, identified by tissue bleaching and whitening [33, 34, 37–
39]. Using the Nd:YAG laser, the risk of subsequent ureteral stricture is significantly
higher compared with the Ho:YAG laser due to its deep tissue penetration [34].
Whenever diode laser devices with suitable fibers become clinical available, the first
Nd:YAG laser treatment procedures could be replaced.

Ureteroscopic laser treatment has been reported in a relatively small but increasing
number of published studies. The rate of disease-specific mortality for low-grade
tumors is zero in the majority of the series [37]. Patients with grade 1 and 2 tumors
treated ureteroscopically did not progress in grade or stage during close endoscopic
follow-up [38]. Tumors larger than 1.5 cm requiring staged treatment showed
significantly higher rates of local recurrence [43]. The localization of the tumor is
less important [44]. Indications for ureteroscopic therapy initially included a solitary
kidney, bilateral disease, renal insufficiency, and the presence of significant medical
co-morbidities. The level of acceptance of ureteroscopically guided laser treatment of
grade 1 superficial tumors of the renal pelvis is high. A less invasive approach with
endoscopic laser ablation and surveillance is favored [45].
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32.3.2
Complications

The rate of complication associated with retrograde endoscopic therapy has
decreased with innovative developments in instrumentation and technique. Perfo-
ration while using the Ho:YAG or Nd:YAG laser can occur if the power settings are
too high and the laser light is directed on to the ureteral or pelvic wall rather than the
tumor. As the optical penetration depth of theHo:YAG laser is 0.5mmand that of the
Nd:YAG laser is 5–6mm, their coagulation effects in issue depth differ significantly.
The laser fiber tip should always be visualized a fewmillimeters beyond the tip of the
ureteroscope and directed on to the tumor under direct vision control [33, 37–39].
Owing to the induced thermal effects, there is a risk of scarring and of subsequent
stricture formation after laser ablation in the ureter [33, 34, 37]. The reported stricture
rate in large series ranged from 5 to 14% [33].

32.4
Laser-Assisted Lithotripsy

The surgical management of nephrolithiasis has undergone tremendous design and
development changes over the past 25 years, beginning with the introduction of
shockwave lithotripsy (SWL) and percutaneous management of intrarenal calculi
[percutaneous nephrolithotomy (PCNL)] in the early 1980s, followed by the further
development of semi-rigid ureteroscopes and the advent of actively deflecting
endoscopes. Together with the miniaturization of endurologic equipment, the field
of ureteroscopy expanded from the distal ureter beyond the proximal ureter to the
intrarenal collecting system. With emerging new-generation flexible ureteroscopes
with greater angles of maximum active tip deflection and improved durability, the
complete collecting system was made accessible for ureteroscopic laser lithotripsy.

32.4.1
Experience from Preclinical Investigations

Clinically available pulsed laser systems emitting in either the infrared (IR) or
visible (VIS) spectral region could be compared in reproducible standardized
experiments with respect to their impact on phantom stones in underwater
laboratory setups. So far, there are three pulsed laser systems emitting light either
in the IR (l¼ 2100 nm, Ho:YAG laser) or VIS (l¼ 532 nm/1064 nm, FREDDY
laser; 598 nm, FLPD laser) spectral range available. The fragmentation rates could
be determined in relation to the fluence (depending on pulse energy and fiber
diameter) using artificial stones. The threshold value of the laser pulse energy to
induce an ablation of artificial stones induced by the different laser systems showed
that even the lowest laser settings induced significant ablation without regard to the
repetition rate and fiber diameter. The VIS lasers showed higher fragmentation
rates than the IR lasers. However, VIS lasers are useful solely for laser-induced
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shockwave lithotripsy of soft stones, whereas IR lasers are also able to fragment the
hardest stone composites.

32.4.2
Laser Lithotripsy from the Clinical Point of View

The combination of the newest innovative endoscopic equipment and the Ho:
YAG laser, with its precise and powerful thermal decomposition mechanism,
has the ability to treat large urinary calculi irrespective of size or chemical consis-
tency [46–50].

The Ho:YAG laser emits light of wavelength 2100 nm with a pulse duration of
250 ms< tp< 300 ms at repetition rates between 3 and 50 Hz. The mechanism of
stone fragmentation is based on a plasma-induced shock wave that is generated
following the creation of awater channel between thefiber tip and the stone. The laser
energy is guided directly on to the stone surface through this channel (�Moses
effect�). Aprimary photothermalmechanism causing photochemical decomposition
of the calculus is the dominant mechanism behind Ho:YAG laser lithotripsy. The
pressure waves generated at cavitation bubble collapsemake little contribution to the
fragmentation process. Chemical decomposition as a consequence of a prevalent
photothermalmechanismplays themain role in theHo:YAG fragmentation process,
whereas photomechanical forces make little contribution to fragmentation. Close
contact between the fiber tip and the stone surface is therefore a precondition for
effective Ho:YAG laser lithotripsy that is capable of breaking stones irrespective of
their composition.

In addition to the improved accessibility of the collection system due to small-
diameter fibers, Ho:YAG laser lithotripsy has another major advantage: the stone
debris generated is finer and therefore more likely to pass spontaneously than that
from any other lithotripsy device [51, 52]. In addition, soft tissue injury and bleeding
are less likely owing to the small depth of optical penetration of the Ho:YAG laser.

Even with a large stone burden (e.g., partial staghorn calculi), Ho:YAG laser
lithotripsy has become the procedure of choice for patients who are poor candidates
(e.g., bleeding diathesis, severe cardiopulomonary disease, certain anatomic factors,
and body mass index >30), for standard percutaneous therapy. In these selected
patients, ureteroscopy combined withHo:YAG laser lithotripsymay allow a decrease
in morbidity and hospital stay with a stone-free rate touching that with the PCNL
approach.

When treating large upper urinary tract calculi, the prevention of inadvertent laser
firing, patience, and clear visibility are essential. Decreased visibility during frag-
mentation leads to a prolonged operative time and the potential risk of injuring the
surrounding tissue or the ureteroscope, making a staged approach ultimately
necessary in several cases.

Major complications secondary to ureteroscopy are less commonandureteroscopy
has proved to be safe in patients where shock wave lithotripsy is likely to fail or in
whom PCNL may be contraindicated (e.g., pregnancy, obese patients, patients with
coagulopathy or scoliosis or other body deformities) [53–55]. Due to the decrease in

32.4 Laser-Assisted Lithotripsy j515



ureteroscope size, significant complications such as ureteral avulsion and stricture
formation are exceedingly rare and have been reported to be as low as 1.5% [56].

The combination of the retrograde ureteroscopic approach and the holmium laser
as the lithotrite of choice appears to be an adequate tool to disintegrate all kinds of
calculi, independent of stone size or location, throughout the urinary tract. On the
downside, generating small fragments or fine debris is a time-consuming procedure
resulting in long operative times, making staged therapy necessary especially for
large stone burdens in some cases.

32.5
Conclusion

During recent years, the application of thermal lasers in urology has increased. Both
benign andmalignant operations can bemanaged effectively. The primary indication
for thermal laser treatment is symptomatic prostate enlargement due to BPH which
can be treated either by laser enucleation techniques or by laser vaporization. Both
procedures are equally effective as standard treatment [57]. Although diode laser
applications have shown encouraging results and further lasers systems such as the
thulium laser [58–61] are clinically available, the applicability of these laser treatment
procedures needs to be confirmed in the future. Latest investigations in clinical laser
application in urology report on successfull laparascopic laser assisted partial
nephrectomy without need of ischemia [62]. With respect to treating patients
suffering from clinical stone diseases, the combination of the retrograde uretero-
scopic approach and the Ho:YAG laser as the lithotrite of choice appears to be an
adequate tool to disintegrate all kinds of calculi, independent of stone size or location,
throughout the urinary tract. Overall, laser assisted endoscopic treatments in urology
are widespread and show promising advantages over conventional methods.
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33
Barrett�s Esophagus and Gastroesophageal Reflux Disease –

Diagnosis and Therapy
Jason M. Dunn, Steven G. Bown, and Laurence B. Lovat

33.1
Introduction

The rationale for endoscopic surveillance in patients with Barrett�s esophagus (BE) is
to detect progression to cancer and to allow early intervention when the disease is
curable. Dysplasia arising in BE increases cancer risk, although this risk is variable
according to the grade of dysplasia, and is often occult. The four-quadrant biopsy
protocol, one biopsy in every quadrant of the Barrett�s segment every 1–2 cm, has
been shown to detect high-grade dysplasia (HGD) [1] and is recommended
for Barrett�s surveillance by several professional bodies, including the American
Gastroenterology Association (AGA) and the British Society of Gastroenterology
(BSG) [2, 3]. Even using these rigorous biopsy protocols, only about 1% of a patient�s
BE is examined histologically and up to one-third of cases with HGD or early cancer
may be missed [4–7]. Furthermore, dysplasia itself is an imperfect marker of cancer
risk, with progression rates to cancer varying between 13 and 59% after 5 years with
HGD to between 1 and 8% after 5 years with low-grade dysplasia (LGD). The
diagnosis of dysplasia is difficult to assess correctly and subject to disagreement
between expert gastrointestinal pathologists, 15% of the time for HGD and 80% of
the time for LGD [8, 9].

There is a need for more accurate assessment of the Barrett�s columnar lined
mucosa. Technological advances in gastrointestinal endoscopy since the introduction
of conventional white light endoscopes have led to a plethora of potential tools to aid
the endoscopist. In scope technologies such as narrow band imaging, magnification
endoscopy by optical zoom, and high-definition charge-coupled device (CCD) chips
(which produce pixel densities up to 1.25 million) are now widely used. Enhanced
identification of intestinal metaplasia has been demonstrated by simple spray
techniques, either by altering mucosal topography using acetic acid or chromoendo-
scopy withmethylene blue [10, 11]. Confocal laser endomicroscopy (CLE) and optical
coherence tomography (OCT) are promising research tools which inform on tissue
characteristics at a cellular level. Despite these technical advances, a significant
diagnostic advantage over four-quadrant biopsy has yet to be achieved. The main
disadvantage of these examiner-dependent modalities is end-user interpretation,
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with inter-observer variability [12] and a learning curve for the procedure [13]
contributing significant bias to studies. Spectroscopic techniques also inform on
tissue at a nuclear level, and are advantageous as end-user interpretation is removed.
The first section of this chapter reviews the evidence for these novel optical
techniques for the assessment of BE, with focus on translational research from
bench to bedside.

The second section explores recent advances of minimally invasive treatment for
dysplasia and early cancer arising in BE. The principle of endoscopic therapy for
BE is that the mucosa of columnar lined esophagus may be effectively removed
and is replaced, when healing is in an acid-controlled environment, by squamous
epithelium (squamous regeneration). The use of biophotonics for this purpose was
first demonstrated in 1992 with Nd:YAG laser therapy [14]. Since then, there has
been much interest in the use of biophotonic techniques to provide endosopcially
delivered therapy for dysplastic BE. Thesemay be broadly categorized into those that
utilize thermal energy (argon plasma coagulation and,more recently, radiofrequency
ablation) and photodynamic therapy (PDT).

33.2
Diagnosis

33.2.1
Spectroscopy

All spectroscopic modalities analyze light–tissue interactions to yield diagnostic
information about the structural (scattering) and molecular (Raman, absorption,
fluorescence) composition of tissue. When light of a certain wavelength is used to
stimulate tissue, distinct optical signals are produced. These �spectra� can then be
correlated with histopathology and analyzed to create algorithms for tissue classi-
fication and grading. Spectroscopy offers the potential for real-time endoscopic
differentiation of neoplastic and normalmucosa, and has the additional advantage of
dispensing with end-user interpretation.

33.2.1.1 Scattering (Reflectance) Spectroscopy

Elastic and Light Scattering Spectroscopy When tissue is interrogated by white light,
typically delivered through afiber, elastic scattering events occur that redirect incident
photonswithout a change inwavelength (or energy). Elastic scattering (also known as
diffuse reflectance) spectra, which may be detected by either the same fiber or a
second collection fiber, are a measure of the behaviour of white light emerging from
the tissue surface following these multiple elastic scattering events. These spectra
may contain both multiply scattered photons (primarily from the stroma) and
photons that have undergone single or few scattering events following their inter-
action with the epithelium. Incident photons are also sensitive to tissue absorbers,
such as hemoglobin, that reduce the intensity of the diffusely reflected light at
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particular wavelengths. Elastic scattering spectroscopy (ESS) thus informs on the
tissue morphology (predominantly scatter) and tissue biochemistry (predominantly
absorption by hemoglobin). The interpretation of these spectra, and how they
correlate with the physical properties of preneoplastic and neoplastic tissue, have
attracted much interest.

Physical Correlation ESS spectra relate to the wavelength dependence and angular
probability of scattering efficiency of tissue micro-components. The size, structure,
and refractive indices of the denser subcellular components (e.g., the nucleus,
nucleolus, and mitochondria) are known to change upon transformation to prema-
lignant ormalignant conditions. Indeed, histopathologists use these nuclear changes
to grade dysplasia, that is, the sizes and shapes of nuclei and organelles, the ratio of
nuclear to cellular volume (nuclear:cytoplasmic ratio) and clusteringpatterns (nuclear
crowding).

Mourant et al. examined the influence of scatterer size in rat tumor cell lines and
compared them with normal cells [15]. An optical geometry of 400 nm optical fiber
and a 200 nm collection fiber spaced 550 nm away (center-to-center) was used. ESS
measurements demonstrated a small but significant difference in optical properties
between the two cell lines, with this difference in the scattering rather than the
absorption properties of the cells. The authors postulated either that this was due to
the average size of a scattering particle being larger in cancer cell lines (e.g., size of
nuclei or mitochondria increase), or that there could be a change in the number and
distribution of scattering particles (e.g., number of mitochondria increase).

The same group went on to hypothesize that spectral signatures will be altered if
the refractive index of the nucleus changes, due to an increase in the amount of
deoxyribonucleic acid (DNA) content [16]. By measuring DNA content by flow
cytometry, the DNA indices DNA index (DI) were calculated for two different cell
lines, and plotted against high-angle scatter (between 110� and 140�). Cell suspen-
sions with higher DI (analogous to abnormal DNA content or aneuploidy) scattered
more light than cell suspensions with smaller DI (analogous to normal DNA content
or diploid).

Backman et al. reported on the correlation of tissue morphology with reflectance
spectra using polarized light, which allows the measurement of single scattering
events, called light-scattering spectroscopy (LSS) [17]. LSS was evaluated on colonic
cell lines and ex vivo colonic polyps, where the spectrum of the single backscattering
events provided quantitative information about the epithelial cell nuclei such as
nuclear size, degree of pleomorphism, degree of hyperchromasia, and amount of
chromatin [18].

Clinical Studies of ESS/LSS The largest clinical in vivo study of scattering spectros-
copy to date evaluated the value of ESS in discriminating dysplastic andnondysplastic
tissue in BE [9]. A total of 181 matched biopsy sites from 81 patients, where
histopathologic consensus was reached, were analyzed. There was good pathologist
agreement in differentiating HGD and cancer from other pathology (k¼ 0.72).
Spectral data was analyzed by linear discriminant analysis (LDA) þ principle
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component analysis (PCA) to form a model which was then tested by leave-one-out
cross-validation. Elastic scattering spectroscopy detected HGD or cancer with 92%
sensitivity and 60% specificity. If used to target biopsies during endoscopy, the
number of low-risk biopsies taken would decrease by 60% with minimal loss of
accuracy. ESS had a negative predictive value of 99.5% forHGDor cancer. This group
went on to publish, in abstract form, on the accuracy of detection of DNA content
abnormalities (aneuploidy/tetraploidy) in vivo [19]. A total of 258 biopsies without
HGD were collected and analyzed by image cytometric DNA analysis from 60
patients. The sensitivity and specificity for the diagnosis of DNA content abnormal-
ities was 83 and 78% respectively.

There have been two clinical studies of LSS. The first, on 13 BE patients (76
biopsies, four HGDs), found a sensitivity and specificity of 90% [20]. The second
study evaluated LSS with ESS and autofluorescence spectroscopy (AFS) as part of a
putative �tri-modal spectroscopy� system. Sixteen patients with BE (40 biopsies,
sevenHGDs)were studied and the sensitivity and specificity for differentiatingHGD
from non-HGD BE was evaluated. LSS gave a sensitivity and specificity of 100 and
91%, respectively, ESS 86 and 100%, respectively and AFS 100 and 97%, respec-
tively [21]. When all three modalities were combined, the sensitivity and specificity
were both reported as 100%, although as only seven sites contained dysplasia, and
multiple spectral parameters were evaluated, the possibility of statistical error by
overfitting is high.

Angle-resolved low-coherence interferometry (a/LCI) is a recent advance, a probe-
based optical biopsy technique that combines OCT with LSS. Data from an ex vivo
pilot study suggested that a/LCI may inform on nuclear density and the nuclear
diameter [22]. Although these data are encouraging, the sample size was small (18
sites) and the device is yet to be tested in vivo.

The Field Effect – 4DELF and LEBS Backman�s group went on to develop two new
approaches that are extensions of LSS, called four-dimensional elastic light-scattering
fingerprinting (4D-ELF) and low-coherence enhanced backscattering spectroscopy
(LEBS). Both of these techniques may detect field changes in carcinogenesis – the
proposition that the genetic/environmental milieu that results in neoplasia in one
mucosal region should be detectable at a distant mucosal site [23]. In a landmark
clinical study, both LEBS and 4D-ELFwere able to detect pancreatic adenocarcinoma
from optical measurements taken from the histologically normal duodenal periam-
pullary mucosa [24].

Studies of the azoxymethane-treated rat carcinogenesis model and colonic ade-
nomas in humans have also demonstrated changes in LEBS and 4D-ELF, with the
authors suggesting thesemay be used as novel optical biomarkers for cancer [25, 26].
In addition to changes in tissue organization, 4D-ELF also measures subtle changes
in microvascular blood supply [so-called early increase in blood supply (EIBS)] that
may inform on field carcinogenesis elsewhere [27]. A recent study using a simplified
4D-ELF probe supports this theory in colon cancer [28]. No studies have been
undertaken on patients with BE or early gastric cancer to date. Further large-scale
clinical studies of these promising techniques are awaited.

526j 33 Barrett�s Esophagus and Gastroesophageal Reflux Disease – Diagnosis and Therapy



33.2.1.2 Raman Spectroscopy
Raman spectroscopy provides molecular-specific information about tissue based on
the detection of inelastically scattered light. Following tissue excitation by a laser, a
small fraction of the scattered light undergoes �wavelength shifts� relative to the
excitation wavelength due to energy transfer between incident photons and tissue
molecules. The emitted signal is very weak because only a very small proportion of
light interacting with tissue results in the inelastic scattering (compared with elastic
scattering and autofluorescence, which are up to 106 times and 103 times stronger,
respectively). Recent developments in instrumentation have permitted its application
in tissue to allow the objective identification of molecular markers associated with
neoplastic progression [29–31]. Despite promising results ex vivo, however, in vivo
studies in BE are limited because readings take a comparatively long time to collect
(around 5 s) and the esophagus is a dynamic organ. In a single-center in vivo study of
65 patients, 26 out of 192 biopsy sites showed HGD or early cancer and Raman
spectra correctly identified these with a sensitivity of 88% and a specificity of
89% [32].

33.2.1.3 Absorption Spectroscopy

Fourier Transform Infrared Spectroscopy Fourier transform infrared (FTIR) spec-
troscopy probes the vibrational properties of amino acids and cofactors which are
sensitive to minute structural changes [33]. FTIR spectroscopy is advantageous over
Raman spectroscopy as it produces large signals that are insensitive to tissue
autofluorescence. In the first study of FTIR spectroscopy in BE, Wang et al. showed
that DNA, protein, glycogen, and glycoprotein comprise the principal sources of
infrared absorption [34]. Using LDAwith leave-one-out cross-validation on 98 ex vivo
specimens from 32 patients, squamous mucosa could be distinguished from
columnar mucosa (BE and gastric mucosa) with a sensitivity and specificity of
100 and 97% respectively.Moreover, using FTIR to detect dysplastic mucosa resulted
in a sensitivity and specificity of 92 and 80%, respectively. Dysplastic Barrett�s
mucosa was found to have a higher mean DNA content and greater average
glycoprotein concentration than nondysplastic BE. This study was limited by its
use of partially dehydrated tissue samples. Martin et al. commented that �hydrated or
in vivo samples are a problem for FTIR spectroscopy because the water peak obscures
much of the useful information in the biomolecular range� [35].

33.2.1.4 Fluorescence Spectroscopy
Autofluorescence results when a tissue surface is illuminated by short wavelengths,
either ultraviolet (400 nm) or short visible light (400–550 nm). The resulting
fluorescence is of a longer wavelength and emanates from tissue biomolecules
(�fluorophores�) that are distributed in varying concentrations in the different
layers of the esophagus. The dominant fluorescent layer is the submucosa, which
contains highly green-fluorescing connective tissues (collagen and elastin), while a
weaker mucosal component arises from epithelium and lamina propria. Different
excitation wavelengths activate different groups of fluorophores, each of which
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emits at different wavelengths. HGD is characterized by low collagen fluorescence
and high nicotinamide adenine dinucleotide phosphate [NAD(P)H] fluorescence,
which manifests as an increase in red fluorescence. Although first described in BE
using spectroscopic point measurements (AFS), the technology has since been
adapted for incorporation into video endoscopes [autofluorescence imaging
(AFI)] [36–39].

Autofluorescence Spectroscopy Panjehpour et al. were the first to report the in vivo
use of AFS in the esophagus [40]. Thirty-six patients were studied using a laser-
induced fluorescence (LIF) system with an excitation wavelength of 410 nm, which
corresponds to the excitation of flavins. Normal esophagus could be distinguished
from esophageal cancer with a sensitivity of 100% and a specificity of 98%. The
specificity, however, dropped to 28% for the 56 biopsies that demonstrated focal
HGD.

Two studies assessed the accuracy of diagnosis of dysplasia when the excitation
wavelengths are in the near-ultraviolet range.With 330 nm excitation light, themajor
endogenous fluorophores contributing to tissue emission are collagen (absorption
maximum 335 nm), NADH (absorption maximum 340 nm) and, to a much lesser
extent, flavins (absorption maximum 450 nm). Hence, as several fluorophores are
involved, more spectral information may be collected.

Bourg-Heckly et al. used various excitation ratios of different wavelengths to
assess 18 BE, 15 nondysplastic, and three HGD/intramucosal cancer patients [41].
An excitation ratio of 390/550 nmgave the best results, with a sensitivity of 86%and a
specificity of 95%.

Another study reported disappointing results using 337 nm excitation, with a
sensitivity of 74% and a specificity of 67% for differentiating dysplastic and non-
dysplastic Barrett�s mucosa [42]. The authors of this study also evaluated time-
resolved fluorescence, with the hypothesis that using time- or frequency-domain
techniques, changes in tissue constituents or factors such as pH or oxygenation may
be evaluated. Aprevious study had successfully applied this technique in the colon for
the detection of adenomatous polyps, with a subsequent increase in diagnostic
accuracy [43]. In the study on BE, however, no such improvement was noted.

Drug-Induced Fluorescence Spectroscopy Fluorescence can be enhanced by the
addition of exogenous prodrugs that induce endogenous photosensitization. Ami-
nolevulinic acid (ALA) is perhaps the best studied. Administration causes an increase
in porphobilinogen deaminase levels and decreased ferrochelatase levels in the
tissue, which leads to greater production and retention of protoporphyrin IX (PpIX)
in neoplastic cells. Excitation by ultraviolet light from a xenon lamp (375–440 nm)
causes emission of fluorescence signals which are stronger than AFS.

Clinical studies of drug-induced fluorescence spectroscopy (DFS) with oral and
topical ALA have yet to demonstrate a significant diagnostic advantage over AFS,
however [44], and due to the problems of variable drug pharmacokinetics, adverse
effects, costs, and regulatory approval, its use is unlikely to gain wider application in
Barrett�s surveillance.
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33.2.1.5 Summary
The understanding of the physical correlation of spectroscopic data and tissue
morphology continues to evolve. A correlation with genomic instability both at the
site of biopsy and from a field effect has now been shown. In addition, the recent
introduction of both CLE and OCTallows real-time in vivo assessment at the cellular
level. These advances in optical diagnostics may pave the way for a new strategy in
Barrett�s surveillance, whereby a multimodal approach would allow the endoscopist
to quantify accurately an individual�s risk of progression to cancer in vivo. Further-
more, as endoscopic therapy becomes more commonly employed as a first-line
treatment for dysplasia and early cancer in BE, so too will there be a need for accurate
assessment of themucosa, both prior to and after therapy. Indeed, it may be possible
for real-time management decisions to be made at endoscopy, based on information
from thesemodalities. Ultimately, the adoption of these advanced optical techniques
as standard practice will be based on ease of use, diagnostic accuracy, and cost.

33.3
Therapy

33.3.1
Argon Plasma Coagulation

Argon plasma coagulation (APC) is a noncontact technique in which monopolar
energy is delivered to tissue using ionized argon gas, via a probe held a few
millimeters from the target surface. There are many studies that report short-term
success rates for complete reversal of dysplasia and metaplasia of between 60 and
100%, with efficacy apparently dependent on the power used and total energy
delivered to the tissue [45–50]. The long-term efficacy of APC is questionable,
however, with recurrence rates as high as 66% in one study [51]. This may be a
consequence of the relatively superficial injury inflicted by APC, and also the
inherent difficulty in applying the energy uniformly over the area of abnormal
mucosa. Serious adverse events reported include esophageal perforations, pneumo-
mediastinum, strictures (4–9%), and significant gastrointestinal bleeding following
therapy at higher powers (60–90W) in 4–9% [48, 52]. These complication rates, and
the introduction of newer ablation techniques, have rendered APC largely obsolete
for the eradication of BE, although APC could still be used to eliminate small islands
of Barrett�s metaplasia [53].

33.3.2
Photodynamic Therapy

PDT is a field ablation technique that is potentially an effective lower risk alternative
to esophagectomy for the treatment of HGD in BE. It is a two step, nonthermal,
photochemical process, which requires the interaction of a photosensitizer, light,
and oxygen.
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Thefirst step is the administration of the chemical photosensitizer,which becomes
concentrated in the abnormal target tissue. The majority of PDT photosensitizers
possess a heterocyclic ring structure similar to that of either chlorophyll (chlorine-
based photosensitizers) or, more commonly, heme (porphyrin-based photosensiti-
zers). The second step is the application of visible light of appropriate wavelength and
energy, which photoactivates the porphyrin molecule. The resulting production of
cytotoxic singlet oxygen, or superoxide, contributes to the destruction of the abnor-
mal cells where it is concentrated [54]. The most commonly used PDT light sources
are lasers as they produce high-power monochromatic light of a specific wavelength
with a narrow bandwidth that can be matched to the absorption peak for specific
photosensitizers.

Many parameters may be varied to obtain optimal conditions for PDT, including
drug dose, light power, total energy delivered, wavelength of activating light, and the
time interval between photosensitizer administration and activation (drug–light
interval). Hence, although there are many photosensitizers under development,
only the first-generation hematoporphyrin derivative Photofrin (porfimer sodium;
AxcanPharma Inc.), has received Food andDrugAdministration (FDA) andNational
Institute for Health and Clinical Excellence (NICE) approval for the treatment of BE.
Both Levulan (5-aminolevulinic acid HCl; DUSA Pharmaceuticals, Inc.) and Foscan
(temoporfin, m-tetrahydroxyphenylchlorin, mTHPC; Biolitec AG) have been inves-
tigated and the results of clinical trials are summarized below.

33.3.2.1 Photofrin
Photofrin is a hematoporphyrin derivative (HpD), a mixture of different porphyrins,
and dihematoporphyrin ester (DHE). NICE approved Photofrin PDT for treating
HGD in BE in 2006. The drug is administered by intravenous injection, 3 days prior
to therapy, at a dose of 2mg kg�1 body weight. Photofrin is activated by 630 nm laser
light, typically by using a balloon-based cylindricalfiber-optic diffuser (e.g.,WizardX-
cell balloon) that is placed endoscopically in the esophageal lumen, and inflated so as
to hold position and flatten the esophageal folds [55]. Photosensitivity lasts up to 3
months after drug delivery.

Clinical Studies Early studies of cohort series demonstrated encouraging results for
ablation of BE, with reversal of HGD in 88–95% [56–58]. Amulticenter, international
randomized controlled trial of 200 patients with high-grade dysplasia in BE con-
firmed the effectiveness of Photofrin PDT [59, 60]. Patients were randomized in a 2:1
ratio to either Photofrin PDT and a proton pump inhibitor (PPI), or PPI alone.
Complete reversal of high-grade dysplasia (CR-HGD) at 1 year was achieved with
Photofrin PDT in 71% versus 30% in the control group (p< 0.001). In the follow-up
evaluation at 5 years, CR-HGDwas 59% compared with 5% in the control arm [60]. A
significant decreased incidence of esophageal adenocarcinoma (13% with Photofrin
PDT, 28% with PPI alone) was reported as a secondary end point.

A retrospective study of 199 patients with HGD in BE compared outcomes of
Photofrin PDTversus surgery [61]. There was no significant difference in long-term
survival, with overall mortality 9% (11/129) for PDT and 8.5% (6/70) in the
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esophagectomy group, over a median 5 years of follow-up. None of the patients
treated either with surgery or PDTdied from esophageal cancer. Amore recent study
from the same group, comparing outcomes for early intramucosal cancer with PDT
plus endoscopicmucosal resection versus surgery, came to a similar conclusion [62].

Several studies have evaluated the cost-effectiveness of PDT, and all have found
that Photofrin PDT for HGD is cost-effective in terms of quality-adjusted life-years
compared with esophagectomy [63–65].

Adverse Events Two common side effects of PDT using Photofrin are skin photo-
sensitivity reactions and esophageal strictures. Photosensitivity can occur up to 3
months after treatment and is reported inmore than 60%of patients. This can lead to
severe burns requiring hospital admission and patients are advised to undertake
strict light precautions after therapy. In a randomized controlled trial severity was
graded as mild in 66%, moderate in 24%, and severe in 1% [59].

As Photofrin is taken up by both the esophageal mucosa and the submucosa, the
associated esophageal stricture rate is high: 22% with one treatment and rising to
50%withmultiple treatments [56, 66]. Several studies have investigatedways to lower
this stricture rate. In a nonblinded dosimetry study, there was a threefold decrease in
severe stricture occurrence when light doses below 115 J cm�1 (105–85 J cm�1) were
used [67]. This occurred, however, at the expense of a reduction in efficacy for ablation
ofHGDand intramucosal cancer. The samegroup evaluated the effect of oral steroids
after PDT, but this intervention did not reduce the incidence of stricture
formation [57].

Other adverse events include pleural effusions, atrial fibrillation [68], nausea and
vomiting, and odynophagia. These complications significantly affect the acceptability
of Photofrin PDT.

33.3.2.2 Levulan
Levulan is the chemically stable hydrochloride salt of 5-ALA, a naturally occurring
five-carbon amino ketone carboxylic acid. It is a recent drug that has come into
prominence over the last decade for its potential use in the PDTof superficial, benign,
andmalignant skin disorders. ALA is not a new chemical entity, however. It is present
in virtually all human cells as the first committed intermediate of the biochemical
pathway resulting in heme synthesis in humans and chlorophyll in plants. It differs
from other types of PDT in that it is not a preformed photosensitizer, but instead a
metabolic precursor of the endogenously formed photosensitizer PpIX. The human
body is estimated to synthesize 350mg of ALAper day to support endogenous heme
production. The synthesis of ALA is normally tightly controlled by feedback inhi-
bition of ALA synthetase, presumably by intracellular heme levels. ALA, when
provided to the cell, bypasses this control point and enters the heme synthesis
pathway, which results in the accumulation of PpIX. As in the chemical chain from
ALA to heme, the rate-limiting step is the final conversion of PpIX to heme [69]. Free
PpIX, unlike heme, does not appear to have intrinsic biological activity. However,
PpIX is a potent natural photosensitizer, and irradiation of tissues that have been
photosensitized, at sufficient dose rates and doses of light, can lead to significant
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photodynamic effects on cells, subcellular elements, and macromolecules via pro-
duction of singlet oxygen [70].

Clinical Studies The first study of ALA PDT forHGD in BE treated five patients with
a median segment length of 5 cm [71]. Oral ALA 60mg kg�1 was administered,
followed by 630 nm laser light via a 3 cmcylinder diffuser-tippedfiber optic at a power
density of 150mWcm�2 and an energy fluence of 90–150 J cm�2. All healed with
squamous regeneration. Two patients were found to have BE buried beneath
squamous islands (buried glands), although no remaining HGD was identified.

Gossner et al. treated 32 patients with ALAPDTusing 60mg kg�1 ALA given orally
and 635 nm laser light delivered 4–6 h after drug dosing through a 2 cm cylinder
diffuser-tipped fiber optic at a power density of 100mWcm�2 to a light dose of
150 J cm�2 [72]. As no balloon size was published, however, it is not possible to
establish dosimetry. Ten patients had HGD and the remainder mucosal cancer.
Patients weremaintained on omeprazole for the duration of the study. Dysplasia was
eradicated in all patients withHGD, and therewas complete remission of the cancers
in 17/22 patients (77%), giving an overall success rate of 27/32 (84%). This remission
was maintained during follow-up of 1–30 months (mean 9.9 months). Squamous
regeneration was seen in 68%, although the presence of nondysplastic buried glands
was noted in some patients. A mean of 1.7 treatment sessions was required for the
eradication of mucosal tumors. Of note, no tumor more than 2mm in depth was
included in the study.

In the only double-blind, randomized, placebo-controlled study reported for BE
with LGD, 36 patients were randomized to receive oral ALA (30mg kg�1) or
placebo [73]. This was followed 4 hours later by endoscopy and treatment of up to
6 cm of BE using green (514 nm) light. Green light is potentially advantageous as it is
more strongly absorbed by the mucosa, although the depth of effect is less. A
response was seen in 16/18 (89%) of patients in the ALA group, with a median area
decrease of BE of 30% (range 0–60%). In the placebo group, amedian area decrease of
0% was seen (range 0–10%). Of those who responded in the ALA PDT group, all
maintained regression to normal squamous epithelium over the entire 24 month
follow-up period, and no dysplasia was observed in the treated areas of BE which
remained. In the placebo group, persistent LGDwas found in 12/18 (67%) of patients
followed for 24 months (p < 0.001). Although this study is encouraging, there are
significant problems in performing studies in patients with LGD as there is a low
intra- and inter-observer agreement on the diagnosis between pathologists [9, 74]. In
this study, although the presence of LGD was confirmed by two independent
pathologists, it was only at a single time point prior to PDT.

The optimum parameters for ALA PDTwere demonstrated in a series of studies
at our center. We recognized that when using a diffuser fiber to deliver light to a
length of BE, the total energy delivered was best expressed per centimeter length of
BE treated rather than in J cm�2, as the latter measure varied depending on the size
of the balloon used, whereas the total number of cells treated did not. When using
60mgkg�1 ALA with red laser light, a light dose of less than 1000 J cm�1 was less
effective than this highest light dose [75]. In a randomized controlled trial of 27
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patients, we went on to demonstrate that red laser light (635 nm) was more effective
than green laser light (512 nm) when using ALA 60mgkg�1 [76]. Additionally,
patients receiving 30mg kg�1 of ALA relapsed to HGD significantly more fre-
quently than those receiving 60mg kg�1. Kaplan–Meier analysis of the 21 patients
who were subsequently treated with this optimal regimen demonstrated an
eradication rate of 89% for HGD and a cancer-free proportion of 96% at 36
months� follow-up.

The first long-term results of ALA PDT in patients with HGD were described by
Pech et al. [77]. This was a 6 year observational study that evaluated both efficacy
and survival rates of 35 patients with a total of 44 ALA PDT procedures. All
patients received 60mgkg�1 ALA activated by red laser light. Complete remission
was achieved in 34 of 35 (97%) of patients with HGD. Only 6% of patients with
HGD had progression to cancer during the median follow-up period of 37 months.
Six patients (18%) developed a metachronous lesion, and five of these underwent
successful repeat treatment. The calculated 5 year survival was 97%. A further 31
patients with intramucosal cancer were studied with a total of 38 PDT treatments
carried out; 29% had recurrence of metachronous lesions during the median
follow-up period of 37 months. The calculated 5 year survival in this group
was 80%.

Adverse Events Esophageal strictures following ALA occur less commonly than
with Photofrin, as the drug is mostly converted to PpIX in the mucosa [78].
Photosensitivity reactions are rare and often mild as patients are sensitive to light
for only 36 h. More common adverse reactions from oral ALA are nausea and
vomiting and transient increases in serum aspartate aminotransferase (AST) [79].
Other serious adverse reactions reported to date include hypotension andunmasking
of angina pectoris, although these appear to be self-limited and manageable in an
inpatient setting.

There has been one case of acute neuropathy reported after ALA [80]. The authors
surmised that the patient likely had a silent porphyria prior to treatment. On the basis
of available evidence, current doses used in PDT are highly unlikely to result in
neurologic or other systemic toxicologic findings.

Two early deaths have been reported following ALA PDT in two separate stud-
ies [81, 82]. One death was reported as occurring 24 h post-PDT in a patient who was
treated in an ambulatory setting. The patient was randomized to receive 13-cis-
retinoic acid 14 days prior to treatment with ALA PDT and died of acute cardiopul-
monary failure; autopsy revealed aspiration pneumonitis [81]. The cause of death in
the other study was not identified but also occurred the day after ALA PDTwhich had
been done in an ambulatory setting. In our view, ALA PDT should be limited to
inpatients.

33.3.2.3 Foscan
Foscan (m-tetrahydroxyphenylchlorin or mTHPC) is a powerful photosensitizer
approved in Europe for the palliative treatment of advanced squamous cell carcinoma
of the head and neck. Foscan is administered by intravenous injection after a

33.3 Therapy j533



drug–light interval of 4 days at a wavelength of 652 nm (Summary of Product
Characteristics, biolitec Pharma).

Clinical Studies Javaid et al. in 2002, successfully treated five out of seven patients
withHGDor intramucosal cancer at amedian follow-up of 1 year [83]. Another study
reported successfully treating 12/12 patientswithHGDor intramucosal cancer using
green light to activate Foscan for PDTwith amedian follow-up of 18months. Just one
patient required further PDT and this was successful [84].

Our center has reported a nonrandomized study of 19 patients treated with Foscan
PDTwhich compared red and green light activation via a diffuser balloon and a bare-
tipped fiber activated by red light [85]. Seven had HGD and 12 had intramucosal
cancer; all were unfit for surgery. The red light diffuser group achieved CR-HGD of
70% (4/6 patientswith cancer and 3/4withHGD); 0/3 patients achieved remission in
the green light group. When using the bare-tipped fiber, there was one procedure-
related death as described below and only 1/5 patients with cancers were successfully
treated. Two others were downgraded to HGD.

Adverse Events There have been two esophageal perforations reported with Foscan
PDT, from taking multiple biopsy specimens too soon after therapy [85]. Additional
contributory factors were that one patient received a very high light dose to a single
area, and the other patient had received Nd:YAG laser irradiation prior to treatment.
Skin photosensitivity is comparable to that with Photofrin, up to 1 month after
treatment. Stricture formation occurred in 13% (5/38) of patients presented in the
three studies above. Foscan is mainly distributed in the submucosa, although more
drug is found in the mucosa than with Photofrin [86].

In summary, although isolated studies showed promising initial results of Foscan
PDT for HGD in BE, long-term efficacy and safety data are lacking. The data on the
use of Foscan for intramucosal cancers are inferior to those with newer techniques
for these lesions (EndoscopeMucosel Resection) and serious adverse events aremore
common. For these reasons, Foscan PDT is rarely used for the treatment of BE.

33.3.3
Radiofrequency Ablation

Radiofrequency ablation (RFA) using the HALO System (Barrx Medical, Sunnyvale,
CA, USA) is a new technique for field ablation in the esophagus. The HALO System
uses ultra-short pulse radiofrequency energy that delivers a constant power density of
40Wcm�2 and energy density 10–15 J cm�2. A uniform ablation depth of 0.5–1mm
is achieved, thereby affecting themucosa while preserving the submucosa. There are
two devices, a balloon-mounted electrode for field ablation (HALO360) and a smaller
paddle device for focal ablation (HALO90). All catheters are single-use disposable
devices. Clinical trials in the United States and Europe have suggested that it is safe
and effective for treating nondysplastic BE, LGD, and HGD. The HALO Ablation
Systemwasmost recently reviewed by the FDA in 2006, although the device has been
cleared for human use since 2001. These devices also have a Conformit�e Europ�eene
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(CE)mark for use in Europe and have recently been approved in theUnited Kingdom
by NICE for the treatment of HGD arising in BE. The technical setup is simpler than
in PDT, with no need for drug administration or hospital admission.

33.3.3.1 Clinical Studies
A randomized controlled trial of 127 patients (63withHGDand 64with LGD) treated
by RFA or a shamprocedure reported complete eradication of BE in 77% (65/84) and
2% (1/43) of patients, respectively, at 12month follow-up (p< 0.001) [87]. The rate of
progression fromHGD to cancer was significantly lower in those patients treated by
RFA than those treated by shamprocedure at 12month follow-up [2% (1/42) and 19%
(4/21), respectively] (p¼ 0.04). No LGDpatients progressed to cancer in either group.
AUnited States Registry has reported efficacy data on 92 patients with HGD treated
by RFA with at least one follow-up endoscopy [88]. Among those patients, CR-HGD
was 90% (83/92) at amedian 1 year follow-up; 80% (74/92) had no dysplasia and 54%
(50/92) had complete reversal of BEwith no intestinal metaplasia. Other cases series
have reported CR-HGD rates between 79 and 100% at 12months [89, 90]. Long-term
follow-up data, however, are currently lacking.

33.3.3.2 Adverse Events
Perhaps the largest study on safety experience with HALO RFA was of 508
procedures in the United States, with no serious adverse events [91]. Symptom
diaries showedmild and transient symptoms after ablation which generally resolved
by day 4.Within the randomized controlled trial, adverse events included esophageal
stricture formation (6% per patient), gastrointestinal bleeding (1% per patient), and
chest pain requiring hospitalization (2% per patient) [87].

33.3.4
Subsquamous specialized intestinal metaplasia SSIM

A concern following all ablative therapies is the partial treatment of Barrett�s
epithelium with healing and squamous regeneration over the top of the Barrett�s
mucosa, which is hidden from the endoscopist at follow-up, so-called subsquamous
specialized intestinal metaplasia (SSIM). The presence of SSIM is reported fol-
lowing all ablative therapies, with a frequency of 0–40% after PDT and 0–60% after
APC. There have been several case reports of adenocarcinoma arising unnoticed
underneath normal squamous tissue, at a rate of 0–3.7% [56, 66, 72]. One case
series of 52 patients undergoing Photofrin PDT found the rate to be as high as
35.1% [92]. A more recent study, the largest of SSIM to date, evaluated 33 000
esophageal biopsies in patients undergoing PDTwithin a randomized trial [93]. The
rate of SSIM was 5.8–30% of patients treated, but a similar frequency was found in
the group treated with PPI alone (2.9–33%). In a recent randomized controlled trial
of a new ablative therapy, radiofrequency ablation, the frequency of SSIM was
reduced post-therapy (from 25 to 5%) and increased in the PPI alone group (from
25 to 40%) [87]. Other studies have shown that the neoplastic potential of SSIM
post-PDT, as measured by Ki67 (a proliferative marker) and DNA ploidy, may be
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lower than that of pre-PDT SSIM [94]. The significance of SSIM is yet to be
determined.

33.4
Conclusion

The emergence of endoscopic therapy for the treatment of HGD in BE has been
paralleled by studies into the use of PDT and APC. These techniques have been
shown to be effective in reversing dysplasia and present a viable alternative to
esophagectomy.More recent techniques for ablation of Barrett�s epithelium are RFA
and cryospray ablation with liquid nitrogen, which has shown promising results in
single-center studies [95]. These techniques are potentially advantageous over PDT,
with no need for drug administration, hospital admission, or general anesthetic,
meaning that patients can have the procedure as a day case. Initial efficacy and safety
data are promising, although long-term follow-up data are currently unavailable.

Dysplasia is, however, an imperfectmarker of cancer risk and convincing evidence
of long-term cancer prevention is lacking. Questions also remain regarding the long-
term durability of the ablated Barrett�s mucosa, and there is much interest in the use
of biomarkers as surrogate prognostic biomarkers. Genetic abnormalities, including
DNA ploidy, p16, and proliferation markers, have been shown to persist post-PDT
and predict recurrent dysplasia [96–98]. Prospective studies on the use of biomarkers
to guide further treatment and surveillance intervals are awaited.

In conclusion, endoscopically delivered minimally invasive therapy presents a
viable alternative to surgery for patients with HGD in BE. Which therapy is chosen
will depend on many factors, including regional availability, institutional expertise,
cost, and ultimately patient acceptability.
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34
Noninvasive Fluorescence Imaging in Rheumatoid Arthritis –
Animal Studies and Clinical Applications
Andreas Wunder and Bernd Ebert

34.1
Introduction

In rheumatoid arthritis (RA), most of the noninvasive imaging techniques in clinical
use visualize anatomic, physiologic, or metabolic heterogeneity rather than identi-
fying specific cellular or molecular events that underlie the disease. Most imaging
agents used are unspecific. In consequence, the methods used in the clinic report
relatively late in the course of the disease, assessment of disease activity and early
monitoring of treatment response are challenging, and little or no information about
cellular and molecular mechanisms is provided [1–4]. More specific imaging
methods are urgently needed. Such techniques are highly relevant not only clinically,
but also as tools for arthritis research in animal disease models [5–7]. It has been
shown that new imaging agents that bind specifically to molecules crucially involved
in the pathophysiology of the disease permit the visualization, characterization, and
quantification of molecular and cellular processes noninvasively within intact living
organisms. Such compounds have been developed and are under development for
different imaging techniques, including positron emission tomography (PET), single
photon emission computed tomography (SPECT), magnetic resonance tomography
(MRT), ultrasound (US), and optical imaging techniques [8–10]. In this chapter, we
describe the use of fluorescent imaging agents and noninvasive fluorescence
imaging techniques for the visualization of arthritis in animal disease models and
we discuss possible clinical applications of fluorescence imaging in RA.

34.2
Non-Invasive Fluorescence Imaging Techniques and Fluorescent Imaging Agents

Noninvasive fluorescence imaging techniques are increasingly important tools in
biomedical research. Thus, fluorescence imaging systems aremost frequently found
in research facilities. Several fluorescence imaging systems for small animals with
different characteristics are commercially available. These systems are comparatively
simple. They consist of one ore more light sources for excitation of fluorochromes
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and one or more fluorescence detectors, mostly a highly sensitive charge-coupled
device (CCD) camera [11]. The major advantage of fluorescence imaging methods is
their high sensitivity. Very small amounts (in the range of nanomoles to femtomoles
or less) of an injected fluorochrome located inside the body of laboratory animals can
be detected. Furthermore, fluorescence imaging techniques are fast, easy to use, and
inexpensive. The major disadvantages of fluorescence imaging techniques are a
comparatively low spatial resolution (in the range of millimeters) and depth limit (in
the range of centimeters if near-infrared light is used), attributed to absorption and
scattering of light in biological tissue.Moreover, absolute quantitation of the imaging
signal is challenging [11–13].

Numerous fluorescent imaging agents have been developed, permitting the
visualization of a series of biological processes such as increased vessel perme-
ability or tissue perfusion, blood flow, hypoxia, proliferation, cell death, enzyme
activity, receptor expression, cell migration, and many more. In most of these
studies, the fluorescent imaging agents used absorb and emit light in the near-
infrared fluorescence (NIRF) range, because in this spectral range the penetration
depth of light is comparatively high and the tissue autofluorescence is compara-
tively low [14, 15].

Fluorescent imaging agents have been successfully used to study physiology and
pathophysiology in different animal disease models, including animal models of
cancer [16], vascular diseases [17] such as atherosclerosis [18] and stroke [19], aswell
as arthritis [20]. Currently, two fluorescent dyes are clinically approved: indocya-
nine green (ICG), an NIRF dye, and the red fluorescent protoporphyrin IX, which
generates from the precursor d-aminolevulinic acid (ALA). These compounds are
relatively small molecules of low molecular weight (775 and 168Da, respectively).
ICG is used clinically in, for instance, angiography [21, 22]. ALA can be applied for
the fluorescence diagnosis or for fluorescence-guided resection of both premalig-
nant and nonmalignant diseases [23]. Recently, a pilot study using fluorescence
imaging after systemic administration of the fluorescent dye ICG in patients with
RA was reported [24]. Further, a fluorescence camera device, Xiralite (mivenion,
Berlin, Germany), designed for ICG imaging of patients has been developed.
In the following, we first describe the use of noninvasive fluorescence imaging
and fluorescent imaging agents in arthritis models. We then describe
clinical approaches, followed by a critical overview of fluorescence imaging in
arthritis.

34.3
Experimental Studies in Arthritis Models

Imaging agents can be classified into three different groups: nonspecific, targeted,
and activatable probes. All three classes of probes have been evaluated in animal
models of arthritis. Nonspecific probes do not have a specificity for a certain
molecular target. They can be used to assess, for instance, perfusion, blood flow,
or the extravasation through blood–tissue barriers. Targeted probes are characterized

548j 34 Noninvasive Fluorescence Imaging in Rheumatoid Arthritis



by specific binding to a certain molecular target, for example, a receptor. With these
probes, the presence of a specific molecular target can be visualized. In contrast to
nonspecific and targeted probes, activatable or �smart� sensor probes do not give a
signal in the injected state: only after interaction with a certainmolecular target is the
signal activated. Examples are enzyme-activatable probes, which are activated upon
cleavage by the target enzyme. Owing to the low background, this strategy results in
excellent signal-to-noise ratios [5].

34.3.1
Nonspecific Fluorescent Imaging Agents in Arthritis Models

In several approaches, nonspecific fluorescent imaging agents were administered
to animals with arthritis and thereafter noninvasive fluorescence imaging was
performed. The idea behind using nonspecific imaging agents in arthritis is that
inflamed joints show a an increased perfusion, a higher rate of extravasation, and a
large number of cells with increased metabolism and phagocytosis, which
increases the retention of injected compounds in tissues. The interplay of these
parameters leads to contrast generation in inflamed joints compared with normal
joints [25–27].

Hansch et al. injected the NIRF dye Cy5.5 intravenously into mice with antigen-
induced arthritis (AIA). Noninvasive NIRF imaging was performed at different time
points after administration of the fluorochrome. Fluorescence intensities of arthritic
and normal knee joints by region of interest (ROI) analysis were estimated [25].
Figure 34.1a shows that significantly higher fluorescence intensities were found in
inflamed knee joints compared with normal knee joints between 2 and 72 h after
injection of the nonspecific dye. The ratios between inflamed and normal knee joints
that could be achieved in this setting were never higher than 2, decreasing after 24 h.
Thefluorochromeused in this approach is highly water soluble and has a comparably
short half-life in blood (in the range of a few hours). The dye binds in vivo to serum
proteins, mainly to albumin, and is therefore protected from an even more rapid
excretion by the kidneys. By covalent binding of fluorochromes to macromolecular
carriers, the contrast between inflamed and normal joints can be increased signi-
ficantly. Moreover, the contrast decreases less rapidly. In mice with collagen-induced
arthritis (CIA), we could demonstrate strong fluorescence in inflamed toes and paws
after injection of albumin labeled with aminofluorescein [26]. The high fluorescence
intensity in inflamed toes and paws could easily be documented by taking pictures
with a conventional camera and a slide film, as shown in Figure 34.1b. The
pharmacokinetic data after radiolabeling of the protein showed a 6–7-fold higher
uptake in inflamed paws compared with normal paws even 48 h after injection.
Fischer et al. evaluated two nonspecific NIRF dyes, indocyanine green (ICG) and a
hydrophilic carbocyanine derivative, SIDAG [1,10-bis(4-sulfobutyl)indotricarbocya-
nine-5,50-dicarboxylic acid diglucamide monosodium salt], in a mouse model of
Borrelia-induced Lyme arthritis [27]. ICG is a lipophilic fluorochrome, which is
rapidly cleared by the liver [21, 22]. The dye is characterized by high plasma protein
binding (98%), whereas themore hydrophilic fluorochrome SIDAGalso used in this
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study shows plasma protein binding of only 10% [27]. As shown in Figure 34.2, the
pharmacokinetic behavior of the two dyes differs significantly. After injection of ICG,
the fluorescence intensity in inflamed and normal joints increased rapidly within the
first few seconds after injection and started to decrease about 60 s after injection. The
washout of ICG from inflamed joints compared with normal joints was surprisingly
even faster. After injection of ICG, significantly lower fluorescence intensities were
found in the joints comparedwith joints ofmice injectedwith SIDAG.After injection
of SIDAG, fluorescence intensities in inflamed and normal joints increased within

Figure 34.1 Noninvasive visualization of
arthritis in animal models using nonspecific
fluorescent imaging probes (Cy5.5 and
fluorescently labeled albumin). (a) Noninvasive
NIRF image of a mouse with AIA affecting the
right knee joint taken 2 h after i.v. injection of the
nonspecific NIRF dye Cy5.5. The knee joint
affected by arthritis shows a higher fluorescence
intensity than the normal knee joint. The time-
dependent fluorescence signal intensities in
arthritic and contralateral joints are depicted in
the graph. Significantly higher fluorescence
intensities were found in inflamed knee joints
compared with normal knee joints between 2
and 72 h after injection. Ratios between
inflamed knee joints compared with normal
knee joints were about 2 or less, decreasing
rapidly. Adapted with permission from [25]. (b)
Noninvasive white light (left) and fluorescence

image (right) of a paw of a mouse with CIA
affecting three toes (indicated by asterisks) 3 h
after injection of human serum albumin (HSA)
labeled with aminofluorescein, a green
fluorescent dye. Only toes affected by arthritis
showed strong fluorescence demonstrating the
high rate of albumin accumulation in inflamed
toes. The uptake kinetics of radiolabeled HSA
([111In]-DTPA-HSA) and radiolabeledmethotrex
at ([3H]-MTX) in hind paws of mice with and
without CIA after i.v. injection is shown in the
graph (percentage of the initially administered
radioactivity). Significant amounts of albumin
accumulated in arthritic hind paws, exceeding
the uptake in noninflamed hind paws by 6–7-
fold. In contrast, uptake of radiolabeled MTX in
arthritic hind paws was found to be significantly
less, decreasing rapidly over time. Adapted with
permission from [26].
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the observation time of 120 s, with a stronger increase in inflamed joints. The ratios
between inflamed andnormal jointswere about 2. Thehighest ratiosweremeasure at
24 h after injection. In most animals with Lyme arthritis, no cartilage destruction at
the time of imagingwas observed, indicating that early stages can be imagedwith this
technique.

Taking the results of these three studies together, it has been demonstrated that in
arthriticmiceacceptable ratiosbetweeninflamedandnormal jointscanbeachievedby
injection of nonspecific imaging agents. Thismight help in the diagnosis of arthritis.
The feasibility of diagnosing early stages of arthritis with such nonspecific imaging
agents has to be further supported. The results of these three studies tell one more
important story: all approaches with specific compounds need a careful evaluation of
the extent to which unspecific distribution contributes to the signal. This is especially
true under inflammatory conditions, where this effect can be substantial.

34.3.2
Targeted Fluorescent Imaging Agents in Arthritis Models

Numerous fluorescently labeled ligands that bind specifically to target molecules
involved in the pathophysiology of diseases have been developed and evaluated in

Figure 34.2 Noninvasive visualization of
arthritis in animal models using nonspecific
fluorescent imaging probes (ICG and a
hydrophilic carbocyanine derivative called
SIDAG). Color-coded noninvasive NIRF images
ofmicewithBorrelia-induced Lymearthritis after
intravenous injection of ICG (a) or SIDAG (b).
The graphs show the time course of the
measured fluorescence intensities over normal
and arthritic ankle joints after injection of the

two compounds in two different doses. Mice
injected with ICG showed a rapid increase in
fluorescence intensity over both inflamed and
normal joints, decreasing about 60 s after
injection. In contrast, in mice injected with
SIDAG, significantly higher fluorescence
intensities were detected in inflamed joints
comparedwith normal joints. The ratio between
inflamed and normal joints increased over time.
Adapted with permission from [27].
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different animal disease models, including cancer models, models for vascular
diseases, and arthritis models [16–20]. Some examples of the use of targeted
fluorescence imaging probes in arthritis models are described in the following:

In patients with RA, it has been shown that the nonepithelial isoform beta of the
folate receptor is expressed on activated but not on resting synovial macrophages.
Against this background, Chen et al. [28] evaluated NIRF-labeled folate receptor
targeted imaging probe followed by noninvasive NIRF imaging in two different
arthritis models: arthritis induced by intra-articular injection of lipopolysaccharide
(LPS) and the KRN serum transfer model. After intravenous injection of the targeted
imaging agent and noninvasive NIRF imaging, the authors found about twofold
higher fluorescence intensities in the inflamed joints compared with normal joints.
As a control, the free, uncoupled NIRF dye was used (see Figure 34.3a). The authors
concluded that this folate receptor targeted imaging method might facilitate
improved arthritis diagnosis, especially at early stages, by providing an in vivo
characterization of active macrophage status in inflammatory joint diseases. More-
over, the presented technique might also be helpful in the evaluation of anti-
inflammatory treatment [28].

Sensitive imaging strategies for monitoring treatment response would indeed be
valuable for facilitating appropriate therapy and dosing, evaluating clinical outcome,
and developing more effective drugs in RA. In mice with CIA, we evaluated NIRF-
labeled annexin Vas a marker for treatment response to methotrexate (MTX), one of
the most commonly used drugs in the treatment of RA [29]. Annexin V binds tightly
and specifically to phosphatidylserine (PS). In normal cells, PS is almost exclusively
restricted to the inner leaflet of the cell membrane. When cells die by apoptosis or
necrosis, exposure of PS occurs. Therefore, annexinV is a suitablemarker for specific
imaging of cell death, which has been shown in several animal diseasemodels and in
patients with different diseases using different imaging modalities (for a review,
see [30]). Three hours after injection of NIRF-labeled annexin V and noninvasive
NIRF imaging, arthritic paws of MTX-treated mice showed a sevenfold higher
fluorescence intensity than arthritic paws of untreated mice and a fourfold higher
fluorescence intensity than non-arthritic paws of MTX-treated mice. With this
approach, we could demonstrate that fluorescent annexin V and NIRF imaging can
be used successfully to monitor response to treatment in a mouse model of RA [29].

Vollmer et al. investigated a fluorescently labeled single-chain antibody fragment
covalently linked to the NIRF dye tetrasulfocyanine (TSC), which binds with high
specificity to the extracellular domain B (ED-B) of the extracellular matrix protein
fibronectin, as a targeted imaging probe in rats with CIA [31]. ED-B is a highly
conserved domain that occurs after alternative splicing, for instance during vascular
remodeling processes such as angiogenesis. Since the hallmark of RA is synovitis
leading to both angiogenesis in the synovium and the promotion of cartilage and
bone disruption, the antibody fragment might be a suitable marker in the clinical
diagnostics and in the evaluation of treatment response in RA. The authors labeled
the marker with an NIRF fluorochrome, injected the labeled compound intrave-
nously into rats with andwithout CIA, and performednoninvasiveNIRF imaging. As
a control, ovalbumin labeled with the same NIRF dye was used. Fluorescence
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intensity ratios between inflamed joints and the nose of the animals were about 4–6-
fold for the antibody fragment and about twofold for ovalbumin.

34.3.3
Activatable Fluorescent Imaging Agents in Arthritis Models

Activatable imaging agents based on different principles have been developed
for different imaging modalities, including magnetic resonance imaging (MRI) and

Figure 34.3 Noninvasive visualization of
arthritis in animal models using targeted (folate
receptor) and activatable (matrix degrading
enzymes) fluorescent imaging probes. (a) Non-
invasive white light, NIRF image, and color-
coded merged image of a mouse that received
an intra-articular injection of LPS into the left
ankle joint. Images were taken 24 h after i.v.
injection of a folate receptor-targeted NIRF
imaging probe. In the graph, the time course of
the enhancement ratios (fluorescence intensity
over the inflamed joint divided by the
fluorescence intensity over the opposite joint)
after injection of the targeted imaging probe
(highest ratio: 2.3:1) and free, uncoupled NIRF
dye as a control is depicted. Adapted with
permission from [28]. (b) Color-coded
noninvasive NIRF images superimposed on

white light images of untreated (upper row) and
MTX-treated (bottom row) mice with collagen-
induced arthritis (CIA) affecting the right hind
paw (left) or toes of the left fore paw (right; red
arrowheads) 24 h after i.v. injection of a �smart�
fluorescence imaging probe that is activated by
proteases such as cathepsin B. The time course
of the fluorescence intensities in arthritic paws
of untreated and MTX-treated mice and
nonarthritic paws of untreated mice after probe
injection is shown in the graph. Inflamed paws
of untreated arthritic mice showed a sevenfold
higher fluorescence intensity than paws of
untreated healthy mice at 24 h. MTX treatment
significantly reduced the fluorescence
intensities from arthritic paws compared with
untreated mice at 6, 12, and 24 hours. Adapted
with permission from [34].
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optical imaging, targeting different processes, including enzyme activity [32, 33].
Matrix-degrading enzymes such as matrix metalloproteinases (MMPs) and cathe-
psins have a substantial role in arthritic joint destruction. Using an enzyme-cleavable
NIRF imaging agent that can be activated by cathepsins, we were able to visualize the
presence of these enzymes in inflamed joints of mice with CIA noninvasively.
Fluorescence intensities were 5–7-fold higher in inflamed compared with normal
paws or toes 24 h after injection. With this approach, we could also show that the
probe can be used for early monitoring of treatment response to MTX (see
Figure 34.3b). The design of this imaging agent nicely illustrates how activatable
probes work in principle: multiple Cy5.5 fluorochromes are bound to a graft
copolymer backbone of polylysine, to which methoxypolyethylene glycol (MPEG)
side chains are attached. Owing to interactions between the fluorochromes, fluo-
rescence quenching occurs. Enzymatic cleavage of the backbone by cathepsins
releases Cy5.5 and results in activation of fluorescence [34].

RA is also characterized by high expression levels of reactive oxygen species
(ROS) and hyaluronidase, inducing progressive degradation of joint hyaluronic
acid (HA) in the extracellular matrix. Lee et al. [35] immobilized NIRF-labeled HA
on the surface of gold nanoparticles, which resulted in quenching of the fluor-
ochromes. The presence of ROS and hyaluronidase leads to activation of the
fluorescence. After intravenous injection of the particles into mice with CIA, about
fivefold higher fluorescence intensities were found in inflamed compared with
normal limbs, decreasing between 6 and 24 h after injection [35]. Similarly to our
approach described above, this activatable imaging agent might also be useful as a
marker in early detection of arthritis and for evaluation of treatment efficacy in
arthritis.

34.3.4
Monitoring Cell Migration in Arthritis Models

Noninvasivemonitoring of the fate of injected cells, also called cell tracking, is highly
relevant in biomedical research and in the clinic. Tracking the fate of implanted cells,
for example, in stem cell approaches or visualization of leukocyte trafficking, are just
two out of numerous examples (for a review, see [36]). Simon et al. [37] labeled
allogenic leukocytes with a fluorochrome called DID, a lipophilic NIRF dye, and
injected 107 fluorescent cells intravenously into rats with AIA followed by nonin-
vasive NIRF imaging. At 4 and 24 h post-injection, the fluorescence intensities of
arthritic knees were significantly higher than those of normal knees, and of arthritic
knees and knees of cortisone treated rats, decreasing between 4 and 24 h. Ratios
between arthritic and normal rat kneeswere around 2:1 or less. This study shows that
the infiltration of leukocytes into inflamed joints of rats can be visualized with
noninvasive fluorescence imaging. The authors concluded that inflammation imag-
ing with labeled leukocytes might help in the monitoring of new drugs that specific
interact with T cells and monocytes in the synovium [37].

Sutton et al. [38] labeled human mesenchymal stem cells (hMSCs) with DID, the
same dye as mentioned above. Fluorescent hMSCs (from 104 up to 107 cells) were
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administered into the peritoneum of athymic rats with an immune-mediated
polyarthritis induced by intraperitoneal injection of peptidoglycan polysaccharide.
Evaluating the noninvasive NIRF images, the authors reported that the fluorescence
intensity of arthritic ankle joints was significantly higher 24 and 48 h after injection of
the cells comparedwith normal ankle joints, decreasing at 72 h (see Figure 34.4). The
data presented led the authors to the conclusion that the described technique might
be useful for monitoring the factors that influence the survival of implanted stem
cells and therapeutic progress [38].

34.4
Clinical Applications

Optical methods have also been applied to patients with RA. For this purpose,
sophisticated imaging systemswere designed. Two basically different approaches are
described, both using near-infrared light, lasers, and highly sensitive detectors. One
strategy is the measurement of intrinsic tissue parameters such as absorption and
scattering of light in joints, which are altered under inflammatory conditions. For
detailed descriptions of techniques based on intrinsic parameters, the interested
reader is referred to [39–43]. The second approach is noninvasive NIRF imaging after
injection of a fluorescent compound. Our recent pilot study demonstrates that
noninvasive fluorescence imaging of human finger joints after systemic adminis-
tration of the nonspecific dye ICG is feasible [24]. ICG was used as a fluorochrome
because it is the only dye in the NIRF spectral range that is clinically approved. Five
patients with clinically active RA and five healthy volunteers were injected with ICG
as an intravenous bolus injection at a dose of 0.1mg kg�1, which is lower than that
used for other diagnostic investigations. After injection of the compound, fluores-
cence images of one hand were acquired over a period of 15min. All participants
underwent contrast-enhanced MRI (Gd-DTPA) 1 day before fluorescence imaging.
Figure 34.5 shows fluorescence images of RA patients and a healthy volunteer, and
also the time course of the detected fluorescence intensities in different regions of
interest. The fluorescence imaging data and the MRI data showed a good correla-
tion [24]. The results of an ongoing studywith a higher number of subjects are eagerly
awaited.

34.5
Critical Overview of Fluorescence Imaging in Arthritis

Noninvasive fluorescence imaging is a powerful tool for studying physiology and
pathophysiology in animal models of arthritis. It is easy to use, fast, and inexpensive.
If the target tissue is located superficially, highly sensitive imaging can be performed
with an acceptable spatial resolution. Rapidly increasing numbers of fluorescent
imaging agents are available, targeting different biological processes and offering
multiple opportunities in arthritis research. However, absolute quantitation in
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Figure 34.4 Monitoring cell migration in an
arthritis model with noninvasive fluorescence
imaging. Color-coded noninvasive fluorescence
images superimposed on white light images of
an athymic rat with an immune-mediated
polyarthritis inducedby intraperitoneal injection
of peptidoglycan polysaccharide before and
after i.p. injection of fluorescently labeled
hMSCs show fluorescence of the abdomen on
early post-injection images (indicated by blue
arrow) and a progressively enhanced
fluorescence of the right ankle (red arrow).

The graphs show the normalized intensity of
the fluorescence image at 4 h post-injection
within the ROI in the inguinal LN, mesenteric,
injection site, and right and left ankle joints after
background subtraction (obtained from
preinjection image) at different time points
post-injection. The fluorescence intensity of
arthritic ankle joints was significantly higher 24
and 48 h after injection of the cells compared
with normal ankle joints, decreasing at 72 h.
Reproduced with permission from [38].
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fluorescence imaging is still challenging, which is a clear disadvantage compared
with nuclear imaging methods such as PET and SPECT, especially when absolute
quantitation of the imaging signal ismandatory. Ourfirst proof-of-concept studywith
RA patients published in 2010 gives hope that in the near future noninvasive
fluorescence imaging after injection of fluorescent reporters can be performed in
the clinical routine. Especially the use of specific fluorescent reporter agents for
imaging physiology and pathophysiology at the cellular and molecular level will, in
our opinion, improve the diagnostic power, and therefore the management, of the
disease considerably. Generally, these novel tools will be helpful in evaluating disease
processes, facilitating diagnosis, and monitoring therapeutic regimens, to permit a
reliable prognosis and to support the development of new therapies. Furthermore,
the techniques promise to be safe, simple, cost-effective, and rapid. However, the
penetration depth of near-infrared light limits the applicability of fluorescence
imaging to finger and foot joints.

Figure 34.5 Noninvasive visualization of
arthritis in patients using a nonspecific
fluorescent imaging probe (ICG).
(a) Fluorescence images of a hand of a healthy
volunteer (upper row) and of a patient with
rheumatoid arthritis (lower row) after
application of ICG (0.1mg kg�1). Images were
taken 40 s (left) and 65 s (right) after injection of
ICG. (b) Location of investigated areas, that is,
ROIs indicated as white circles on the dorsal
side of the hand. The hand is shown in a

normalized false color presentation,
corresponding to the color bar at the right side.
FP, finger pad; DIP, distal interphalangeal joint;
PIP, proximal interphalangeal joint; MCP,
metacarpal phalangeal joint. (c) Temporal
behavior of 90th percentiles of the fluorescence
intensity in selected ROIs of the left forefinger of
a patient [see (b)] after injection of ICG.Only the
finger pad shows a clear arrival and washout of
the ICG bolus. Adapted with permission
from [24].

34.5 Critical Overview of Fluorescence Imaging in Arthritis j557



References

1 Fouque-Aubert, A. and Chapurlat, R.D.
(2010) A comparative review of the
different techniques to assess hand bone
damage in rheumatoid arthritis. Joint
Bone Spine, 77 (3), 212–217.

2 Yazici, Y., Sokka, T., and Pincus, T.
(2009) Radiographic measures to assess
patients with rheumatoid arthritis:
advantages and limitations. Rheum. Dis.
Clin. North Am., 35 (4), 723–729.

3 Brown, A.K. (2009) Using
ultrasonography to facilitate best practice
in diagnosis andmanagement of RA.Nat.
Rev. Rheumatol., 5 (12), 698–706.

4 Boesen, M., Østergaard, M.,
Cimmino, M.A., Kubassova, O.,
Jensen, K.E., and Bliddal, H. (2009)
MRI quantification of rheumatoid
arthritis: current knowledge and future
perspectives. Eur. J. Radiol., 71 (2),
189–196.

5 Wunder,A., Straub,R.H.,Gay, S., Funk, J.,
and M€uller-Ladner, U. (2005) Molecular
imaging: novel tools in visualizing
rheumatoid arthritis. Rheumatology
(Oxford), 44 (11), 1341–1349.

6 McBride, H.J. (2010) Nuclear imaging of
autoimmunity: focus on IBD and RA.
Autoimmunity, 43 (7), 539–549.

7 Malviya, G., Conti, F., Chianelli, M.,
Scopinaro, F., Dierckx, R.A., and Signore,
A. (2010) Molecular imaging of
rheumatoid arthritis by radiolabelled
monoclonal antibodies: new imaging
strategies to guide molecular therapies.
Eur. J. Nucl. Med. Mol. Imaging, 37 (2),
386–398.

8 Jaffer, F.A. and Weissleder, R. (2005)
Molecular imaging in the clinical arena.
JAMA, 293 (7), 855–862.

9 Massoud, T.F. and Gambhir, S.S. (2007)
Integrating noninvasive molecular
imaging into molecular medicine: an
evolving paradigm. Trends Mol. Med.,
13 (5), 183–191.

10 Contag, C.H. (2007) In vivo pathology:
seeing with molecular specificity and
cellular resolution in the living body.
Annu. Rev. Pathol., 2, 277–305.

11 Leblond, F., Davis, S.C., Vald�es, P.A.,
and Pogue, B.W. (2010) Pre-clinical

whole-body fluorescence imaging:
review of instruments, methods and
applications. J. Photochem. Photobiol. B,
98 (1), 77–94.

12 Ntziachristos, V. (2006) Fluorescence
molecular imaging. Annu. Rev. Biomed.
Eng., 8, 1–33.

13 Hilderbrand, SA. and Weissleder, R.
(2010) Near-infrared fluorescence:
application to in vivo molecular
imaging. Curr. Opin. Chem. Biol., 14 (1),
71–79.

14 Licha, K., Schirner, M., and Henry, G.
(2008) Optical agents. Handb. Exp.
Pharmacol., 185 (1), 203–222.

15 Escobedo, J.O., Rusin, O., Lim, S.,
and Strongin, R.M. (2010) NIR dyes for
bioimaging applications. Curr. Opin.
Chem. Biol., 14 (1), 64–70.

16 Pierce, M.C., Javier, D.J., and Richards-
Kortum, R. (2008) Optical contrast
agents and imaging systems for detection
and diagnosis of cancer. Int. J. Cancer,
123 (9), 1979–1990.

17 Wunder, A. and Klohs, J. (2008) Optical
imaging of vascular pathophysiology.
Basic Res. Cardiol., 103 (2), 182–190.

18 Jaffer, F.A., Libby, P., and Weissleder, R.
(2009) Optical and multimodality
molecular imaging: insights into
atherosclerosis. Arterioscler. Thromb. Vasc.
Biol., 29 (7), 1017–1024.

19 Wunder, A. and Klohs, J. (2010)
Noninvasive optical imaging in small
animal models of stroke, in Rodent Models
of Stroke, Neuromethods, vol. 47, 1st edn
(ed. U. Dirnagl), Springer, Berlin,
pp. 167–177.

20 Gompels, L.L., Lim, N.H., Vincent, T.,
and Paleolog, E.M. (2010) In vivo optical
imaging in arthritis – an enlightening
future? Rheumatology (Oxford), 49 (8),
1436–1446.

21 Dzurinko, V.L., Gurwood, A.S.,
and Price, J.R. (2004) Intravenous and
indocyanine green angiography.
Optometry, 75 (12), 743–755.

22 Rodrigues, E.B., Costa, E.F., Penha, F.M.,
Melo, G.B., Bott�os, J., Dib, E., Furlani, B.,
Lima, V.C., Maia, M., Meyer, C.H.,
H€ofling-Lima, A.L., and Farah, M.E.

558j 34 Noninvasive Fluorescence Imaging in Rheumatoid Arthritis



(2009) The use of vital dyes in ocular
surgery. Surv. Ophthalmol., 54 (5),
576–617.

23 Krammer, B. and Plaetzer, K. (2008)
ALA and its clinical impact, from bench to
bedside. Photochem. Photobiol. Sci., 7 (3),
283–289.

24 Fischer, T., Ebert, B., Voigt, J., Macdonald,
R., Schneider, U., Thomas, A., Hamm, B.,
and Hermann, K.G. (2010) Detection of
rheumatoid arthritis using non-specific
contrast enhanced fluorescence imaging.
Acad. Radiol. 17 (3), 375–381.

25 Hansch, A., Frey, O., Hilger, I., Sauner, D.,
Haas, M., Schmidt, D., Kurrat, C.,
Gajda, M., Malich, A., Br€auer, R., and
Kaiser, W.A. (2004) Diagnosis of arthritis
using near-infrared fluorochrome Cy5.5.
Invest. Radiol., 39 (10), 626–632.

26 Wunder, A., M€uller-Ladner, U.,
Stelzer, E.H., Funk, J., Neumann, E.,
Stehle, G., Pap, T., Sinn, H., Gay, S., and
Fiehn, C. (2003) Albumin-based drug
delivery as novel therapeutic approach for
rheumatoid arthritis. J. Immunol., 170 (9),
4793–4801.

27 Fischer, T., Gemeinhardt, I., Wagner, S.,
Stieglitz, D.V., Schnorr, J., Hermann,
K.G., Ebert, B., Petzelt, D., Macdonald, R.,
Licha, K., Schirner, M., Krenn, V.,
Kamradt, T., and Taupitz, M. (2006)
Assessment of unspecific near-infrared
dyes in laser-induced fluorescence
imaging of experimental arthritis. Acad.
Radiol., 13 (1), 4–13.

28 Chen,W.T., Mahmood, U., Weissleder, R.,
and Tung, C.H. (2005) Arthritis imaging
using a near-infrared fluorescence folate-
targeted probe. Arthritis Res. Ther., 7 (2),
R310–R317.

29 Wunder, A., Schellenberger, E.,
Mahmood, U., Bogdanov, A. Jr.,
M€uller-Ladner, U., Weissleder, R., and
Josephson, L. (2005) Methotrexate-
induced accumulation of fluorescent
annexin V in collagen-induced arthritis.
Mol. Imaging, 4 (1), 1–6.

30 Schutters, K. and Reutelingsperger, C.
(2010) Phosphatidylserine targeting for
diagnosis and treatment of human
diseases. Apoptosis, 15 (9), 1072–1082.

31 Vollmer, S., Vater, A., Licha, K.,
Gemeinhardt, I., Gemeinhardt, O.,

Voigt, J., Ebert, B., Schnorr, J., Taupitz,M.,
Macdonald, R., and Schirner, M. (2009)
Extra domain B fibronectin as a target for
near-infrared fluorescence imaging of
rheumatoid arthritis affected joints in vivo.
Mol. Imaging, 8 (6), 330–340.

32 Blum, G. (2008) Use of fluorescent
imaging to investigate pathological
protease activity. Curr. Opin. Drug Discov.
Dev., 11 (5), 708–716.

33 Schellenberger, E., Rudloff, F.,
Warmuth, C., Taupitz, M., Hamm, B.,
and Schnorr, J. (2008) Protease-specific
nanosensors for magnetic resonance
imaging. Bioconjug. Chem., 19 (12),
2440–2445.

34 Wunder, A., Tung, C.H.,
M€uller-Ladner, U., Weissleder, R.,
and Mahmood, U. (2004) In vivo imaging
of protease activity in arthritis: a novel
approach for monitoring treatment
response. Arthritis Rheum., 50 (8),
2459–2465.

35 Lee, H., Lee, K., Kim, I.K., and Park, T.G.
(2008) Synthesis, characterization, and in
vivo diagnostic applicationsof hyaluronic
acid immobilized gold nanoprobes.
Biomaterials, 29, 4709–4718.

36 Arbab, A.S., Janic, B., Haller, J.,
Pawelczyk, E., Liu, W., and Frank, J.A.
(2009) In vivo cellular imaging for
translational medical research. Curr. Med.
Imaging Rev., 5 (1), 19–38.

37 Simon, G.H., Daldrup-Link, H.E.,
Kau, J., Metz, S., Schlegel, J., Piontek, G.,
Saborowski, O., Demos, S., Duyster, J.,
and Pichler, B.J. (2006) Optical imaging of
experimental arthritis using allogeneic
leukocytes labeled with a near-infrared
fluorescent probe. Eur. J. Nucl. Med. Mol.
Imaging, 33 (9), 998–1006.

38 Sutton, E.J., Boddington, S.E.,
Nedopil, A.J., Henning, T.D.,
Demos, S.G., Baehner, R., Sennino, B.,
Lu, Y., and Daldrup-Link, H.E. (2009) An
optical imaging method to monitor stem
cell migration in a model of immune-
mediated arthritis. Opt. Express, 17 (26),
24403–24413.

39 Scheel, A.K., Krause, A., Mesecke-von
Rheinbaben, I., Metzger, G., Rost, H.,
Tresp, V., Mayer, P., Reuss-Borst, M.,
and M€uller, G.A. (2002) Assessment of

References j559



proximal finger joint inflammation in
patients with rheumatoid arthritis,
using a novel laser-based imaging
technique. Arthritis Rheum., 46 (5),
1177–1184.

40 Scheel, A.K., Backhaus, M., Klose, A.D.,
Moa-Anderson, B., Netz, U.J., Hermann,
K.-G.A., Beuthan, J., M€uller, G.A.,
Burmester, G.R., and Hielscher, A.H.
(2005) First clinical evaluation of sagittal
laser optical tomography for detection of
synovitis in arthritic finger joints. Ann.
Rheum. Dis., 64 (2), 239–245.

41 Hielscher, A.H., Bluestone, A.Y.,
Abdoulaev, G.S., Klose, A.D., Lasker, J.,

Stewart, M., Netz, U., and Beuthan, J.
(2002) Near-infrared diffuse optical
tomography. Dis. Markers, 18 (5–6),
313–337.

42 Hielscher, A.H., Klose, A.D., Scheel, A.K.,
Moa-Anderson, B., Backhaus, M., Netz,
U., and Beuthan, J. (2004) Sagittal laser
optical tomography for imaging of
rheumatoid finger joints. Phys. Med. Biol.,
49 (7), 1147–1163.

43 Klose, C.D., Klose, A.D., Netz, U.,
Beuthan, J., and Hielscher, A.H. (2008)
Multiparameter classifications of optical
tomography images. J. Biomed. Opt.,
13 (5), 050503.

560j 34 Noninvasive Fluorescence Imaging in Rheumatoid Arthritis



35
Diffuse Optical Tomography of Osteoarthritis
Zhen Yuan and Huabei Jiang

35.1
Motivation

Osteoarthritis (OA) is the most common arthritic condition worldwide and is
estimated to affect nearly 60 million Americans. Classically, OA is most often
found in the large weight-bearing joints of the lower extremities, particularly the
knees and hips. However, there is also a subset of individuals with a predilection for
developing OA of the hands and a more generalized form of OA. To diagnose
cartilage abnormalities and alterations in the composition of synovial fluid in joints
affected by OA, a variety of imaging methods have been developed and tested, such
as X-ray methods, ultrasound (US), computed tomography (CT), and magnetic
resonance imaging (MRI). While X-ray methods are able to visualize joint space
narrowing and osteophyte formation, it is insensitive to changes in cartilage and
fluid and therefore incapable of capturing the primary features of the early stage of
OA. MRI, another commonly used modality in clinical practice, can reliably detect
early-stage OA when high-contrast agents are used. However, it is costly and time
consuming. CT has also been employed in the diagnosis of OA. However, it is
expensive and provides only qualitative structural information in severe OA.
Musculoskeletal US has been the subject of much recent interest in evaluating
rheumatoid arthritis and regional musculoskeletal pathology. US is, however, a
strongly operator-dependent modality and sensitive only to changes in the boundary
layer, limiting its utility in the evaluation of the early stages of OA. Although present
therapy is symptomatic, remarkable advances have been made in our understand-
ing of the pathophysiology of OA. Much of the degradation of cartilage is mediated
through matrix metalloproteinases, and the development of small-molecule inhi-
bitors has been an area of active research interest. In anticipation of the develop-
ment of new products with the potential to alter the natural history of OA, it will be
crucial to have noninvasive technologies that can detect early-stage OA and monitor
the efficacy of therapy [1–7].
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35.2
Diffuse Optical Tomography Imaging of Osteoarthritis in the Hands

Owing to its numerous advantages of low cost, portability, and use of non-ionizing
radiation, near-infrared (NIR) diffuse optical tomography (DOT) is emerging as a
potential tool for imaging bones and joint tissues [1–7]. DOT imagingmethods are able
to provide a variety of functional and structural information with high sensitivity and
specificity comparedwith other imagingmodalities. This is especially true for the joints
of the fingers, where the small dimensions and much higher transmitted light
intensities should result in better signal-to-noise ratios and greatly improved spatial
resolution. In a recent pilot case study, we have shown that the optical contrast between
OA and normal joints is high, suggesting that DOT indeed has the potential for
detecting OA joints in the hands and for assessing its treatment [1]. Although DOT
appears tobe especially suited for imagingof thefinger joints becauseof thehigh signal-
to-noise ratio associated with the small volume, the spatial resolution is still relatively
low due to light scattering. In addition, X-ray imaging is currently the gold standard
imaging method for the detection and quantification of joint destruction in patients
with OA with high resolution. To take advantage of the complementary information
from the optical andX-ray imagingmodalities, anoptimized approach that combinesX-
ray and DOT imaging has been developed for in vivo imaging of OA in the finger
joints [2, 3]. The basic idea of thismulti-modality imaging approach is to incorporate the
high-resolution structural X-ray images into the DOT reconstruction so that both the
resolution and quantitative accuracy of optical image reconstruction are enhanced.

35.2.1
DOT and Hybrid X-Ray–DOT Systems

The DOT system (Figure 35.1) consists of laser modules, a hybrid light delivery
subsystem, a fiber optics–tissue interface, a data acquisition module, and light

Figure 35.1 Photograph of the DOT imaging system. The inset is a close-up photograph of the
finger–coupling medium–fiber optics interface.
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detection modules [1]. The cylindrical fiber optics–tissue interface is composed of
64 source and 64 detector fiber bundles that are positioned in four layers along the
surface of a Plexiglas container and cover a volume of 15� 30mm. In each layer,
16 source and 16 detector fiber bundles are arranged alternately. The space
between the finger and the wall of the Plexiglas container is filled with tissue-
like phantom materials as coupling media consisting of distilled water, agar
powder, Indian ink and Intralipid, giving an absorption coefficient of 0.014mm�1

and a reduced scattering coefficient of 1.0mm�1. A total of eight laser modules in
the NIR region are available. The hybrid X-ray–DOT imaging system (Figure 35.2)
integrates a modified mini C-arm X-ray system (MiniView 6800, GE-OEC, Salt
Lake City, UT, USA) with the 64� 64-channel photodiode-based DOT system [2].
In the hybrid imaging of joint tissues, the X-ray imaging was performed imme-

Figure 35.2 (a) Photograph of the integrated hybrid X-ray–DOT system. The inset is a close-up
photograph of the finger–fiber optics–X-ray interface. (b) Schematic of the interface.
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diately after the DOT data acquisition. To eliminate the artifacts in the X-ray
projections possibly caused by the optical interface [2], we used a co-axial post
to support the optical interface so that the interface can be translated along the
post (see the inset in Figure 35.2a and the schematic of the interface shown in
Figure 35.2b).

35.2.2
DOT Reconstruction Methods

When the data acquisition was finished, the next step was to generate the optical
images using a robust 3D reconstruction algorithm. Our existing reconstruction
algorithm is based on the following diffusion equation and type III boundary
conditions [1]:

r �DðrÞrWðrÞ�maðrÞWðrÞ ¼ �SðrÞ; �DrW � n ¼ aW ð35:1Þ
where W(r) is the photon intensity, D(r) the diffusion coefficient, a is a coefficient
related to the boundary, ma(r) is the absorption coefficient, and S(r) is the source term.
The discretized finite element form of Eq. (35.1) is written as [A]{W}¼ {b}. The
inverse solution is obtained through the following equations:

½A� qW=qxf g ¼ qb=qxf g�½qA=qx� Wf g; =T=þ lI
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Dx ¼ =T Wo�Wcð Þ
ð35:2Þ

where x expresses D and ma, and = is the Jacobian matrix formed by qW/qx at the
boundary measurement sites. l is a scalar, I is the identity matrix and Dx is the
updating vector for the optical properties. Wo ¼ Wo

1;W
o
2; . . . ;W

o
M

� �T
and

Wc ¼ Wc
1;W

c
2; . . . ;W

c
M

� �T
, where Wo

i and Wc
i are observed and computed photon

intensity for i¼ 1, 2, . . .,M boundary locations. ForX-ray guidedDOTreconstruction,
the following updating equation is used:

Dx ¼ =T=þ=T=þ lIþLTL
� ��1 =T Yo�Ycð Þ� � ð35:3Þ

where the X-ray structural a priori information is incorporated into the iterative
process using a spatially variant filter matrix L [2].

35.2.3
Reconstructed Results

From the absorption and scattering images shown in Figures 35.3 and 35.4, we find
that the bones are clearly identified. Importantly, compared with the optical
parameters of the bones, we observe a significant decrease in the strength of
absorption and scattering properties of the healthy joint tissues in the joint space/
cavity. However, we see only a small drop for the OA joint tissues. Interestingly,
the difference in joint tissues between the OA patients and healthy controls seems
apparent from the ratio of the optical properties of joint soft tissues to that of
bone [2, 3]. We note that these ratios for the diseased joints are significantly larger
than those from the healthy joints [2].
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As shown in Figure 35.4, when a subset of the prior X-ray information on the joint
structure was used in the DOT reconstruction, distinct boundaries separating
different tissues were clearly recovered, indicating a significant improvement of
DOT resolution because of the incorporation of prior X-ray structural information.
These optical images show accurate delineation of the joint space and bone geometry,
consistent with the X-ray findings. Both the absorption and scattering images
reconstructed without X-ray guidance (Figure 35.3) show significantly overestimated
thickness of the joint tissues and also increased boundary artifacts. The image quality
obtained from the hybrid system is significantly improved over that fromDOTalone.
We see that the ratios for the diseased joints are significantly larger than those from
normal joints. The differences in the ratio between the OA and normal joints

Figure 35.3 Reconstructed low-resolution
optical images at 805 nm with selected dorsal/
coronal planes: scattering (a) and absorption
slices (b) for an OA joint; scattering (c) and
absorption slices (d) for a healthy joint.
Compared with the optical parameters of the

bones, a significant decrease in the values of
absorption and scattering properties of the
healthy joint tissues surrounding the joint space
(c, d) can be observed, whereas the drop for the
OA joint is not so significant (a, b).

Figure 35.4 Reconstructed scattering (a) and
absorption slices (b) for the OA joint with X-ray
guidance; scattering (c) and absorption slices
(d) for the healthy joint with X-ray guidance;
tomographic X-ray image for the OA joint
(e) and healthy joint (f). Joint space narrowing is

observed for the OA joint (a, b). Importantly,
compared with the optical parameters of the
bones a significant decrease in the values of
optical properties of the healthy joint tissues
(c, d) is identified.
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estimated from theX-ray-guidedDOTreconstruction are notably increased relative to
that without X-ray guidance [2].

We have seen that the OA-induced joint changes are quantitatively revealed by
DOT. It is noted from the results that the optical properties and also the joint spacing
betweenOA and healthy joints are different, and both can be used as anOA indicator.
Our statistical analysis revealed that sensitivity and specificity up to 92 and 100%,
respectively, can be achieved when the optical properties of joint tissues are used as
classifiers [3].

35.2.4
Diffuse Model Versus Transport Model

Owing to computational complexity, the model used for describing photon migra-
tion in biological tissues has usually been limited to the diffusion approximation
(DA) to the radiative transport equation (RTE). However, the DA-based method is
challenging in imaging small volumes including arthritis in the finger joints. In
such cases, the DA is not able to describe the photon migration accurately owing to
the small optical distance between sources and detectors. To overcome this
limitation, the discrete ordinate approximated RTE has been utilized to recover
the optical parameters of small volume tissues. However, this type of reconstruction
algorithm is time consuming. We have developed a 3D reconstruction method
based on simplified spherical harmonics approximated RTE which is only 1.2 times
slower than the DA-based method [4].

As shown in Figure 35.5, the difference in recovered quantitative optical properties
between the two models can be as large as 15% [4]. This demonstrates that the RTE

Figure 35.5 Reconstructed absorption (a) and
scattering (b) images at selected coronal planes
for the OA joint using the DA (left column) and
the RTE model (right column). Importantly,

boundary effect is significantly reduced for the
optical image recovered using the RTE without
X-ray guidance (right column).
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model can provide significantly improved reconstruction accuracy for joint imaging.
More interestingly, model errors appear to lead to smaller errors in reconstruction
when the X-ray a priori structural information is incorporated into DOT reconstruc-
tion, as shown in Figure 35.6. This is because more accurate modeling of photon
migration in tissue can be achieved using theDAwhen anatomic a priori information
becomes available. The use of prior structural information eliminates the need to
look for spatial/anatomy information in the optical inversion, which ensures that
optical property profiles are the only parameter(s) that need to be recovered.

35.3
Image-Guided Optical Spectroscopy in Diagnosis of OA

There is increasing evidence that OA is a disease involving ametabolic dysfunction
of bone [3]. It is likely that this metabolic dysfunction of bone, often associated with
high metabolism of subchondral bone and connected joint soft tissues, will cause
changes in tissue oxygen saturation (STO2), deoxyhemoglobin, oxyhemoglobin,
and water content (H2O). When multiple wavelengths are used, the absorption
spectra determine the tissue concentration of STO2, Hb, HbO2, and H2O, the
dominant NIR molecular absorbers in joint tissues. These quantitative physiolog-
ical parameters of joint tissues may possibly allow us to detect metabolic changes
associated with OA joints. In the spectroscopic experiments conducted, six wave-
lengths from the laser sources were used to irradiate the finger joint systems (633,
670, 723, 805, 853, and 896 nm) to ensure the reconstruction accuracy and
minimize the parameter cross-talk.

Figure 35.6 Reconstructed absorption (a) and scattering (b) images at selected coronal planes for
the healthy joint using DA (left column) and RTE model (right column) with X-ray guidance. The
image quality using the RTE is not enhanced when X-ray guidance is available.
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We found that both STO2 and H2O of joint soft tissues are able to distinguish well
between OA and normal joints in the majority of subjects [3], as observed from
Figure 35.7. We noted that in most OA cases, the mean STO2 values of joint soft
tissues are smaller than those for bones. Further, compared with the STO2 values of
bones, we observed a significant decrease in the magnitude of the STO2 value of soft
tissues for the OA joints, whereas we saw only a small decrease in this parameter of
soft tissues for the healthy joints. In some healthy cases, the STO2 values of soft
tissues are comparable to those of the bones.We can also see fromFigure 35.7 that the
H2O content of soft tissues for the OA joints is overall significantly higher than that
for the healthy joints. The high-resolution metabolic/functional images of joint
tissues achievable by X-ray–multispectral DOT may shed light on the very early
detection of OA in the finger joints.

35.4
Future Directions

Based on joint morphology and the optical and physiological/metabolic properties
recovered, we observed statistically significant differences between healthy and OA
finger joints [1–7]. This suggests that these imaging parameters are potential
indicators for diagnosing OA and monitoring its progression.

Further large-scale clinical studies are necessary to evaluate prospectively the
potential of DOT for finger joint imaging. In addition, there is a need to explore the
possibility of DOT imaging in large joints such as the knee. Finally, it is definitely

Figure 35.7 Reconstructed images at selected
coronal planes: the oxygen saturation (a) and
water content slice (b) for an OA finger joint;
oxygen saturation (c) andwater content slice (d)
for a healthy joint. The axes (left and bottom)
indicate the spatial scale inmillimeters, whereas
the color scale gives the oxygen saturation (%)
or water content (%). Compared with the STO2

values of bones, a significant decrease in the
magnitude of the STO2 value of soft tissues for
the OA joints is observed (a) whereas only a
small decrease for the healthy one is identified
(c); the H2O content of soft tissues for the OA
joints (b) overall is significantly higher than that
for the healthy joints (d).
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necessary to studywhether this technique can distinguishwell betweenOAand other
types of arthritis such as rheumatoid arthritis and psoriatic arthritis.
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36
Laser Doppler Imaging
Jamie Turner, Bernat Galarraga, and Faisel Khan

In patients with rheumatoid arthritis (RA), the redness and heat associated with
articular inflammation are directly related to increased blood flow to the area
(hyperemia). It is therefore desirable to measure synovial blood flow in vivo since
abnormalities in this are indicative of active arthritis andmay give information about
the extent and development of the disease. One of the more widely used noninvasive
techniques for measuring microcirculatory blood flow is laser Doppler flowmetry
(LDF). Until relatively recently, its use in rheumatology had been largely confined to
research purposes, especially so with the traditional instruments that record perfu-
sion continuously from a small area of tissue. With the advent of scanning laser
Doppler imaging, which allows blood flow to bemeasured overmuch larger areas, its
use has been extended to provide useful clinical information regarding disease
severity in various rheumatologic conditions. In addition, laser Doppler imaging can
also be used to measure microvascular endothelial function, a key marker of early
atherosclerotic disease. This is potentially an extremely useful tool in a condition
associatedwith an increased cardiovascular (CV)morbidity andmortality such asRA.

36.1
Development and Use of Laser Doppler Flowmetry

The development of LDFowesmuch to the study of the Doppler effect, whereby light
waves that have been scattered by, for example, moving red blood cells in tissue
undergo a shift in frequency. This phenomenon is utilized in LDF by directing a low-
power monochromatic laser beam at the skin surface, which, depending on skin
pigmentation, penetrates up to 2mm into tissue. Light that is reflected off stationary
tissue undergoes no shift whereas light that is reflected off moving blood cells with
velocity undergoes the aforementioned Doppler shift in proportion to the velocity of
the red blood cells. An analyzer/recorder detects this, giving an output of red blood
cell flux (number of red blood cells times their velocity), which determines
circulation [1].
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In vivo measurements of blood flow with this technique were first attempted
in animal models using single vessels such as the retinal artery [2] and femoral vein
(via a fiber-optic catheter) of the rabbit [3]. Stern [4] first adapted the technique to
look at tissue perfusion in humans, specifically in fingertip skin, and showed that the
amplitude of the Doppler signal in the 10–12 kHz band varied predictably
with challenges in the microcirculation, such as arterial occlusion, and after a
vasodilator drug.

Correlation between laser Doppler and othermeasurements of blood flow, such as
venous occlusion plethysmography, has been demonstrated, [5, 6].However, the laser
Doppler instrument cannot be calibrated directly against these other techniques
because the anatomic variation of the microcirculation between different sites and
different tissues would mean that the calibrations are valid only for that particular
tissue and measurement site [7]. An LDF-derived flux value is therefore generally
expressed in arbitrary units.

36.2
Laser Doppler Imaging

A major limitation of LDF is that it measures blood flow at only a single point, and
with respect to the cutaneous microcirculation there is considerable spatial hetero-
geneity of blood flow,meaning that tissue perfusion can vary considerably over short
distances [8]. This reduces the reproducibility of the measurements, making it
difficult to monitor changes in perfusion over time, particularly within an individual
where even subtle changes in positioning of the laser probe can lead to significant
variations in perfusion.

A recent development to counteract this has been the ability to scan the laser with a
motor-driven mirror in a raster fashion over a defined area of tissue to produce a
detailed color-coded perfusion map. Scanning LDF or laser Doppler imaging (LDI)
therefore allows investigators to compensate for spatial heterogeneity and also allows
for the study of large areas of tissue, for example, the ability to obtain noncontact
images of perfusion in inflamed joints in RA patients.

Standard laser Doppler imagers employ a helium–neon laser (red, wavelength
632.8 nm), which provides measures of perfusion from the relatively superficial
dermis (1–2mm depth) (Figure 36.1). However, perfusion from deeper levels can be
obtained with the use of near-infrared light (wavelength 780 nm) [9]. The latter has
been used both in animal models of inflamed joints and in patients with RA, giving
an understanding of the development and treatment of joint injury and arthritis and
the study of the mechanisms and mediators that may contribute to joint
inflammation.

Forrester et al.used standard (633 nm) andnear-infrared (780 nm) light tomeasure
blood flow changes in the connective tissue of surgically exposed rabbit medial
ligaments [10]. LDI has also been used to examine blood perfusion in the medial
aspect of an exposed rat knee joint capsule after acute inflammation had been
induced via carrageenan injection. This work showed an enhancement of vasodilator
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responses to substance P and calcitonin gene-related peptide, suggesting that these
neuropeptides contained in the articular sensory C-fibers are important inmediating
neurogenic joint inflammation [11]. This LDI method for measuring perfusion in
inflamed and arthritic rat joints has been utilized in subsequent studies [12, 13].

LDI has also been used to show increased perfusion over the proximal interpha-
langeal and metacarpophalangeal joint of patients with RA, compared with control
subjects [14, 15]. These differences were only seen with the more penetrating near-
infrared laser light, confirming that these changeswere indeed related to perfusion in
the joint rather than the skinmicrocirculation (Figure 36.2). This was confirmed in a
later study in which a red laser source failed to detect any hyperemic areas associated

Figure 36.1 Schematic diagram of laser Doppler imager.

Figure 36.2 Near-infrared laser Doppler images from the hand of: (a) a normal subject, and
(b) a patient with rheumatoid arthritis showing increased perfusion over the inflamed joints.
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with joint inflammation in patients with osteoarthritis [16]. In future, this
near-infrared laser Doppler scanning could provide a potential method for quanti-
fication of joint inflammation in patients with RA and permit noninvasive moni-
toring of the effects of drug therapy targeted at reducing inflammation, especially in
longitudinal clinical trials.

36.3
Endothelial Dysfunction

Patients with RA have an increased mortality compared with the general popula-
tion [17–19], with life expectancy being reduced by 10–15 years [20]. This increase in
mortality is largely attributable to CV disease, with CV morbidity also increased in
comparisonwith the general population [21, 22]. Factors that contribute to this excess
CV risk include traditional risk factors [e.g., dyslipidemia, diabetes mellitus, hyper-
tension, higher body mass index (BMI), impaired physical fitness], along with
manifestations of the disease itself [23]. However, traditional CV risk factors cannot
completely explain the increased morbidity and mortality observed in RA.

RA is characterized by inflammation, which also is a key component in the
development of atherosclerosis [24, 25]. Inflammation leads to the activation of
endothelial cells, which, through an increase in the expression of leukocyte adhesion
molecules, promotes a pro-atherosclerotic environment. Pro-inflammatory markers
such as C-reactive protein (CRP) levels and tumor necrosis factor alpha (TNFa) have
an important role in atherosclerosis and CV mortality in RA [26].

The vascular endothelium is the key site through which inflammation exerts its
deleterious effects on atherogenesis and its subsequent progression are intimately
related to endothelial dysfunction. The vascular endothelium is the innermost layer
of the blood vessels and has an essential role in maintaining the health of blood
vessels through themaintenance of vascular tone and through the release of a variety
of vasoactive substances and mediators of inflammation and coagulation. One the
most important of these substances is nitric oxide (NO); it maintains blood flow by
causing vasodilatation, inhibiting platelet aggregation and leukocyte adhesion, and
preventing smooth-muscle proliferation.

In endothelial dysfunction, an imbalance between NO and other substances
produced in the endothelium creates an environment that promotes vasoconstric-
tion, inflammation, and coagulation, which can lead to both thrombosis and
atherosclerotic disease. Endothelial dysfunction is therefore an early preclinical
marker of atherosclerosis, and is commonly found in patients with RA.

36.4
LDI and Iontophoresis

Given the importance of endothelial function on the CV health of RA patients,
numerous techniques to measure endothelial function in patients have been
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developed. A major use of LDI is to measure cutaneous perfusion accompanied by
iontophoresis of vascular test drugs as a measure of endothelial function. Ionto-
phoresis involves delivery of ions of soluble salts across the skin (typically in the inner
forearm) under the influence of a relatively weak electrical current. Increasing either
the current or the time of delivery can increase the total drug administered [27].

Using this technique, drugs such as acetylcholine (ACh) and sodiumnitroprusside
(SNP)havebeen testedon theskinandhavegivensome insight into the involvementof
endothelial function and NO activity in rheumatologic conditions [28]. ACh is an
endothelium-dependent vasodilator that causes normal vasodilatation in the presence
of an intact and fully functional endothelium. ACh mediates vasodilatation through
the production of NO by NO synthase, with an accessory role for vasodilator prosta-
noids (e.g., prostacyclin) and endothelium-derived hyperpolarizing factor (EDHF).
In contrast, SNP is an NO donor which allows examination of the response of the
vasculature to exogenous NO, independently of the endothelium, and is therefore an
established test drug formeasuring vasculature smoothmuscle cell function.Once the
iontophoresed ACh/SNP reaches the microvessels of the skin, subsequent vasodila-
tation is recorded by LDI, which provides a relative measure of skin perfusion.

There is increasing evidence linkingmicrovascular dysfunction to CVoutcomes in
a range of conditions [29, 30], hence measuring the response of the microcirculation
to pharmacologic stimuli could improve our understanding of vascular dysfunction
and disease progression. The technique has good reproducibility [31], and appears to
be reflective of global endothelial function and CV health. Abnormalities in the
microvascular bed have been shown to correlate with CV risk factors [32] and with
established coronary artery disease [33]. The association reported between micro-
vascular function and coronary flow reserve in healthy individuals [34] provides
further evidence that assessments made in the skin do indeed provide a reliable
global measure of microvascular function.

36.5
Studies Using LDI in RA Patients

Given the strong correlation between microvascular function and the presence of CV
risk factors, assessment of themicrovascular bed could provide a sensitivemeasure of
the early stages of atherosclerosis in RApatients. Studies have shown that endothelial
dysfunction in RA is closely associated with inflammation, and therapeutic reduction
of inflammation leads to improvements in endothelial function. As such, assessments
ofmicrovascular endothelial function could prove to beuseful in the identification and
monitoring of CV risk in patients with RA. However, to date, not many studies have
focusedonmicrovascular function inRA (Figure36.3).One small-scale study reported
microvascular dysfunction in female patients with RA [35], and a pilot study showed
improvements in microvascular function in eight patients with RA following anti-
inflammatory treatment [36]. The most convincing evidence to date connecting
systemic inflammation and microvascular endothelial function in RA was provided
by a large, cross-sectional study of 128 patients with RA [37]. In this study, we reported
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that microvascular endothelial dysfunction is directly correlated with CRP level, a key
marker of systemic inflammation, independent of other conventional vascular risk
factors [37]. We have also reported that vascular function improves in patients who
respond to anti-TNF therapy or DMARDs (disease-modifying antirheumatic drugs),
suggesting that, in the microcirculation at least, reduction in inflammation, rather
than choice of treatment per se, can be beneficial [38].

36.6
Conclusion

Laser Doppler flowmetry has great potential in rheumatology in clinical practice,
especially with the development of laser Doppler imagers that can measure the
progression of the disease in synovial tissue. The noninvasive nature of the instru-
ments and the fact that measurements can be made without contact make them
highly acceptable to patients.Many of the inherent difficulties with traditional single-
point techniques, such as variability of measurements due to spatial heterogeneity of
skin blood flow, can be overcome with the use of imagers.

To date, LDI has been usedmostly as a research tool, where it has provided a better
understanding of the abnormalities of microvascular endothelial function in RA
patients. Increased inflammation and subsequent endothelial dysfunction contrib-

Figure 36.3 Colour-coded LDI output showing skin perfusion response to concurrent
iontophoresis of ACh (top) and SNP (bottom) at increasing currents (10-100 uA). There is a clearly
reduced response to both drugs in the RA patient (A) compared to the healthy control (B).
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ute to themany factors that lead to increasedCVmorbidity inRApatients.Hence LDI
can become a vital tool for measuring CV risk in future studies of RA patient
populations.
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37
Ocular Diagnostics and Imaging
Michael Larsen

37.1
Ocular Diagnosis, Imaging and Therapy

The eye is an optical imaging system with transparent refractive components that
permit the projection of an image on its sensory component, the retina, where a
neuronal signal is produced an relayed to the brain via the optic nerve (Figure 37.1).
The same refractive media can be used to observe the interior of the eye and to apply
therapeutic optical radiation to the eye. This chapter presents an overview of the
current state of ophthalmic optical technology and the diagnostic use of optics in the
study of the eye and its diseases.

37.2
Outline of Anatomy and Physiology

The optical interface between the eye and the surrounding world is the surface of the
tearfilm, a delicate,multilayered film composed of an outer layer of lipid, afluid layer
of electrolytes dissolved in water in the middle, and a bottom of seaweed-like
polysaccharide chains that anchor the film to the cells that cover the surface of the
cornea [1]. Without a tear film, there is no glimpse (specular reflex) in an eye, there is
intense discomfort and blurred vision, and the surface cells of the cornea will soon be
lost, as will eventually the transparency of the cornea (Figure 37.2). Two-thirds of the
refractive power of the eye is found on the interface between air and tear film.

After the tearfilm comes the cornea,which is a living tissue supported internally by
an ordered network of collagenfibers analogous to the component of skin that is used
to make leather. Behind it, the anterior chamber of the healthy eye is filled with clear,
watery fluid. The iris forms the pupil, an adjustable aperture located close to the front
nodal plane of the eye. The iris covers the anterior surface of the lens to a variable
extent. The lens (Figure 37.3) differs from conventional artificial lenses in having the
properties of a gradient refractive index (GRIN) lens. It is responsible for one-third
of the refractive power of the eye. Behind the lens, a gelatinous structure with a
few fibrils, the vitreous body (or simply the vitreous in clinical jargon), provides
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supplementary mechanical support for the lens. It has no apparent optical role other
than being clear and its delicate structure is a rudiment of fetal vessels that is
responsible for the phenomenon of seeing �floaters.� The posterior inside of the eye
is covered by its actual sensory tissue, the retina, the arrayed photoreceptors of which

Figure 37.1 Cross-section of the right eye of
a human seen from above. The refractive
media include the tear film, the cornea, the
aqueous humor in the anterior and posterior

chambers, the lens, the vitreous body, and the
retina. The photoreceptors are located in the
outer retina, next the to retinal pigment
epithelium.

Figure 37.2 The smooth corneal reflex is produced by a contiguous tear film covering the entire
surface of the eye, thus forming the primary andmost powerfully refracting optical surface of the eye.
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convert incoming photons to neuronal signals that are processed and compressed in
the inner layers of the retina before being conveyed to the brain via the optic nerve.
Behind the retinal pigment epithelium,which is the outermost layer of the retina, the
highly perfused network of blood vessels called the choroid delivers nutrition that
diffuses into the retina to supplement the relatively sparse network of retinal vessels.
A small depression in the retina near the posterior pole of the eyemarks the fovea and
its center, the foveola, where the daylight-optimized cone photoreceptors are found at
maximum density and where fixation, reading, face recognition, and other high
angular resolution tasks are subserved.

Anatomic terminology refers the corneal direction as being anterior and the
direction towards the fovea as being posterior, or it may refer to the eye as a globe,
the direction toward its center being inside or internal and the direction away from its
center being outside or external. In some contexts, the posterior part of the eyemay be
referred to as though the patient were lying down on an operating table, the choroid
being below the retinal pigment epithelium, and so on.

The optical components of the eye are not perfectly aligned on a linear optical axis
and the axis of viewing defined by the location of the foveola and the center of the
pupil deviates from the geometric axis of the eye by a few degrees. While such
theoretical imperfections can be pointed out, there are indications that they help
compensate for a number of classical problems in themanufacture of artificial optics.
An elegant example is the bowl-shaped sensor, that is, the photoreceptor layer of the
retina, the shape of which is a near-perfect match to the curved image plane of the
optical apparatus in the anterior segment of the eye. This example shows that what
would be considered imperfections on anoptical assembly line – a grotesquely curved
image plane and a sensor that is not a perfectly flat – combine to form amagnificently
compact wide-angle biological camera.

Figure 37.3 The anterior segment of the eye
seen in diffuse illumination combined with a
narrow vertical beam of intense white light from
a slit-lamp illuminating the eye from the left
at a 30� angle from the line of sight. The left
eye (b) is nearly normal and shows some
backscatter of light as the beam passes the

cornea (narrow and curved, to the left) and the
lens (biconvex and broader, at the center of the
pupil). The right eye (a) has a cortical lens
opacity that casts a shadow into the upper
part of the lens and a highly scattering lens
nuclear cataract.
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37.3
Basic Optical Instrumentation for Examination of the Eye

The slit-lamp biomicroscope was designed for stereoscopic observation of the
anterior segment of the eye at high magnification and with adjustable illumination
that can be focused to a narrow slit-shaped beam at the focus of the microscope
(Figure 37.4). The light source can be rotated about this focus so that the various
tissues can be seen in the optical cross-section provided by light scattered from the
semi-transparent tissues (cornea, lens, vitreous, retina) and the aqueous, which is
normally free from visible scatter.

Observation of the interior of the eye requires nothing but coaxial illumination.
The unaided eye can see all the way to the posterior inside of the eye, if assisted by a
suitable source of coaxial illumination. This is the principle of direct ophthalmoscopy
(Figure 37.5). Limitations of direct ophthalmoscopy include lack of stereoscopic
viewing and a narrow field of view, often less than 5� as seen from outside the eye.

Stereoscopic viewing and a wide field are provided by indirect ophthalmoscopy,
where a real image of the fundus is formed between the observer and a lens held close
to the eye (Figures 37.4 and 37.6).

Figure 37.4 Binocular microscope for
examination of a seated subject, with his or her
head rested on a fixed support, the examiner
being seated on the other side of an adjustable
table. The light source and the microscope can
be moved on the table with the aid of a joystick

and can be rotated independently about a
common vertical axis (green arrow). The lamp
house (upper red arrow) and its optical shutters
can be rotated and adjusted by knobs at the
lower end of this unit (lower red arrow).
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37.4
Fundus Photography

The principle of conventional fundus photography (Figure 37.7) is the same as that of
indirect ophthalmoscopy, except that the eye of the observer is replaced by an artificial
refractive system and the retina with a film. The source of illumination is built into
the camera and the lens in front of the eye is fixed to the camera housing. Alignment
of the camera is accomplished bymoving the entire camera housingwhile the patient
is seated and fixating a target light with his or her other eye.

Figure 37.5 Direct ophthalmoscopy. The left
eye of the observer views the fovea of the eye of
the patient with the aid of a quasi-coaxial light
source. The modern hand-held direct
ophthalmoscope includes a rotating disk with
lenses of various dioptric powers that allow

correction for spherical refractive errors in the
examiner and the patient. The sketch in (a)
shows the eye of the patient to the left, with a
pharmaceutically dilated pupil and the observer
to the right, both seen from above.

Figure 37.6 Indirect ophthalmoscopy. The
fundus of the eye of the patient, shown to the left
in (a), is observedwith both eyes of the observer
at a viewing angle of nearly 7� angular
separation inside the eye. This is made possible
by usingmirrors to narrow the effective distance
between the observer�s pupils to a fewmm. The

illumination (not shown on the sketch) is
mounted on the axis of symmetry, slightly above
the plane of the viewing optics. The two lines
of sight are crossing between the physician
(b) and the hand-held lens, at a conjugate plane
of the fundus where a real image is formed.
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High-quality fundus photography requires pharmaceutical pupil dilation. Maxi-
mum dilation is achieved by combining two mydriatic eyedrops, one of which is an
anticholinergic and the other an adrenergic agent, thus paralyzing the circular pupil
sphincter muscle while stimulating the radial dilator muscle. Pupil dilation requires
about 30min of preparation (instillation,waiting for the effect to set in, and observing
for side effects) and vision will be blurred for 1–3 h after the examination. To provide
faster and more convenient examinations, fundus cameras for smaller pupils have
been designed. These non-mydriatic cameras provide less lateral resolution, because
of the smaller numerical aperture, and less contrast than mydriatic fundus cameras
because of the poorer separation between illumination and imaging pathways.
Systematic use of non-mydriatic cameras in settings such as diabetic retinopathy
screening clinics is problematic because �25% of patients will be found to need
pharmaceutical pupil dilation and the extra work involved tends to offset the time
gained in the remainder of the population.

Conventional fundus cameras cover an angle of 30–60 degrees in a single image.
Wider coverage can be obtained by pointing the camera in multiple directions.
Systematic fundus photography protocols divide the fundus into a number of fields.
Systematic screening for diabetic retinopathy is often restricted to a fovea-centered
and a disk-centered image (Figure 37.8).

Fundus photographs can bemade in stereoscopic pairs by parallel displacement of
the camera horizontally away from the centerline of the pupil, asmuch as can be done
without sacrificing the illumination of the fundus (Figure 37.9). Before the devel-
opment of optical coherence tomography (OCT), stereoscopic biomicroscopy and
fundus photography were the only means whereby information about retinal
thickening could be obtained.

Digital fundus cameras are made with three-channel image sensors that capture
the red, green, and blue components or layers of an object illuminated by white light.
The effective illumination varies considerably with the spectral characteristics of the

Figure 37.7 (a) Fundus camera with
photographer (left) and patient (right).
(c) Schematic diagramof the pathways of optical
illumination (white) and imaging (stippled
outline), which are separated as they pass
through the back-scattering media of the cornea

and the lens. The layout of these pathways
determines how small a pupil the camera can
work with. Optical cross-talk between the
incoming and outgoing pathways increases with
increasing scatter in the lens as it ages or suffers
from opacification from other causes.

588j 37 Ocular Diagnostics and Imaging



crystalline lens. With increasing age comes increasing absorption from the blue end
of the spectrum (Figure 37.10). It would be desirable to have fundus cameras that
interactively regulate spectral illumination so that it could be tuned to suit the
individual eye.

Figure 37.8 Color fundus photographs, each 60� horizontal subtense seen from outside
the eye. The image in (a) is centered on the temporal side of the fovea and that in (b) is centered on
the optic disk.

Figure 37.9 Schematic presentation of parallel
displacement of fundus camera to record
stereoscopic fundus photographs. The pair
below have been swapped to allow stereoscopic

viewing by crossing one�s eyes. Successful
viewing is accomplished when one is looking at
the middle of three images and perceiving a
profound cupping of the optic nerve head.
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Gray-scale fundus photographs provide superior contrast, the balance between the
various features of the normal and diseased fundus varying with the color of the
illumination. Briefly, blue light provides optimal viewing of the retinal nerve fiber
layer, green light shows blood inhigh contrast, and red light shows pigmented lesions
to advantage. Quantitative spectral analysis of the fundus image has few applications,
but retinal oximetry is currently being studied as a means of investigating retinal
metabolism. This method of estimating oxygen saturation in the blood is based on a
characteristic shift in the absorption spectrum of hemoglobin when it changes
between being oxygenated and deoxygenated (Figure 37.11).

Fundus photography can be performed in the infrared region of the spectrum.
There is poor contrast, except when densely pigmented structures such as choroidal
nevi are present. Infrared fundus video photography is used to monitor aiming and
focusing of nonmydriatic fundus cameras because the invisible radiation does not
stimulate pupil contraction. Because the infrared image is useless in itself, a flash of
white light must be fired to obtain a regular fundus image. Digital nonmydriatic
cameras work with low flash settings, thanks to the high sensitivity of digital image
sensors, but it is obvious that in many subjects some degree of pupil constriction
persists for several minutes after the first image has been shot.

Fundus image analysis has been shown experimentally to be able to separate
fundus images with diabetic retinopathy from images without retinopathy with an
accuracy that is comparable to that of trained observers [2] (Figure 37.12). The
method has been introduced in selected settings as a means of prescreening
images to reduce the number of screening images that need to be assessed by
graders. Additional uses of digital image analysis include measurement of retinal

Figure 37.10 Raw color fundus photograph
from an elderly person made using a
nonmydriatic fundus camera (a) with curves to
the left showing the distribution of pixel
intensities over the 256-bit dynamic range of the
image sensor. The red channel is well exposed,
bordering onoverexposure, the green channel is

moderately underexposed, and the blue channel
is severely underexposed. By spreading the
signal over the full dynamic range of the display
(histogram stretching), as indicated by yellow
arrows, a color-selective contrast-enhanced
image can be produced (b).
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vessel diameters, which has shown epidemiological associations with systemic
cardiovascular disease but which has yet to find an application in routine clinical
practice.

The virtue of fundus photography in blue light as a means of imaging the retinal
nervefiber layer is evident in young subjects (Figure 37.13), whereas in elderly people
the aging of the lensmakes themethod less useful. A range of alternativemethods for
quantitative characterization of the retinal nerve fiber and ganglion cell layers are
available, as will be discussed in the following.

Figure 37.11 Oxygen saturation in retinal
vessels of a healthy subject (a) and a patientwith
severe systemic hypoxia because of a congenital
cardiac septum defect (b). A pair of fundus
images obtained with 605 nm and 586 nm
illumination, respectively, were subjected to

computerized analysis of the variation in optical
density of the retinal vessels, which varies with
oxygen saturation at 605 nm but not at the
referencewavelength of 586 nm. The ratio of the
optical densities is approximately linearly
related to the oxygen saturation of hemoglobin.

Figure 37.12 Fundus photograph analyzed by
a digital algorithm that subtracts the optic disk
and the retinal blood vessels, after which it
identifies circumscribed dark lesions in the

green channel and marks the border of each
lesion, so that an observer can be alerted to the
presence of abnormalities in the image.
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37.5
Fluorescence Imaging

Manymolecules can bemade to fluoresce if struck by photons of sufficient energy to
excite an electron to a higher energy level, yet the energy should be small enough not
to break covalent bonds, in which case damage to the molecule would occur. Within
or near the visible range of electromagnetic radiation, molecules with conjugated
double bonds, especially aromatic systems, are likely to have the critical property of
being able to absorb a photon, store the absorbed energy in an excited electron with
little risk of dissipation of the energy, and then re-emit most of the energy as a single
new photon. Because some of the energy stored in the excited state tends to be lost to
molecular vibration, the emitted fluorescent photon is generally of a longer wave-
length than the absorbed photon. The shift in energy/wavelength is called the Stokes
shift. Fluorescence permits imaging of various properties of tissue in an attractive
manner. In the case of the fundus of the eye, blue light can be used to excite
fluorescence from the retinal pigment epithelium. The intensity of the fundus
autofluorescence is so weak that it is overwhelmed by reflected light in most image
sensing systems, but colored optical filters can block the exciting light and allow only
the fluorescent light to reach an observer or a camera aimed at the fundus. Visual
observationwas indeedused tomake thefirst observations of the retinal circulation of
blood stained with fluorescein (peak excitation at 494 nm, peak fluorescence emis-
sion at 521 nm). The intrinsicfluorescence or autofluorescence of the fundus ismuch
weaker and cannot be seen by the observer unless the illumination reaches toxic
levels. This happens during photocoagulation treatment (Figure 37.14).

Figure 37.13 Fundus photographs recorded in
red-free illumination (white incandescent light
source behind red-blocking filter) using a
panchromatic digital image sensor. The images
are from a 21-year-old man with retinal nerve
fiber damage in his left eye. Wedge-shaped
defects of the retinal nerve fiber layer (arrows)

are seenmore readily in the green and blue light.
Pure blue illumination is ideal for nerve fiber
imaging but in elderly people with glaucoma,
where such defects are most common, high
absorption and scatter in the aged lens and
other age-related changes in the eye make the
method less reliable.
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At illumination intensities that are tolerable for the eye, the weak fluorescence
from the intrinsicfluorophores that are naturally present in the fundus is best imaged
by summation of multiple frames recorded by a confocal scanning laser ophthal-
moscope (Figure 37.15).

If a conventional fundus camera is used, the powerful fluorescence of the lens,
although it is out of focus, will add a veil of background fluorescence that obscures
much of the detail in the fundus image (Figure 37.16). This effect is also very
noticeable on indocyanine green angiograms.

Fluorescence can be elicited frommultiple natural components of the eye, in health
and in disease. Aged proteins of the lens are the most prominent source. In the
fundus, N-retinylidene-N-retinylethanolamine (A2E) is an important fluorophore.
A2E is a byproduct of the biochemical cycle commonly known as the visual cycle that
generates photopigment. The photopigment drives vision by capturing photons in the
photoreceptors. The most important artificial fluorophores are indocyanine green
(peak excitation at 780nm, peak fluorescence at 830nm) and fluorescein, both of
which can be given intravenously. This is usually done as a rapid bolus injection into a
vein in the forearm. A fundus camera with an appropriate set of excitation and barrier
filters, or a light source with an appropriate wavelength such as a 488nm laser for
excitation offluorescein, is used to capture the image of stained bloodflowing through
the blood vessels of the fundus of the eye (Figures 37.17 and 37.18).

37.6
Photocoagulation Therapy

Photocoagulation treatment of the fundus of the eye is a crude and rather
brutal treatment, the direct effect of which is to amputate photoreceptors and

Figure 37.14 View of the fundus of the eye
during 532 nm laser photocoagulation
treatment. The treating physician is observing
the posterior inside of the eye in white light
(a) or blue–green light that provides better
contrast. (b) The direction of incoming light is
from the right. A red aiming spot shows where
the laser is aimed. Four bright spots (b) indicate
where coagulation has already been applied.

The dark area below the aiming beam is the
fovea. A barrier filter blocks all 532 nm light from
reaching the physician�s eye and themonitoring
camera. When the physician activates the
532 nm laser by pressing a footswitch, a bright
yellow flash of fluorescence is seen from the
fundus (black arrow) and from the lens (blue
arrow, the direction of which indicates the
direction of the incoming light) (c).
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Figure 37.15 Fundus autofluorescence image
from a healthy subject (b) and from a patient
with the multiple evanescent white dot
syndrome (c). The patient�s fundus was also

photographed in color (a). Arrows indicate
white dots that are difficult to discern
in color but are very distinct on the
fluorescence image.

Figure 37.16 Fundus autofluorescence
images from a 50-year old phakic man (phakic
meaning with an intact lens) with sequels of
central serous chorioretinopathy. With a
conventional camera (a), the diffuse overlay of
lens fluorescence adds a diffuse veil of

background fluorescence that severely reduces
contrast. An image recorded with a confocal
scanning laser ophthalmoscope (b) has better
contrast because fluorescence from sources
outside the focal plane is effectively rejected.
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pigment epithelial cells [3]. The virtue of the treatment is that it is noninvasive,
selective for the outer layers of the retina, and applicable in small, selected locations in
the fundus. It is also inexpensive and highly effective in controlling conditions such
as proliferative diabetic retinopathy. The lesions are often called laser burns, although
no combustion is involved; hence photocoagulation scar is a more precise term. The
desired temperature to be reached at the target site during the application of the
treatment pulse is 70–90 �C, which leads to coagulation of protein in and around the
retinal pigment epithelium, themelanin pigment ofwhich is responsible for the bulk
of light absorption in the retina (Figure 37.19). The reason why coagulation can be
confined to the outer retina is that the inner retina is transparent, except for its blood
vessels. The treating physician therefore aims between, not on, the major blood
vessels of the retina.

The photocoagulation lesions are swollen and white like boiled egg-white imme-
diately after the laser application, if sufficient energy to achieve coagulation has been

Figure 37.17 Indocyanine green (a) and
fluorescein fundus angiography (b) images
from healthy eyes. The infrared light used to
excite indocyanine green penetrates the retinal
pigment epithelium, thus allowing visualization

of the dense network of large choroidal vessels
behind the retina. Most of the blue light used to
excite fluorescein is absorbed by the pigment
epithelium, thus producing a more selective
visualization of the vessels of the retina.

Figure 37.18 Indocyanine green (a) and fluorescein (b), two fluorescent dyes used in clinical
practice to visualize the flow of blood through the vessels of the fundus of the eye.
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used (Fig. 37. 19(b), edematous phase). Coagulation leads to immediate cell death,
but the dead tissue disintegrates only slowly, over weeks to months, when a scar
characterized by loss of tissue and occasionally with hyperpigmentation appears.
The resolution of the lesion involves invasion of the retina bymacrophages, cells that
eat and digest the components of the disintegrating tissue. Subsequently, various
degrees of creeping atrophy (secondary withering of cells that were not killed by
coagulation) may occur. This process is believed to be the result of a deficit of
biochemical stimuli from the cells that were lost to photocoagulation and not a result
of sublethal injury during photocoagulation (Figure 37.20).

The complex evolution of the photocoagulation lesions and their considerable
variationbetween individualsdemonstrate thedynamic interactionbetween treatment
and tissue response. Photocoagulation is currently made with laser light sources
because they are compact, rugged, energy-efficient, and easy to couple to an optical
deliverysystem,but the treatmenthasnot changed fundamentally since thepioneering
work was done by using sunlight captured and led to the retina by a system ofmirrors.

Photocoagulation of the anterior chamber angle between the cornea and the iris is
used to lower intraocular pressure in glaucoma patients. Argon laser trabeculoplasty
is applied using a contact lens (Figure 37.21) that allows focused delivery under direct
observation of thermal effects to the trabecular meshwork, a filter through which the
aqueous leaves the eye to be drained away by veins on the outside of the eye. The
trabecular meshwork is involved in controlling the intraocular pressure and can be

Figure 37.19 (a) Absorption of green light
duringphotocoagulation treatment occurs deep
in the retina in the pigment epithelium.Melanin
absorbs light throughout the visible and near-
ultraviolet range, its absorption wearing off

towards the red and infrared regions. The tissue
response that follows immediately and over
months to years after photocoagulation is
outlined in (b).
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manipulated to increase drainage. The laser energy is titrated so that �champagne
bubbles� are produced when the 488/514.5 nm light is delivered in pulses of
millisecond duration. Selective laser trabeculoplasty is a term that denotes pulsed
532 nm treatment using a laser exposure time (3 ns) that is shorter than the thermal
reaction time of melanin. In other words, the exposure is stopped before significant
diffusion of heat has occurred beyond the melanin-containing cells that are the
intended target of treatment. The treatment is performed using a frequency-doubled
532 nm Q-switched Nd:YAG (neodymium-doped yttrium aluminum garnet) laser
with a spot size of 400mm.

Figure 37.20 Subfoveal choroidal
neovascularization (a) in a patient with
neovascular (wet) age-related macular
degeneration (AMD). The round mat of new
vessels is demarcated by a rim of small dark
hemorrhages (bleedings) that are visible through
the clear neurosensory retina. The hemorrhages
and new vessels are found in front of the retinal
pigment epithelium and are an example of what
is called a classic neovascularization. The new
vessels are connected to the choroidal vessels by
a vascular stalk that penetrates Bruch�s

membrane and the retinal pigment epithelium.
Because the new vessels were actively growing
and loss of residual central visionwas imminent,
confluent photocoagulation treatment was
applied to limit the damage (514.5nm argon
laser, 300mW, 0.2 s, 200mm laser spot
diameter). Three months later (b), the treated
areahad lost all tracesof pigment epitheliumand
photoreceptors. Two years later (c), the scar had
expanded to a 40% larger diameter because of
creeping outer retinal atrophy at the rim of the
scar.

Figure 37.21 Thermal laser treatment of the trabecular meshwork in the anterior chamber angle
promotes drainage of the intraocular fluid (aqueous humor or simply aqueous) and lowering of the
intraocular pressure, which is useful in selected patients with glaucoma.
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Aminor application of photocoagulation is in the trans-scleral delivery of infrared
light from a fiber-optic system. By placing the tip of the fiber on the outside of the eye
over the ciliary body (Figure 37.22), sufficient heat can be generated inside the eye to
coagulate the pigmented tissue of the ciliary body inside the eye, thus reducing the
production of intraocular fluid. This treatment, cyclodestruction, is often the last
resort in thefight against intraocular pressure elevation. It ismainly used in eyeswith
neovascular glaucoma.

Slow infrared heating of the fundus, called transpupillary thermotherapy (TTT),
has been tested as a means of arresting the progression of neovascular age-related
macular degeneration. Themethod failed to demonstrate a significant effect in awell-
planned clinical trial. Although the method is believed to be effective, in principle,
there is a fundamental problem in that there is no clinically applicable method of
monitoring the rise in temperature in the posterior pole of the eye during the
treatment. The use of standard parameters across subjects with pronounced varia-
tions in fundus pigmentation may not be a viable solution to this problem.

37.7
Photodisruption

Photodisruption is an elegant noninvasive technique based on the unique properties
of ultra-short laser pulses that can produce microscopic explosions at precisely
targeted locations deep inside the eye. The most common procedure is laser
capsulotomy, the splitting of a brittle membranous part of the lens that is left behind

Figure 37.22 Infrared laser cyclodestruction using fiber-optic delivery to the surface of the eye,
the infrared light penetrating the unpigmented sclera and exerting its heating effect in the pigmented
ciliary body.
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after cataract surgery to hold the artificial implant lens. Lens epithelial cells left
behind in the peripheral fold of the lens capsule proliferate and migrate over the
posterior aspect of what is left of the lens capsule, leading to opacification of the
capsule a year ormore after cataract surgery. The alternative to laser capsulotomy is to
insert a hooked needle behind the lens and use it to split the capsule [4]. Cataract
surgery, as we know it today, would never have reached its current popularity had a
convenient, noninvasive technology for capsulotomy not been invented.

The explosive effect of the ultrafast pulsed laser is not based on absorption of light
in a chromophore, as happens in photocoagulation orfluorescence. The interaction is
more subtle and much faster; it is the interaction that occurs between light and any
refractivemedium during the propagation of light inmatter. It is this interaction that
is responsible for the speed of light in matter being slower than in vacuum. The
interaction it is extremely weak and over the distances covered in the eye it has no
measurable effect at normal light intensities. The typical light source used for
photodisruption in the eye, however, generates 1mJ of photonic energy in the form
of infrared photons within 1 ns. This is equivalent to the electricity consumption of a
major city during the same time interval.When this radiation ismade to converge on
a small focus, the flux of photons reaches such a density that the sum of weak
interactions becomes large enough to tear electrons from their nuclei and create
plasma (photodisruption). The extreme heat causes expansion of the gas-like plasma,
which cools very rapidly under the emission of white light (bremsstrahlung) andwith
the collapse of the plasma bubble. This cavitation event is accompanied by an audible
click and oftenwith the release of gas fromdecomposedmolecules andby dissolution
of gasses dissolved in the biologicalfluids. Thephenomenonhas features in common
with a flash of lightning.

The photodisruption laser is housed in a delivery system based on the slit-lamp
biomicroscope design. The commonly used light source is an Nd:YAG laser. The
operator focuses a red helium—neon aiming beam to the smallest possible spot on
the capsule, so that the entire flow of photons is delivered to as small a target area as
possible. The beam should be focused precisely on the posterior lens capsule or
slightly behind it, to avoid damaging the intraocular implant lens. If no effect is
producedwith a low initial energy setting, the pulse energy is increased and so on. An
abrupt transition will occur, from producing no effect to producing plasma and
cavitation (Figure 37.23). This is an example of a nonlinear optical phenomenon
where nothing happens below a critical threshold.

If the focus of the Nd:YAG laser is fixed while the pulse energy is increased, it will
be observed that with increasing intensity the focus where plasma is formed moves
closer to the instrument. This is because the higher photonic flux means that the
threshold flux is reached before the light has fully converged at the focus of the
instrument.

Nd:YAG lasers are perfectly capable of producing cavitation in air. Because the free
particles of the plasma absorb photons of any wavelength, the plasma will form a
shield that stops any further advance of the light. This means that unlike photoco-
agulation systems, pulsed cavitation laser energy cannot be delivered reliably to the
posterior segment of the eye using optics that relay the radiation into the eye from a
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primary focus between the instrument and a lens such as a 90-diopter precorneal
lens. If a strand of fibrous tissue has to be transected in front of the retina, or a
hemorrhage is to be produced to facilitate development of a chorioretinal anasto-
mosis in an eye with a central retinal vein occlusion, it will have to be done using a
corneal contact lens such as the classical planoconvex Goldmann corneal contact lens.

The latest use of photodisruption in ophthalmology is in refractive cornea surgery
where infrared femtosecond fiber-optic lasers are being used to produce very rapid
sequences of tightly spaced cavitation effects inside the cornea, so that it can be cut in
quasi-contiguous planes in preparation for stromal ablation. After the femtosecond
procedure, a blunt probe is used to lift the corneal flap while gently breaking residual
strands of corneal stroma connecting the two layers that have been prepared. This
principle is now replacing themicrokeratomes that were originally used in the LASIK
procedure. Experimental studies are being conducted where such femtosecond laser
instruments are used to cut the cornea in two planes nearly parallel to its surface, thus
producing an intrastromal lenticule that can be extracted, leaving the residual corneal
tissue with the desired refractive characteristics.

37.8
Photodynamic Therapy

Certain organic molecules, notably those containing a porphyrin ring, a structural
motif found also in hemoglobin, can absorb light and expend the energy in the
production of free oxygen radicals. New vessels formed under the fovea in neovas-
cular age-related macular degeneration can be treated using verteporfin
(Figure 37.24), which accumulates in the endothelial cells of newly formed blood
vessels. Here, photochemical activation at 693 nm reaction leads to production of
extremely reactive singlet oxygen and other reactive oxygen radicals that are toxic to

Figure 37.23 Sequences of photographs
recorded during photodisruptive Nd:YAG laser
treatment of secondary cataract in an eye with a
dilated pupil and an artificial implant lens
somewhat smaller than the dilated pupil. First, a
red aiming beam is focused on the posterior
part of the lens capsule that remains after

cataract surgery (a). The pulsed infrared laser is
fired and 80ms later (b) the capsule is seen
to have been split by the explosive formation
of a plasma that also led to the release of a
bubble of gas, which is seen 400ms later (c) to
have rise–behind the posterior capsule.
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the endothelial cells and leads to occlusion of the new vessels. Photodynamic therapy
includes psoralens for psoriasis andd-aminolevulinic acid, a porphyrin precursor, for
skin cancer. Porphyria cutanea tarda, a hereditary deficiency of the conversion of
uroporphyrinogen, a precursor of hemoglobin, leads to accumulation of this inter-
mediate and to phototoxic production of skin blisters.

37.9
Optical Coherence Tomography

Optical coherence tomography (OCT) allows selective registration of reflections
from a given optical pathlength inside the eye [5]. The method is based on the
principle that light from a light source that is phase-coherent only near the emmitting
surface of the light source will be coherent at any conjugate image of the light source,
be it inside the eye or on the surface of the reference mirror. By recombining light
from the referencemirror with light returned from the eye, constructive interference
canbe obtained corresponding to the target inside the eye,whereas stray light that can
be orders ofmagnitudemore intense than the specular reflection is lost to destructive
interference (Figure 37.25).

Figure 37.24 Verteporfin, a porphyrin
derivative used in photodynamic therapy of
diseases of the retina and choroid. Originally
developed for the treatment of neovascular age-

related macular degeneration, verteporfin is
now used mainly in polypoidal choroidal
vasculopathy, choroidal hemangioma, and
central serous chorioretinopathy.
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The focus of theOCT instrument can be scanned in various patterns over the retina
or any other optically accessible part of the eye after which a tomographic recon-
struction of the anatomy of the retina can be made (time-domain OCT). State-of-the
art systems have progressed to spectral-domainOCT,which is faster andmore robust
in terms of axial alignment. Furthermore, scans can be aligned with respect to a
simultaneously recorded fundus image and summation and averaging of multiple
scans can be used to reduce speckle noise (Figure 37.26).

OCT has become an important addition to and to some extent a replacement for
biomicroscopy and fluorescein angiography (Figure 37.19). The first applications
weremainly in conditions where the retina is thickened or detached, such as diabetic
macular edema, neovascular age-related macular degeneration, and central serous
chorioretinopathy (Figure 37.27). With increasing resolution OCT has become a
valuable tool for the objective characterization of tissue loss in the atrophic conditions
that dominate the hereditary retinal degenerations.

The most common atrophic condition in the retina and optic nerve is glaucoma,
which is characterized by loss of retinal ganglion cells and nervefibers (Figure 37.28).
OCT is one of the techniques that compete for a place in glaucoma diagnostics and
monitoring. Themodern definition of glaucoma is that it is a condition where loss of
nervefibers in the inner retina and on the optic disk is accompanied by cupping of the
disk of no identifiable cause other than, in some cases, intraocular hypertension. The
diagnosis needs to be backed up by the demonstration of subnormal visual field
sensitivity, that is, loss of function.Assessment of intraocular pressure is relevant, not
only for making the diagnosis of glaucoma, but also to assess the effect of therapy.
Temporal arteritis is another cause of nerve fiber loss with cupping of the disk. Nerve
fiber loss without cupping is seen in intracranial hypertension, Leber hereditary optic

Figure 37.25 Principle of time-domain optical coherence tomography.
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neuropathy, uveitis, optic neuritis, andother diseaseswith an apparent focus of injury
away from the optic disk. The concomitant loss of nerve fibers and the supporting
stroma on the disk is one of several indications that the focus of injury is on the disk,
another being the occasional observation of hemorrhages among the nerve fibers on
the disk. Other conditions are characterized, to variable extents, by stationary nerve
fiber deficits, for example, optic nerve hypoplasia. There is no loss or deficit of nerve
fibers on the disk, however, without a deficit of retinal ganglion cells in the retina.
When ophthalmoscopy and conventional fundus photography were the only means
of retinal imaging, however, there was no method of assessing ganglion cell loss in
the retina. This has now changed andnoninvasive opticalmethods for nervefiber and
ganglion cell assessment are becoming a diagnostic mainstay in optic nerve disease.

Ophthalmoscopic examination of the optic disk, especially when stereoscopic,
provides an impression of the surface contour of the disk, the fullness and
vascularization of its nerve fiber rim, and the occasional splinter hemorrhage.
Inspection of the peripapillary area gives a view of the delicate, silky gray bundles
of nerve fibers as they arch toward the disk. Nerve fiber defects in patients with
glaucoma and other optic neuropathies can be immediately obvious to the trained
clinician. In these cases, objective methods of nerve fiber mapping are relevant only
as a secondarymeans ofmeasuring disease progression, the primary onebeing visual

Figure 37.26 Time-domain optical coherence tomography single scan (a) and after summation and
averaging of 12 scans, shown in false-color code (b) and in gray-scale reflection intensity (c).
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field assessment by computerized perimetry. Objective optical methods have the
advantage, in principle, of allowing structural mapping independently of confound-
ing factors such as inability to cooperate with computerized perimetry, a change in
optical media quality as a result of cataract surgery, and, to some extent, poor optical
quality of the refractive media of the eye.

The rational use of objective biometricmeasurement in clinical practice requires a
base of evidence from normative studies and, preferably, from prospective studies to
show that the instrument can help provide a better functional outcome for patients
over time. New diagnostic medical equipment is generally authorized for sale with
minimal documentation of its diagnostic utility, physicians being expected to know
what to do with it based on their biomedical insight. This is good for innovation but
leaves many questions about an instrument�s practical use unanswered, and years
may pass before the necessary research has been completed. Glaucoma diagnostics
has been supplementedwith a succession of optical instruments that are described in
the following.

Figure 37.27 Fundus fluorescein angiography
(a) and transfoveal optical coherence
tomography (b) (first-generation technology)
during an attack of retinal vasculitis with
exudation and accumulation of fluid in the fovea
(above) and after treatment with systemic
glucocorticosteroid with subsequent resolution

of the edema and normalization of the foveal
contour (below). The case illustrates the
ability of OCT, a noninvasive method, to replace
fluorescein angiography, an invasive method
based on intravenous injection of a
synthetic dye.
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Scanning laser ophthalmoscopy is an imaging technique that mimics essential
features of conventional fundus photography but has better spatial selectivity for
the plane of interest in the fundus. Because it picks up information only from a small
volume in three-dimensional space at any given time and then reconstructs an image
from a three-dimensional scanning array of such points, scatter and fluorescence
from the anterior segment of the eye is very effectively rejected. Built on the flying-
spot scanner principle, it only illuminates a spotwith a diameter of a fewmicrometers
at the fundus and then sweeps the spot across the horizontal and vertical directions of
an image plane inside the eye it either accepts all reflected light from the fundus at all
times or only from a small spot that is confocal with the illumination spot. The
confocal method rejects reflected or fluorescent light outside the small sampling
volume. By scanning the image plane along the optical axis of the eye, images from
various depths can be obtained, provided that there is a transparent optical medium
in front of it. Because the neurosensory retina is transparent, sectional images from
various depths can be reconstructed, providing information about reflection, back-
scatter, and fluorescence.

Additional techniques for objective characterization of optic nerve disease include
three-dimensional contour mapping of the disk using confocal scanning laser
ophthalmoscopy and assessment of nerve fiber layer thickness by measurement
of the optical anisotropy induced by the birefringence of the nerve fibers and
their uniform direction. For all technologies, follow-up studies are more informative
than single examinations. Normative studies generally lag years to decades behind
the marketing of new instruments, meaning that the evidence base for rational
application in clinical practice is often weak when the product is launched.

Figure 37.28 Spectral domain optical
coherence tomography scan around the optic
nerve head (optic disk) (c) in the right eye of a
healthy subject (c). The unfolded scan (a) shows
the variation in retinal layer thickness, with
shadows cast by the major blood vessels.
By convention, the scan is shown at

a height:width aspect ratio of 2:1.
Computerized segmentation of the retinal nerve
fiber layer (RNFL) is overlaid on a reference
curve collected in a population of healthy
subjects. PC/RPE, photoreceptor/retinal
pigment epithelium layer; CHOR, choroid; SCL,
sclera.
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37.10
Adaptive Optics Fundus Photography

Lateral and axial resolution in fundus photography are limited by the optical quality of
the anterior segment of the eye. In practice, there are higher orders of aberrations
than spherical errors and astigmatism. By focusing on a small area of the fundus and
using wavefront analysis to interactively control the properties of a multipoint-
deformable mirror, these aberrations can be overcome and sufficient resolution can
be achieved to image single photoreceptors [6, 7] (Figure 37.29).

37.11
Refractive Surgery

The prerequisite for correction of refractive errors, be it with spectacles, contact
lenses, or refractive surgery, is a precise preoperative characterization of the refractive
properties of the eye [8]. The common clinical refractioning procedure consists of a
simple titrationwith spherical and cylindrical trial lenses using tests of foveal angular
resolution for high-contrast, single-symbol optotypes (letters, numbers, simple
objects). These techniques require no information about how the refractive compo-
nents of the eye combine to yield the actual refraction of the individual eye, except that
contact lenses must fit the surface contour of the eye (Figure 37.30). To achieve this a
keratometric measurement of corneal radii of curvature is made, based on the
specular reflex of the tear film (Figure 37.31). Subsequently, the actual fit of a selected
contact lens can be tested on the eye (Figure 37.32).

Refractive surgery requires additional information because one of the compo-
nents of the eye is going to be altered and the effect of, say, flattening the corneal

Figure 37.29 Adaptive optics fundus
photography of a section of the fundus 2�

superior of the fovea showing a normal cone
photoreceptormatrix. Faint shadows are cast by
the blood vessels anterior of the

photoreceptors. The photoreceptors vary in
brightness depending on their spectral
absorption characteristics and the color of
the illumination.
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radius of curvature by 0.5mm will depend on the axial length of the eye and other
parameters of variable importance. The most common refractive surgery procedure
is cataract surgery with implantation of an artificial intraocular lens [9]. The two
most important parameters used to calculate the power of an implant lens that will
produce a desired postoperative refraction is the corneal curvature and the axial
length of the eye. The latter is defined as the distance from the apex of the cornea to

Figure 37.30 Irregular corneal contour in an
eyewith keratoconus, a condition of progressive
attenuation of the corneal stroma where the
degree of thinning increases with the distance
from the limbus corneae (the transition
between the sclera and the cornea) (a). The side
view of a slit-beam transecting a section of the

cornea (b) can be computer analyzed and
used to estimate corneal curvature. A contact
lens (c) can beused to bridge the irregularities of
the corneal surface and substitute the role of the
cornea by forming a regularly shaped interface
with the atmosphere.

Figure 37.31 Corneal topography maps in color code indicating the local radius of curvature.
A healthy eye with normal visual acuity (a) shows little irregularity whereas a cornea that underwent
unsuccessful refractive surgery (b) has a highly irregular surface contour.
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the photoreceptor layer of the retina. The techniques for corneal topography can be
divided into those that analyze the image formed by the specular reflex of the
cornea, for instance the image of a series of concentric rings, and those techniques
that observe the corneal contour from the side while a selected section the cornea is
intensely illuminated by a slit-beam (Figure 37.30). The Scheimpflug projection
(Figure 37.33) is ideal for the latter and is employed in a range of topography
instruments.

Figure 37.32 The fit between a hard contact
lens and the surface of the cornea can be tested
after the tear film has been stained using
fluorescein. In this patient with keratoconus, the

contour is irregular, causing accumulation of
fluid in a crescent-shaped pocket under the
contact lens right above the apex of the cornea.

Figure 37.33 Principle of Scheimpflug
projection enabling the full depth of an optical
section of the anterior segment of the eye (green
arrow representing incoming slit-beam of
illuminating light) to be in focus on an image

sensor placed at the plane indicated by the
dashed green line. The lens placed across the
black line is projecting the image of the cornea
and the lens on the image sensor.
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37.12
Intraocular Lens Implantation

Implantation of an intraocular lens in the capsular bag that remains after removal of
the contents of the lens through a circular opening of its anterior surface is the
standard solution for optical rehabilitation after cataract surgery (Figure 37.34)
[10, 11]. The refractive power of the lens to be implanted is calculated based on
preoperative measurements of corneal surface radii of curvature and axial length.
The latter was previously made using ultrasonography but optical coherence line
scanning has better precision and is now the standard of care.

Bifocal (multifocal) implant lenses are available in various designs made to
compensate for the presbyopia that follows from the rigidity of implant lenses. All
of these lenses sacrifice contrast for depth of focus [12]. Patient satisfaction is highly
variable and dependent upon subjective preferences. An alternative solution to
presbyopia is to make one eye emmetropic (focused at infinity) while the other eye
is optimized for reading (focused at 33 cm). This again is a compromise, now of
binocular vision, and again there are patients who are perfectly pleased with this
solution whereas others are deeply dissatisfied. This compromise, called monovi-
sion, can be tested in a reversible manner using contact lenses.

37.13
Photoablation

Excited dimer or excimer lasers can produce powerful pulses of ultraviolet radiation
that disrupt themolecules in a thin surface layer of biologicalmaterial, thus spending
the energy without heating the nonablated substance [13, 14]. Excimer lasers used in
ophthalmology include argonfluoride (ArF) lasers operating at 193 nm. Typical pulse
durations are 10 ns and repetition rates are from 100Hz and higher. Because of the
short wavelength, mirrors rather than lenses are used to control the beam. Various
delivery systemshave beendesigned, beginningwith simple circular apertureswith a
controllable diameter to smaller moving spots. Ablation patterns have developed

Figure 37.34 Schematic diagram of the
normal eye (a), an eyewith an implant lens in the
bag created out of the lens capsule (b), and a
posterior chamber phakic implant lens for high
myopia (phakic meaning that the natural lens
or phakos remains intact) (c). Lenses made
out of polymers with high refractive indices

achieve the necessary refractive power with
much less substance than the natural lens. in
daylight the pupil is rarely dilated beyond the
diameter of the optical part of the implant lens.
Implant lens dimensions are kept small to avoid
having to make large incisions for implantation.
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from one of simple correction for spherical errors to custom ablation in complex
patterns calculated on the basis of a preoperative wavefront analysis that includes
higher orders of aberration (Figure 37.35) [15].

37.14
Thermal Keratoplasty

Holmium lasers emit at 2.08 mm, a wavelength that is very effectively absorbed in
water. Holmium laser radiation has been used experimentally to induce thermal
shrinkage of corneal collagen in a limbus-concentric zone at a distance from the
limbus. When successful, the treatment produces a steeper curvature of the apical
prepupillary cornea. This effect can help correct hypermetropia (far-sightedness).
Holmium lasers have also been used to create an artificial passage from the anterior
chamber through the sclera at or near the anterior chamber, through the sclera to an
opening under the conjunctiva. The aqueous is supposed to seep out at a rate that
allows a reduction of the intraocular pressure without inducing hypotony (too low a
pressure, for practical purposes below 5mmHg). The radiation is delivered through a
0.5mmdiameter fiber-optic probe inserted through a surgical opening in the cornea.
The probe is advanced toward the angle opposite the point of entry. The pulse energy
is 60–150mJ and the repetition rate 5Hz. Energy levels of 1.35–6.6 J are sufficient to
produce full-thickness tunnels through the sclera. All such types of filtration surgery,
which ever way the opening is made, suffer from the consequences of the tissue
reaction to the surgical injury. Consequently, long-term success depends not only on
the surgical procedure but also very much on postoperative care and pharmaceutical
modulation of the healing and scarring processes.

37.15
Blood Flow Measurement

The rates of blood flow through the retina and the choroid are of fundamental
interest for the study of the eye. Noninvasive flowmetry in the eye is problematic.

Figure 37.35 Types of refractive cornea
surgery: (a) normal anatomy; (b) apical
photoablation; (c) intracorneal stromal ring
implant; (d) radial keratotomy (2/3 incision to
relax pericentral cornea); (e) intrastromal

ablation after creation of a corneal flap that is
folded away during ablation (LASIK); (f)
epikeratophakia (sutured corneal transplant
shaped from donor tissue that is eventually
covered by the recipient�s corneal epithelium).
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Ultrasonography is very useful in other organs, but in relation to the eye only the
vessels on the outside of the sclera in the posterior pole are sufficiently large to permit
measurements that are reproducible and reliable. Optical methods include laser
speckle flowmetry, which showsmovement of particulate matter through the vessels
of the fundus but fails to identify direction, volume, or sum in a manner that can be
converted to volumetric or linear flow rates. Laser Doppler velocimetry has been
studied in great detail and its virtues and limitations are well characterized. A laser
pointed at a selected major retinal vessel and a detector that measures the frequency
shift of the light reflected by erythrocytes and leukocytes in motion allow determi-
nation of peak velocity. According to Poiseuille, volumetric flow can be estimated if
the vessel diameter is also known and if the fluid follows the characteristics of
isotropic fluids. Laser Doppler flowmetry has found no application outside exper-
imental physiology.

Stroboscopic subtraction imaging of retinal blood flow is a recent invention. By
firing apid sequences of flashes and recording a sequence of fundus images without
the eye havingmoved significantly, frame-by-frame subtraction can yield an image in
which the faint trace of formed elements of the blood moving through the retinal
capillaries stand out against an empty background. The method permits measure-
ment of retinal capillary blood flow is a manner that is comparable to the blue-field
entoptic technique a technique, that relies on the patients themselves to observe the
rate of flow and compare it with a simulated reference shown to their fellow eye on a
video screen.

37.16
Perspectives

Ophthalmic biophotonics is under constant development and several experimental
techniques are expected to mature within the next decade, including femtosecond
laser treatment of the lens [16], adaptive optics imaging of the fundus, and multi-
modal imaging and spectral analysis of the various tissues of the eye. The application
of sophisticated optical devices outside university hospitals and specialized clinics
will be spurred by increasing compactness and affordability.
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38
Glaucoma Diagnostics
Marc T€oteberg-Harms, Cornelia Hirn, and Jens Funk

38.1
Introduction

Glaucoma is a widespread disease leading to progressive loss of visual function. It is
still one of the leading causes of blindness around theworld [1, 2] and the number one
reason for blindness in industrialized countries [3–5]. Worldwide there are more
cases of primary open angle glaucoma than of angle closure glaucoma [3]. Glaucoma
is a chronic and progressive neurodegenerative disorder causing loss of retinal
ganglion cells and their axons [6]. Characteristically, cupping of the optic disc is seen
with a possible loss of visual field. In most cases, the intraocular pressure (IOP) is
elevated above the normal [7] range.

IOP is the major risk factor for glaucoma. In addition, some other risk factors are
well known, for example, age, family history, and race (e.g., African or Caucasian
descent) [8].

Aqueous humor is formed by the ciliary processes [9–14] and drained mainly
through the trabecular meshwork into Schlemm�s canal [15]. Schlemm�s canal
communicates with the episcleral veins. This is called the trabecular outflow
(83–96% of the aqueous humor outflow) [16–19]. In addition, 5–15% of the aqueous
humor is drained via the uveoscleral pathway [17–23]. Usually an increased drain
resistance is the reason for elevated IOP [17–25], whereas aqueous humorproduction
is nearly constant [26–28]. Themain location of outflow resistance could probably be
found in the juxtacanalicular tissue of the trabecular meshwork [29, 30].

In managing glaucoma patients, lowering the IOP is the only treatment, with
excellent quality of evidence [31–36].Medical reduction of IOP is thefirst-line therapy
inmost cases [31, 37, 38]. Ifmedical treatment fails, there are several well-established
surgical procedures to reduce IOP.

Trabeculectomy (TE) as it is performed todaywas introduced in 1968 byCairns [39],
and it is still the gold standard in glaucoma surgery. The aqueous flows via a scleral
flap from the anterior chamber into the subconjunctival space [40]. TE is very effective
in lowering the IOP for long periods [41, 42]. The use of antimetabolites during
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surgery provides even better long-term IOP control [43–49]. Other surgical proce-
dures include laser surgery of the trabecular meshwork {argon laser trabeculoplasty
(ALT) [50–57] and selective laser trabeculoplasty [50, 51, 54, 58–65]} and cyclo-
photocoagulation (CPC) [66–73] for the ciliary body or shunt implants (e.g., Molteno
[74–76], Ahmed [77, 78], and Baerveldt tube [79, 80]).

Managing the glaucoma patient over time by measuring the IOP and testing the
visual field is very important. By the time the breakdown of retinal ganglion cells is
clinically detected, extended and irreversible damage has already occurred [81, 82].
Since effective therapy can slow the progress of glaucoma, early diagnosis of
worsening is one of the main goals in treatment of this disease. It is strongly
believed that the thinning of the retinal nerve fiber layer (RNFL) correlates highly
with or even precedes visual field loss in glaucoma [83–89]. Well established in
detecting earlyRNFLthinningare optical coherence tomography (OCT) (Figure38.1),
scanning laser ophthalmoscopy with the Heidelberg retina tomograph (HRT)
(Heidelberg Engineering, Heidelberg, Germany), and laser scanning polarimetry
(GDx) (Carl Zeiss Meditec, Oberkochen, Germany).

38.2
Optical Coherence Tomography

Using OCT, Huang et al. were the first to present a noncontact, noninvasive
method of using low-coherence interferometry to determine the echo time delay
and magnitude of backscattered light reflected off different layers of a structured
tissue sample [90]. The unique optic free pathway through the eye made OCT
highly applicable to the visualization of retina layers. In 1995, time domain optical
coherence tomography (TD-OCT) was introduced as an imaging technique for
glaucoma diagnosis [87]. In spectral domain optical coherence tomography (SD-
OCT) (or Fourier domain OCT), a moving reference mirror as used in TD-OCT is

Figure 38.1 Typical OCT test setting with patient and examiner.
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no longer needed. SD-OCT provides higher resolution at faster scanning
speeds [91, 92].

In TD-OCT, a prism splits an 820 nm infrared light source into two beams. One
spreads through the layers of the eye while a reference beam is deflected to a
moving reference mirror. For every measurement point detected along an axial
depth scan (A-scan), the moving reference mirror has to be readjusted. If the
reference mirror is positioned at virtually the same distance from the light source as
the backscattering tissue, the reunited light beams will interfere and be detected by
an interferometer. Processing multiple A-scans along a scanning line (B-scan)
allows for the visualization of retinal layers. TD-OCTprovides axial resolutions of up
to 10mm [87, 90, 93, 94].

Amajor revolution in OCT imaging was the introduction SD-OCT. Instead of time
delay as used in TD-OCT, SD-OCT applies Fourier analysis to light wavelengths to
determine the spatial location of reflected light [92, 95]. The first ophthalmic SD-OCT
in vivo scans were introduced byWojtkowski et al. in 2002 [91].With SD-OCT, all axial
data information along one A-scan can be gathered within a single scan. In 2006, the
first high-speed, high-resolution OCTs became commercially available. Today, the
latest generation of SD-OCTdevices provide resolutions that arefive timeshigher and
scanning speeds 100 times faster compared to TD-OCT [95, 96]. Owing to the faster
scanning speed, more data (A-scans) can be acquired in a given time, allowing SD-
OCT devices to generate 3D reconstructions of retina areas [97].

Another development available in recent OCT devices is the implementation of
specific algorithms and software to enhance the scanning resolution further and
decrease motion artifacts. In 2006, the Spectralis SD-OCT system (Heidelberg
Engineering, Heidelberg, Germany) was introduced for retinal imaging. This
instrument features two different options to enhance reproducibility. An online eye
tracking device (eye tracker) compensates for involuntary eyemovements during the
scanning process, and a retest function assures that follow-up measurements are
taken from the same area of the retina as the baseline examination. The Heidelberg
Spectralis is the only commercially available SD-OCT system with an eye tracking
function. Both options can be switched off separately. To measure the RNFL circle,
scans could be performed around the optic disc with a scanning angle of 12�, which
equates to a retinal diameter of 3.5mmwhen assuming a standard corneal curvature
of 7.7mm. The SD-OCT Super uses a luminescent diode with a center wavelength of
840mm.TheSpectralis SD-OCTobtains up to 40 000A-scans per secondwith a depth
resolution of 7 mmin tissue. Transversal resolution depends on the tightness of the A-
scans and is up to 5mm.

With a dual beam, a corresponding scanning laser ophthalmoscope (SLO) fundus
image can be captured at the same time as the OCT measurement, enabling the
system to link every OCT scan (Figure 38.2a) to its corresponding position on the
SLO fundus image (Figure 38.2b). Processing of SLO data and identification of
specific patterns in retinal structures such as blood vessels allow scans to be marked
as a reference and baseline. In follow-up examinations, the system recognizes
the former scanning area on the retina and automatically positions the retest
scan on the same location. During the measurement, online eye tracking provides a
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real-time adjustment of the OCT scanner on the simultaneously gathered SLO
image in order to decrease motion artifacts, and the high scanning speed reduces
the time for distracting eye movements to occur. To increase image quality, the
Spectralis SD-OCT includes an ART (automatic real time) function. With ART
activated, multiple frames (B-scans) are gathered during the scanning process and
images are averaged for noise reduction [98, 99]. The number of frames can be
adjusted from one to 100.

The SD-OCT devices provide an algorithm to determine the inner and outer
borders of the RNFL (Figure 38.2a). OCT data were analyzed by this algorithm to
detect the RNFL thickness along the circular scan in micrometers. The median
thickness was plotted on a pie chart diagram representing different sectors of the
optic disc (Figure 38.2d). The calculated thickness profile (Figure 38.2c) refers to a
set of normative RNFL thickness data in healthy subjects [100]. Green areas
represent the 95% normal range found in healthy subjects of the same age
whereas values outside the 99% confidence interval of the normal distribution
(0.01< p< 0.05) are indicated in red. Yellow areas represent values outside the
95% confidence interval but within the 99% confidence interval of the normal
distribution. Figure 38.3 shows a typical printout of an OCT RFNL scan of a
glaucoma patient.

Figure 38.2 Circular peripapillary optical
coherence tomogram of a normal right eye
(a) with its corresponding fundus image
(b) obtained with the dual-beam scanning laser
ophthalmoscope. Red lines in the OCT B-scan
(a) indicate the inner and outer border of the

RNFL found by the algorithm. In (c), measured
RNFL thickness is plotted on the thickness
valuesmeasured in healthy subjects of the same
age. The mean RNFL thickness of sectors, the
peripapillary bundle, and the global mean RNFL
thickness are shown in (d).
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38.3
Scanning Laser Tomography – Heidelberg Retina Tomography

The aimof optic nerve head (ONH) imaging is to assist in the classification of normal
and glaucomatous optic discs on the one hand and to detect glaucoma progression on
the other.

The latest version of the HRT system (HRT3) is a confocal scanning laser system
for acquisition and analysis of three-dimensional images of the ONH and RNFL.

Figure 38.3 Typical printout of OCT RFNL scan of a glaucoma patient.
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It allows quantitative assessment of the topography of the ONH and also the follow-
up of topographic changes.

Pupil dilation is not required for the examination.
A diode laser with a wavelength of 670 nm is focused and deflected periodically for

point-by-point two-dimensional scanning of the posterior pole perpendicular to the
optical axis. The intensity of the light reflected from the object is detected separately
from the incident laser beam. In confocal scanning laser systems, a diaphragmwith a
pinhole is placed before the detector. Only light reflected from the focal plane is
focused on the pinhole, passes the diaphragm, and is detected; reflections from layers
above or below the focal plane are suppressed. This technique is called scanning laser
tomography.

The location of the light-reflecting surface allows the determination of the height of
the scanned structure. HRT permits image acquisition at different depth locations,
providing a series of optical section images forming a layer-by-layer three-dimen-
sional image of the ONH and the peripapillary RNFL. The size of the field of view is
set at 15� � 15�; the images are digitized in frames of 384� 384 pixels. The distance
between the focal planes is set at 62.5mm.

Sets of three images are acquired in onemeasurement. By translating each specific
height location into a specific color, a color-codedmean topography image in addition
to a mean reflectance image is computed.

For stereometric measurements and analysis of the ONH, a contour line has to be
drawnaroundthediscmarginbytheoperator; thestructureenclosedisanalyzedthree-
dimensionally. Based on the contour line, a reference plane is automatically defined.
This reference plane is set parallel to the peripapillary retinal surface and is located
50 mm posterior to the retinal surface of the papillomacular bundle. All structures
located below the reference plane are considered to be cup, and all structures located
above the reference plane and within the contour line are considered to be rim.

The result of the analysis is a set of stereometric parameters, which are printed in a
table and shown in color-coded images and graphs. Themost important are disc area,
cup and rim area, cup and rim volume, cup to disc ratio, mean and maximum cup
depth, and thickness of the RNFL along the contour line. The only parameters
independent of the reference plane are the three-dimensional cup shape measure
and the height variation of the contour.

Moorfields regression analysis (MRA) is a tool to determine normal or glauco-
matous discs by a regression analysis between disc size and rim area [101]. The
results of theMRAare superimposed on the reflectance imagewith a subdivision into
six sectors, each marked according to the classification as normal, borderline, or
outside normal limits, with red crosses for outside normal, yellow exclamationmarks
for borderline, and green ticks for within normal limits.

Additional graphs are horizontal and vertical cross-sections of the topography
imagewith amarked line for the reference plane and the optic discmargin, a graph of
the height variation of the RNFL following the contour line, representing the RNFL
thickness at the discmargin, and the results of theMRAdisplayed as seven bars – one
for each of the six sectors of the ONH and a seventh for the overall optic disc
assessment.
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When interpreting the results of an HRTexamination, classification as normal or
glaucomatous based on individual stereometric parameters is rather difficult.

So far, the major drawback in interpretation of the results is that the stereometric
parameters are dependent on the reference plane. In addition to an inter-observer
variability of the drawing of the contour line [102, 103], a high physiological variation
of ONH stereometric parameters adds to changes in the height of the RNFL during
the course of the disease and also a physiological reduction in RNFL thickness with
age [104]. Therefore, the reference plane is moving posteriorly, leading to underes-
timation of the cupping and possible progression [105].

Additionally, the IOP has a direct influence on cup volume, cup depth, rim area,
and cup to disc area ratio [106, 107].

The coefficients of variation for area and volume parameters are 2–6 and 6–14%,
respectively [102, 108].

To improve the diagnostic power, in HRT3 the normative database has been
expanded and now offers 215 healthy African-American eyes and 733 healthy eyes of
white individuals, and a further database of �100 Indian (south Asian) eyes is
available.

Anew tool is theOUreport,which compares the subject�s stereometric parameters
against the normative database and which features an image quality assessment for
both eyes, based on themean pixel height standard deviation, scaled fromexcellent to
very poor quality, with acceptable image qualitywith standard deviation (SD) less than
35 mm, and good quality images categorized as images with SD less than 25 mm.

A second new tool is the glaucoma probability score (GPS), which aims to
discriminate between normal and glaucomatous eyes using a mathematical model
of ONH shape [109]. Included in the analysis are horizontal and vertical curvature of
the peripapillary retina, cup depth, cup width, and cup wall slope. The advantage of
this analysis is that it is independent of the contour line and the reference plane
position and therefore not operator dependent.

A graphical representation is used similar to theMRA, with red crosses for outside
normal, yellow exclamation marks for borderline, and green ticks for within normal
limits.

The GPS shows a sensitivity and specificity of 77.1 and 90.3%, compared with 71.4
and 91.9% for MRA [110].

Data indicate that an abnormalMRA classification ismore useful to confirm that a
disc is glaucomatous, and MRA better discriminates in more severe glaucoma,
whereas awithin normal limitsGPS classification ismore likely to confirm that a disc
is normal [111].

Although the MRA is based on the relation between disc size and rim area, the
diagnostic precision seems to be reduced in large discs [112, 113].

For progression analysis, there are currently two algorithms: trend analysis
examines the change of stereometric parameters over time, and topographic change
analysis (TCA) estimates the probability that a change in surface height between
baseline and follow up occurred by chance alone [114]. The change probability map
combines clusters of 4� 4 adjacent height measurements or pixels to give so-called
superpixels. The variability of baseline measurements is compared with the
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combined variability of the baseline and follow-up measurements. The resulting
probability maps are displayed color-coded [107, 114, 115].

In summary, the HRT provides moderate discrimination between normal and
glaucomatous ONH, but is promising when it comes to identifying and quantifying
progression.

38.4
Scanning Laser Polarimetry – GDx

Thinning of the peripapillary RNFL has been shown to be one of the earlier signs of
glaucomatous damage [81, 84, 116], and scanning laser polarimetry (SLP) is a
technique developed to evaluate the peripapillary RNFL thickness.

SLP is based on the birefringence of the RNFL, which is due to the parallel
alignment of themicrotubuli in the nervefibers. This birefringence induces a change
in retardation of polarized light passing through the RNFL.

The GDx uses a diode laser with a wavelength of 780 nm; the scanning area is
15� � 15�. The retardation of the reflected laser light is detectedwith a scanning raster
of 256� 256 pixels. Pupil dilation is not necessary. Based on experimental conversion
factors, the RNFL thickness is estimated [117, 118].

In addition to RNFL, in the anterior segment the cornea and the lens also are
birefringent and affect the measurement. To compensate for this effect, a variable
corneal compensation (VCC) was developed. In the GDx VCC, initially a macular
scan is performed. As there are no retinal nerve fibers in the fovea centralis, all
changes in retardation should be due to corneal birefringence. Hence the
polarization axis and magnitude of the cornea can be calculated [119]. For
subsequent scans of the peripapillary RNFL, those values are applied for correc-
tion of the measurement.

For the analysis of the scans, after marking of the ONH margin, a ring (the so-
called ellipse) is placed around the optic disc with a diameter of 1.75mm. Along that
ring, themodulation and thickness of the RNFL are calculated. On the printout, there
are an ONH image and a color-coded RNFL thickness map and also a deviation map
and the TSNITgraph. The TSNITgraph shows the peripapillary heightmodulation of
the RNFL.

Additionally, a number of modulation and thickness parameters are presented,
and also a global parameter called the nerve fiber indicator (NFI), which is a support-
vector machine-derived parameter for discrimination between healthy and glauco-
matous eyes [120, 121]. The coefficient of variation for the GDx VCC is 3–6%.

One drawback with the VCC technique is that corneal compensation is dependent
on an intact fovea. In patients with macular diseases, VCC can be severely hindered.
In patients with peripapillary atrophy, the ellipse has to be enlarged to spare the areas
of atrophy to avoid artifacts.

Typical retardation patterns display larger amounts of retardation superior and
inferior to the optic disc, and decreasing amounts of retardation with increasing
distance from the optic disc.
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Atypical patterns occur in �10–25% of healthy and 15–51% of glaucomatous
eyes [121–124]. They seem to be more frequent in patients with high myopia and
lightly pigmented fundi. Therefore, a new method was introduced a few years ago:
enhanced corneal compensation (ECC).With thismethod, the signal-to-noise ratio is
improved in cases of atypical retardation patterns.

In contrast to VCC, where themeasurement was adjusted to neutralize the corneal
birefringence, in ECC an additional amount of birefringence is added to the
measurements, thus shifting the measurement into a more sensitive detection
range [125, 126]. Hence images showing atypical retardation patterns are reduced
compared with the VCC technique at similar levels of reproducibility [127]. The
ability to discriminate between healthy and glaucomatous eyes seems to be improved
in ECC [124].

Progression analysis is shown in a serial printout with differences between
measurements flagged based on arbitrarily chosen cut-off marks.
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39
Early Detection of Cataracts
Rafat R. Ansari and Manuel B. Datiles III

Cataracts, the clouding of the eye lens (Figure 39.1), accounts for half of all blindness
worldwide [1–3]. Although there is very active research into finding the cause of
cataracts, there is no medical (nonsurgical) cure. Cataract surgery is one of the most
successful operations in the world today, but requires highly skilled surgeons and
complex and expensive equipment and facilities. Up to 7 million cataract operations
are performedworldwide each year at considerable cost. In theUnited States, cataract
accounts for 45% of visits to eye doctors and cataract surgery is the most frequently
performed surgical procedure among Medicare beneficiaries [4].

Inmedicine, early detection of disease leads to early treatment while the disease is
still reversible. Noncataractous (before the appearance of haze and cloudiness) lens
changes occur with normal aging [5, 6] and the clinical difference between early
cataract and age-related change is often not clear-cut in transparent lenses. This
makes early detection of cataract very difficult, especially with conventional photo-
graphic techniques in use today. Patient follow-up examinations help differentiate
nonprogressive aging changes from slowly progressive cataractous changes.

This chapter summarizes currently available methods for the evaluation of
cataracts and describes briefly promisingmethods for the early detection of cataracts.
Table 39.1 gives a list of these methods. However, light scattering in various forms
remains the main mode of operation in these methods. Simply, more light is
scattered as a cataract is formed.

39.1
Visual Acuity Testing

Visual acuity testing (for example, the Snellen test originally introduced in 1862) and
survey-type questions are very subjective and dependent upon patients� response.
These tests (shown asA andB in the table) donot adequately describe the ability to see
large but low-contrast patterns such as faces or nearby objects. A cataract may affect
the results of the Snellen acuity test minimally, and yet a patient may already

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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experience difficulties in daily activities such as driving or walking, especially in
bright sunlight or at night, or have difficulty in reading fine print accurately.

39.2
Ophthalmologic Clinical Examinations

39.2.1
Hand-Held Light Examination

A hand-held light in conjunction with a magnifying loupe is the basic tool used for
gross examination such as in-field examination of the lens.

39.2.2
Ophthalmoscopy

The direct ophthalmoscope�s built-in þ 10 lens allows the gross detection of opacities
in the lens. The indirect ophthalmoscope may also be useful in making a gross
assessment of the clarity of the media as one observes the fundus (back of the eye).

39.2.3
Slit-Lamp Examination

The standard way of examining the lens clinically is using the slit-lamp biomicro-
scope through a widely dilated pupil. This instrument provides a three-dimensional
view of the lens. One can focus on specific areas of the lens fromdifferent angles, and
at the same time vary the location, direction, and intensity of the illuminating beam
independently. The following techniques can be used: (1) direct focal illumination
using either a wide or narrow beam; (2) retroillumination; and (3) others, including
specular reflection, indirect illumination, diffuse illumination, and use of the light
reflected from the iris and posterior capsule.

Figure 39.1 Photograph of an eye showing a mature or advanced cataract seen through a dilated
pupil.
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39.2.4
Slit-Lamp Photography of the Lens and Grading of Cataracts

Slit-lamp digital photography documents abnormalities and opacities in the lens.
Variables to consider in its use in the lens include the limited depth of field, the
variabilities in light intensities with the slit beam, limits of magnification with
corresponding limits on the area that can be photographed, limits in the angle of the
slit beam used, and limits imposed by pupil size. Recently, cataract classification
systems have been developed that use carefully selected slit-lamp photographs of
cataracts as standards for comparison with the patient�s cataracts. These are enu-
merated in Table 39.1. These systems provide lens photographs showing various
severities or grades of cortical, nuclear, and posterior subcapsular cataracts to be used
as standards, which a clinician can then compare with the patient�s cataract as seen
directly on the slit lamp. For nuclear cataracts, slit photographs of the lens are used
(Figure 39.2), and for cortical and posterior subcapsular cataracts, retroillumination
photographs are used in which the light is reflected back from the retina
(Figure 39.3).

39.2.5
Modified Slit-Lamp Photography

Several instruments have been developed to convert the cataract photographic image
into numbers. In nuclear cataracts, densitometric analysis can be performed and
clouding of the lens nucleus can be expressed in terms of optical density similarly to
turbidity measurements. In cortical and posterior subcapsular cataracts, the area
occupied by the cataract inside the pupillary space that is blocking light can be
measured. These objective measurements can then be analyzed statistically for
research studies.

Figure 39.2 Photograph of a saggital section of a nuclear cataract using the slit beam of a slit-lamp
camera (note the brownish color or brunesence of nuclear or central core area of the lens).
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39.2.6
Scheimpflug Cameras

Slit-lampsmodified along the Scheimpflug principle [28, 29] can capture lens images
with sufficient depth of focus that the entire anterior chamber from the cornea to the
posterior capsule of the lens is in sharp detail. Figure 39.4 shows Scheimpflug images
of the front of the eye. Densitometric analysis can be also performed in an area of
interest, including the cornea and the lens nucleus. Longitudinal studies to follow the
progression of nuclear cataracts can thus be conducted in an objective and masked
fashion [29]. A recent review outlined the development of the technique and its
introduction into ophthalmology [30].

39.2.7
Retroillumination

Retroillumination cameras [31, 32] can capture images of cortical and posterior
subcapsular cataracts using light reflected from the retina as shown in Figure 39.5
and allow the calculation of the size of opacities.

39.3
New Methods Under Development

New technologies are being applied in the early detection of cataracts and show great
promise for providing new insights into the cataract problem. In this section, the
following devices are discussed: optical coherence tomography (OCT), Raman
spectroscopy, autofluorescence, magnetic resonance imaging (MRI), nuclear mag-
netic resonance (NMR) spectroscopy, wavefront technology, and dynamic light
scattering (DLS) [also known as quasi-elastic light scattering (QELS) and photon

Figure 39.3 Photograph of a cortical cataract seen using direct illumination (a) and using
retroillumination (reflection of light from the retina) of a slit-lamp camera (b). Note spoke like
opacities.
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correlation spectroscopy (PCS)]. These new noninvasive techniques add to the
armamentarium available to cataract researchers.

39.3.1
Optical Coherence Tomography

OCTis anear-infrared optical ranging imaging technique [33].High-resolution cross-
sectional images of the cornea, anterior lens, and retina are obtained by measuring
the echo time delay of reflected infrared light using a technique known as low
coherence interferometry. The images obtained by OCT are of much higher reso-
lution (�1–15 mm) than images obtained by low-frequency ultrasound pulse-echo
imaging (�100 mm). OCT provides more detailed structural information than any
other noninvasive ophthalmic imaging technique at present. OCT of the lens and
cataracts is limited by the depth of scanning, hence only the anterior half can usually
be imaged. It has not yet been used extensively in this area but holds promise in the
study of cortical cataracts. Recently, OCTnucleus density measurements correlated
well with LOCS III for nuclear opalescence and color [34].

Figure 39.4 (a) Scheimpflug image of the lens
with a nuclear cataract showing the automated
densitometric measurement through the center
[the graph in (b) shows the density across the
lens in pixel units]. Currently, the Pentacam
Scheimpflug imaging device performs a 360�

sweep of the anterior eye segment through the
pupillary axis to create a three-dimensional
image. It is used routinely tomap the cornea for
LASIK surgery measurements, but is used here
to portray the lens.

634j 39 Early Detection of Cataracts



39.3.2
Raman Spectroscopy for the Detection of Cataract

Raman scattering is the result of inelastic collisions in which the scattered photons
exchange energy with the vibrational energy modes of an atom. This frequency shift
(or the difference in frequency of an incident photon and the scattered photon) points
to specific structural information about a constituentmolecule analogous to a certain
specific fingerprint that can identify any species present in the system being inves-
tigated. However, the Raman signal is very weak. Of 106–1010 incident photons, only
one scattered photon exhibits a Raman shift. Raman spectroscopy has furthered our
knowledge ofnormal aging andpathologic processes in the lens [35],whichwouldnot
havebeenpossiblewithothercurrently availablemethods.Thestructural information
it provided includes SH, S–S, H2O, Trp, Try, Phe, and protein secondary structure.
Studies can be carried out in the intact living lens. Raman spectroscopy has beenused
to demonstrate regional swelling of the lens in diabetes. In mildly diabetic rats, the
overall increase in lenshydration is hardly detectable.However, regional swellingwas
demonstratedbyMizuno et al. [36].Thismethodpermitted thedeterminationofwater
content from the periphery of the lens to the center. The advantage of this type of
noninvasive technique, similar to that of NMR spectroscopy and QELS, is that it
permits the analysis of discrete areas of the lens.Hence thesemethodsmaybehelpful
in determining the changes that occur in certain regions of the lens during cataract
formation. The Raman spectra of animal and human lenses have been discussed

Figure 39.5 Digitized retroillumination image of the lens with a posterior subcapsular cataract (a)
and the area of cataract highlighted for measurement (b) using an automated system using
thresholding to determine what is an opaque versus nonopaque area.

39.3 New Methods Under Development j635



by Ozaki in a review article [37]. Raman spectroscopy is very useful for cataract
research; it gives unique information about changes in water content and structural
alterations in the lens proteins with cataract development. Clinical in vivo use of this
technology is limited by the need to use high laser power, and comprehensive spectral
data libraries must first be generated and established. It can then be used to give
searchable fingerprints (indices) for ocular and other diseases.

39.3.3
Autofluoresence for the Detection of Cataract

Ocular tissues exhibit natural or autofluorescence (AF) and it has been found to
increase with age in healthy individuals [38]. Accumulation of fluorescent proteins in
ocular tissue can result from long-term exposure to the UV or UVA radiation in
sunlight. This accumulation of fluorophores may also be responsible for lens opaci-
fication and can be considered a risk factor for cataract formation. Thesefluorophores
canbe foundduring cataract formation. In the initial stages these canbe characterized
by exhibiting fluorescence in the near-ultraviolet and violet regions of the spectrum
(340and411nm).However, inadvancedstagesofcataractdevelopment,an increase in
the intensity of the long-wavefluorescence of the lipids in the blue–green region (430/
480 nm) occurs [39]. AF from transparent (noncataractous) lenses exhibits a strong
correlationwithage.Theincreased leveloffluorescencefromthelenscanbeattributed
to oxidative stress or absorbance of UV light as a function of age. Because the cornea
does not absorb UV light, its AF level remains constant. However, both diabetic lens
and cornea show significantly increased AF levels.

39.3.4
Wavefront in Cataract Detection

Wavefront aberrometry was introduced in ophthalmologic practice to evaluate visual
performance objectively. A wavefront analyzer is used to evaluate the quality of an
optical system. The wavefront is the pack of light beams or bundle of rays reflected
from the retina and coming out of the eye, which is then detected by a sensor called a
Shack–Hartmann wavefront sensor (originally developed for high-energy laser and
astronomy applications). The light used in the measurement is in the near-infrared
region of the spectrum where the eye is nearly insensitive. The sensor has lenslets
which divide the wavefront into parts.

Image degradation in the macula because of cataract may be caused not only by
light scattering but also by optical aberrations. As discussed in Section 39.1, several
devices such as the Oqual and the resolution test target test have been devised as
simple ways to test for the effect of optical degradation in the retina.

A new technology using wavefront analysis to study optical aberrations of the eye
and in particular the cornea to enhance the results of refractive surgery in patients has
also been used on the lens. Kuroda et al. [40], using the Hartmann–Shack aber-
rometer (Topcon, Tokyo, Japan), found that the ocular total higher order optical
aberration in eyes with a cortical or nuclear cataract was significantly higher than in
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normal subjects. Corneal total high-order optical aberration in eyes withmild cortical
or nuclear cataracts did not differ from that in normal subjects. This suggests that
high-order optical aberration increases in eyes with cataract because of the local
refractive change in the lens. Another finding was that the polarity of spherical
aberration was different between nuclear and cortical cataracts. In nuclear cataracts,
the polarity is always negative, suggesting that a delay of the light wavefront occurs
when the ray travels inside the hard nucleus with increased refractive index. In
contrast, in cortical cataract, the polarity was always positive.

These findings suggest that in mild cortical and nuclear cataracts, not only light
scattering but also optical aberrations in the lens contribute to loss of visual function
as measured by loss of contrast sensitivity [40]. Hence this new technique may be
useful in studying the total effect of early cataracts on visual function, and explain
some patients� complaints such as monocular diplopia in the presence of mild lens
changes.

39.3.5
Magnetic Resonance Imaging and Nuclear Magnetic Resonance Spectroscopy
of the Lens

As any other human tissue, the lens contains carbon and hydrogen atoms in which
protons spin around their nuclei in random directions. On application of a magnetic
field, these �microscopicmagnets� are aligned in a particular (north–south) direction
(higher energy state). On turning off the magnetic field, the microscopic magnets
return to their original random state (lower energy state). The frequency of rotation is
equal to the energy of a photon (normally a known radiofrequency) that would cause
the nuclei to flip between these two energy levels. This provides measurements of
relaxation rates between different energy states of the nuclei in relation to the applied
excitation photon field. Because they are dependent on the hydrogen nuclei densities
in the tissue, the relaxation rate information can be translated into images.

MRI provides the ability to probe the chemical and metabolic status of the lens
noninvasively. Thus, in response to normal and pathophysiologic conditions, aspects
such as lens metabolism, ion concentrations, the state (bound versus free) of lens
water, and metabolite and macromolecular motional dynamics may be investigated.
Valuable biochemical and biophysical information pertinent to the factors that
govern lens transparency, and conversely the medical condition of the cataract, can
thus be studied.

MRI has been used to image the eye but problems have been encountered,
including poor resolution; limited access to the surface coil, and poor resultant
magnetic signal (because of the location of the eye within the bony structure of the
orbit); motion artifacts (caused by microsaccadic eye movements, breathing and
heartbeat); and the presence of high susceptibility gradients around the eye. Lizak
et al. [41] used a special technique, magnetization transfer constant enhancement
(MTCE), to enhance the lens image successfully and study diabetic and galactosemic
animalmodels of cataract, and applied it to clinical use.MTCE takes advantage of the
magnetic interactions between water and macromolecule hydrogen atoms.
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Preliminary clinical studies suggest that cortical lens changes can be better observed
withunenhancedmagnetic resonance images,whereasnuclear lens changes are better
observed by the addition of the MTCE preparation pulse (Figure 39.6). MRI therefore
promises to be an imaging method independent of optical imaging that will allow
clinicians tomonitormetabolic processes in the lens [41]. In a recent study, a newultra-
high resolution MRI instrument with a magnetic field of 7.1T was used to study the
anterior segment of the eye including the crystalline lens of postmortem animal and
human eyes and in in vivo rabbit experiments [42]. 13C NMR spectroscopy of the intact
lens, on the other hand, has provided information about the production, turnover, and
inhibition of sorbitol by aldose reductase inhibitors. Proton NMR spectroscopy of 13C-
labeled metabolites offers the ability to monitor the reactivation and dynamics of the
hexose monophosphate shunt (HMPS), a pathway important for the maintenance of
the lens redox state, in real time and noninvasively [43]. 31P NMR spectroscopy allows
the monitoring of phosphorus-containing metabolites, thereby permitting the real-
time assessment of lens tissue metabolic response to pathophysiologic conditions.
Important metabolites, such as adenosine triphosphate, phosphomonoesters, and
phosphodiesters, may be monitored. Furthermore, intralenticular pH may be mea-
sured. However, no clear correlation between phosphorus metabolite levels and lens
clarity has been established to date, despite numerous NMR and classic biochemical
studies. This lack of correlation suggests the importance of biophysical investigations

Figure 39.6 An MRI image of the lens
compared to a Scheimpflug image of the same
lens with nuclear cataract. M0, magnetic
resonance image of a patient�s eye with a
nuclear cataract; Scheimpflug, image of the
same nuclear cataract (LOCS II nuclear

opalescence grade 2) taken using a Zeiss
Scheimpflug slit-lamp camera
(optical/digital); Ms, magnetic resonance
image of the same eye with magnetic transfer
contrast enhancement [41].
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aimed at the interaction behavior and organization of the constituent lens proteins in
the cytoplasm, the macromolecular entities responsible for light scattering associated
with cataract. NMR spectroscopy may be viewed as an important adjunct to the better
established laser light scattering studies of the lens, and has remained mainly a
laboratory, rather than a clinical, method of studying the human lens [44].

39.3.6
Dynamic Light Scattering (DLS)

DLS is an established laboratory technique to measure the average size or size
distribution of microscopic particles (3 nm to 3 mm) suspended in a fluidmedium in
which they undergo random Brownian (or thermal) motion. The intensity of light
scattered by the particles from a laser beam passing through such dispersion will
fluctuate in proportion to the Brownian motion of the particles. Because the size of
the particles influences their Brownian motion, analysis of the fluctuations in
scattered light intensity yields a distribution of the diffusion coefficient(s) of the
suspended particles fromwhich average particle size or particle size distribution can
be extracted [45, 46]. Clinically,DLS canbe used to study cataracts noninvasively at the
molecular level [47, 48]. In vivo DLS measurements at the molecular level correlate

Figure 39.7 A sequential study of an eye which
developed a nuclear cataract in a year (b).
The dynamic light scattering particle size
distribution graphs are shown in (a). The first

peak represent the a-crystallin content of the
lens, which disappeared by the time the nuclear
cataract developed (seen in the photograph).
(Reproduced from Datiles et al. [50]).
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well with established laboratory analytical methods such as high-performance liquid
chromatography [49, 50]. DLS is safe and fast to use in early cataract evaluation
because of the very low laser power (50–100 mW) and short data acquisition time (5 s).
In a cold-induced cataract model experiment in which the cataract was simulta-
neously monitored with both the DLS device and Scheimpflug camera, the DLS
picked up subtle changes in the lens faster (2–3 orders ofmagnitude earlier) than the
Scheimpflug camera [51]. The DLSmeasures the Brownianmotion of the crystallins
and aggregated proteins inside the lens. Thea-crystallins have recently been found to
prevent the aggregation of other crystallins and also other proteins such as mem-
branes that have been damaged by oxidative stress. For clinical use, theDLS probe for
early cataract detection was successfully integrated into a Keratron device with a
three-dimensional aiming system. This aiming arrangement permits consistent
remeasurement of changes in the same location in the lens over time. Data obtained
from patients in clinical studies have shown good reproducibility [51, 52]. Using this
DLS device, it was shown that DLS can measure a-crystallins clinically and nonin-
vasively and that loss of a-crystallins correlated highly with the development of
cataract. Hence DLS canmeasure the reserve of a-crystallins in a given lens and thus
assess the risk for cataract development (Figure 39.7) in a patient [53].

39.4
Conclusion

New developments in biophotonics have led to compact and efficient devices
showing great potential in aiding researchers to elucidate cataract formation pro-
cesses in vivo and noninvasively. Further improvements and testing on patients will
be helpful in moving this field forward and one day help find new ways to prevent or
treat cataracts without the need for surgery.

Disclaimer: The views and opinions expressed in this talk are those of the authors
and not those of NASA, NIH, and/or the Government of the United States of
America.
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40
Diabetic Retinopathy
Adzura Salam, Sebastian Wolf, and Carsten Framme

40.1
Introduction

Diabetic retinopathy (DR) is the commonest microvascular complication occurring
in diabetes mellitus and remains one of the leading causes of vision loss and
blindness among adults aged 40 years and older. According to the latest report on
�Prevalence ofDiabetic Retinopathy in theUnited States, 2005–2008,� the prevalence
of diabetic retinopathy and vision-threatening diabetic retinopathy was 28.5 and
4.4%, respectively, among American adults with diabetes [1]. The prevalence of DR
amongAmericans aged 40 years or olderwith vision-threatening diabetic retinopathy
(VTDR) is predicted to triple by 2050, from 5.5million in 2005 to 16.0million for DR
and from 1.2 million in 2005 to 3.4 million for VTDR [2].

Vision loss occurs in DR due to the development of maculopathy, especially
diabetic macular edema (DME), and due to proliferative diabetic retinopathy (PDR).
TheWisconsin Epidemiologic Study of Diabetic Retinopathy (WESDR) reported that
the prevalence of PDR was 23% in the WESDR younger-onset group, 10% in the
WESDR older-onset group who take insulin, and 3% in the group who do not take
insulin [3]. The same study reported that hyperglycemia, longer duration of diabetes,
andmore severe retinopathy at baseline were associated with an increased 4 year risk
of developing PDR.

In 2009, another study by the same group, TheWisconsin Epidemiologic Study of
Diabetic Retinopathy XXIII, reported that the 25 year cumulative incidence was 29%
for DME and 17% for clinically significant macula edema (CSME) [4]. They also
concluded that the relatively high 25 year cumulative rate of incidence of DME was
related to glycemia and blood pressure.

BothDRandDMEshare common risk factors, namely the duration of diabetes and
severity of hyperglycemia. Others risk factors for progression of DR include coex-
isting hypertension, hyperlipidemia, renal disease, and pregnancy [5–8]. The
WESDR also reported that the incidence of DME was associated with more severe
DR, higher glycosylated hemoglobin, proteinuria, higher systolic and diastolic blood
pressure, and chronic smoking [4].
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40.2
Diagnosis of DR and DME

Traditionally, DR is diagnosed by using slit-lamp biomicroscopy and stereo fundus
photography [9, 10]. The gold standard for grading the severity of DR is stereoscopic
fundus photography through dilated pupils, using seven standard fields [11–13], and
grading guidelines for these photographs were established by the Early Treatment
Diabetic Retinopathy Study (ETDRS) group [14]. Clinically, DR can be classified into
two stages: nonproliferative diabetic retinopathy (NPDR) and proliferative diabetic
retinopathy (PDR) [15] (Table 40.1). The stereo fundus photograph helps in docu-
mentation of the clinical findings in DR. NPDR appear as dot-blot hemorrhage,
cotton-wool spot, hard exudates, and venous beading depending on the severity
(Figure 40.1). The presence of new vessels elsewhere (NVE), new vessels on the disc
(NVD), and enhanced epiretinal and intravitreal hemorrhage are the characteristic
features of PDR (Figure 40.2).

DME is a common microvascular complication which may appear at any stage of
DR. DME is further classified into focal, diffuse, and ischemic maculopathy [16]
(Table 40.2). In developed countries, stereo fundus photography is being used in DR
screening programs. Such screening programs effectively help to reduce the inci-
dence of blindness secondary to DR [11, 13]. However; in developing countries, the
utility of fundus photography as a large-scale screening procedure is limited because
of its cost and the requirements for special equipment and trained personnel.

In a further diagnostic step, fluorescein angiography (FA) is frequently used,
especially for baseline examination. It is a procedure in which sodium fluorescein is
administered intravenously followed by rapid sequence photography of the retina to
evaluate its circulation. FA is usually used to evaluate the extent and origin of fluid

Table 40.1 International clinical diabetic retinopathy disease severity scale.

Proposed disease severity level Findings observable upon dilated
ophthalmoscopy

No apparent retinopathy No abnormalities
Mild nonproliferative diabetic retinopathy Microaneurysms only
Moderate nonproliferative diabetic
retinopathy

More than microaneurysm but less
than severe NPDR

Severe nonproliferative diabetic retinopathy Any of the following:
1. More than 20 intraretinal hemorrhages

in each of four quadrants
2. Definite venous beading in two or more

quadrants, prominent intraretinal
microvascular abnormalities (IRMA) in
one or more quadrants, and no signs of
proliferative retinopathy

Proliferative diabetic retinopathy One or both of the following:
1. Neovascularization
2. Vitreous/preretinal hemorrhage

Source: Wilkinson et al. [16].
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leakage and also the extent of capillary ischemia inDME [17]. The flow and permeability
of retinal vessels can be correlatedwith anatomic changes by using FA (Figure 40.3). FA
findings in DME can be categorized into three different types of leakage: (1) focal
leakage, (2) diffused leakage, and (3) diffused cystoid leakage. The most important
information gained from FA is whether there is presence of macular ischemia, a
condition which responds poorly to most conventional DME treatments [17]. However,
FA has its limitations: an invasive technique, time constraints, expensive equipment

Figure 40.1 Color fundus photograph of the right eye showing severe nonproliferative diabetic
retinopathy with diffuse clinically significant macular edema. Note the presence of dot-blot
hemorrhage, hard exudates in �succinate ring,� cotton-wool spots, and venous beading.

Figure 40.2 Color fundus photograph of the left eye showing proliferative diabetic retinopathy
with presence of new vessels at the disc, new vessels elsewhere, and subhyaloid hemorrhage.
Note old panretinal laser photocoagulation scars outside the vessel arcades.
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required, and possible allergic-type reactions to sodium fluorescein. Hence FA should
be performed only under strong indication or for treatment planning.

The most recent step in diagnostics is provided by optical coherence tomography
(OCT), which was first introduced in 1991 by Huang et al., offering a noninvasive,
noncontact imaging technology that can image retinal structures in vivo [18]. Time-
domain OCTuses low-coherence interferometry to provide absolute measurements
of retinal thickness and achieves a high axial resolution of�10 mm(Figure 40.4).OCT
is used in clinical routine to assess the posterior pole pathology in various retinal
diseases and specifically to analyze DME in DR [19].

40.3
Spectral-domain OCT in DME

The technology of OCT has undergone rapid evolution over the past decade. The
most recent advance, spectral-domain optical coherence tomography (SD-OCT),
made both high resolution and fast scanning speeds possible, thus improving the
quality of images. Various SD-OCT instruments are available: Cirrus HD-OCT
(Carl Zeiss Meditec), RTVue-Fourier Domain OCT (Optovue), Copernicus OCT
(Reichert/Optopol Technology), Spectral OCT/SLO (Opko/OTI), Spectralis HRA
þOCT (Heidelberg Engineering), Topcon 3D OCT-1000 (Topcon), and RS-3000
Retiscan (Nidek). All instruments provide high-quality OCT images and produce
three-dimensional images.

Table 40.2 International clinical diabetic macular edema disease severity scale.

Proposed disease severity level Findings observable upon dilated
ophthalmoscopya)

Diabetic macular edema apparently absent No apparent retinal thickening or hard
exudates in posterior pole

Diabetic macular edema apparently present Some apparent retinal thickening or
hard exudates in posterior pole

If diabetic macular edema is present, it can be categorized as follows:
Diabetic macular edema present Mild diabetic macular edema: some

retinal thickening or hard exudates in
posterior pole but distant from the
center of the macula
Moderate diabetic macular edema: retinal
thickening or hard exudates approaching
the center of the macula but not involving
the center
Severe diabetic macular edema: retinal
thickening or hard exudates involving
the center of the macula

a) Hard exudates are a sign of current or previous macular edema. Diabetic macular edema is
defined as retinal thickening; this requires a three-dimensional assessment that is best performed by
dilated examination using slit-lamp biomicroscopy and/or stereo fundus photography.
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SD-OCT reveals various pathologic findings at qualitative and quantitative levels,
and also abnormal morphology of retinal layers. The qualitative interpretation
includes hyperreflective structures (hard exudates and cotton-wool spots), hypore-
flective structures (intraretinal edema, exudative retinal detachment, and cystoid
macular edema), and also shadow effects (hemorrhage, exudates, and retinal
vessels) [20]. In the past, OCT has been used primarily to analyze macular thickness
inDME (Figure 40.5). Various studies have documented changes in retinal thickness,
central foveal thickness, and the macular volume among diabetes patient as com-
paredwith nondiabetes patients [21, 22]. In addition, some researchers have reported

Figure 40.3 Color fundus photograph showing CSMO (a) and hyperfluorescein leakage during
fluorescein angiography (b).
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a modest correlation between macular thickness and best-corrected visual acuity
(BCVA) in diabetic eyes [23, 24]. These findings may be useful for early detection of
macular thickening and may be indicators for closer follow-up of patients with
diabetes. Strøm et al. reported close agreement between subjective and objective
assessments of retinal thickness; the same study suggested that DME can be
accurately and prospectively measured with OCT [25].

Figure 40.5 Spectralis HRAþOCT retinal thickness scan. Note that the central macular thickness
and volume can be compared before and after a treatment.

Figure 40.4 Diagram showing the principle of
OCT. OCT uses low-coherence interferometry
technology to produce a two-dimensional
images. A low-coherence near-infrared light
beam (820 nm) is directed towards the target

tissue. The magnitude and relative location of
backscattered light from the internal tissue
microstructures are interpreted by the OCT to
generate an image.
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The Spectralis HRAþOCT, used as a standard in our clinic, combines high-
resolution SD-OCTwith an scanning laser ophthalmoscopy (SLO). The system allows
for simultaneousOCTscanswith high-resolution scanning laser retinal imaging. The
instrument uses broadband870nmSLD for theOCTchannel. The retina is scanned at
40 000 A-scans per second, creating highly detailed images of the structure of the
retina. The OCT optical depth resolution is 7mm and the digital depth resolution is
3.5mm. The combination of high-resolution scanning laser retinal images and SD-
OCT allows for real-time tracking of eye movements and real-time averaging of
scanning laser images andOCTscans, reducing speckle noise of theOCT images [26].

Recent advances in the SD-OCT technique made both high resolution and fast
scanning speeds possible. High resolution allows for differentiation of as many as
11 structural characteristics within the retina (Figure 40.6). Other additional infor-
mation available using SD-OCT includes the structural changes in DME, which can
include epiretinalmembrane (ERM), retinal swelling, cystoidmacular edema (CME),
subretinal fluid (SRF) accumulation, and intraretinal fluid (IRF) accumulation
(Figure 40.7). SD-OCT imaging allows visualization of the integrity of the outer

Figure 40.6 Normal retina as imaged by the
Spectralis HRAþOCT: ganglion cell layer (GCL),
inner plexiform layer (IPL), inner nuclear layer
(INL), outer plexiform layer (OPL), outer nuclear

layer (ONL), external limiting membrane
(ELM), photoreceptor inner segments (IS),
outer segments (OS), and retinal pigment
epithelium (RPE).

Figure 40.7 The Spectralis HRAþOCT shows cystoid macular edema (CME), intraretinal fluid
(IRF), and subretinal fluid (SRF) with subretinal detachment.
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retinal layers in DME, which are most important for vision. These include the
external limiting membrane (ELM), the photoreceptor inner segment (IS), the outer
segment (OS), the retinal pigment epithelium (RPE), and Bruch�s membrane
(Figure 40.8).

Otani et al. were among the earliest researchers to observe three basic structural
changes in DME by OCT, namely sponge-like retinal swelling, edema with cystic
spaces, and edema with serous retinal detachment [27]. The same study reported
a correlation between BCVA and retinal thickness, regardless of the different
tomographic features [27]. Panozzo et al. introduced vitreo-macular traction (VMT)
into the OCT-derived classification of DME and this led to more research into
DME [28]. The role of VMT is particularly important in considering possible surgical
intervention for DME.

OCT is less invasive than FA for diagnosis of DME in DR patients. Several groups
demonstrated that OCT provides an objective documentation of foveal structural
changes in eyes with DR [29–31]. Some of the diabetic structural changes such as
foveal traction, serous foveal detachment, and CME can be detected by OCT, which
may not be evident using ophthalmoscopy and FA. Interestingly, serous macular
detachment (SMD) and VMT in the fovea are observable in OCT but not in FA and
also not by funduscopy [32].

Koleva-Georgieva et al. reported that SD-OCT is useful in diagnosing subclinical
SMD in DME and the presence of VMT [33]. VMT appeared as a relative
hyperreflective line in the nonreflective space of the vitreous body (Figure 40.9).
However, the major drawback of OCTover FA is its incapability to detect macular
ischemia, denoted by nonperfusion of the retinal capillaries. Hence FA is still the
best diagnostic tool in ischemic DME, as OCT will not be able to give much
information regarding this particular condition. Therefore, FA is the most
important diagnostic tool in baseline examination in DME to rule out significant
macular ischemia, obviating the need for further macular treatments such as laser
or intravitreal drug treatment.

Figure 40.8 The Spectralis HRAþOCT shows disturbed outer and inner segment junction of
photoreceptor and external limiting membrane.
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40.4
How OCT Changes Our View in Management of DR

OCT technology has changed our perspective in themanagement of DR, particularly
DME. OCT helps the retina physician in accurately diagnosing the different types of
DME, especially in the early stageswhen structural changesmay occur that would not
be evidentwith slit-lampbiomicroscopy or FA. In addition,OCThelps in deciding the
treatment protocols, either surgical or medical, in DME. Finally, OCT also aids as a
noninvasive tool in monitoring the disease progress and the treatment outcome in
both DR and DME.

Based on the ETDRS report, the macular photocoagulation laser (MPL) used to be
the gold standard in treating DME [34]. Over the last decade, this trend has changed
where in cases of refractory DME diagnosed by OCT, which is obviously not be
responding to MPL treatment, medical treatment has become the alternative
solution. The Intravitreal Triamcinolone for Clinically Significant Macular Edema
That Persists After Laser Treatment (TDMO) study reported a reduction in central
macular thickness observed by OCT and significant improvement in visual acuity,
especially during the initial treatment [35]. In another study, Avitabile et al. reported
reduced central macular thickness and improved BCVA more in a group of patient
treated with intravitreal triamcinolone compared with macular laser grid photoco-
agulation [36]. It is also important to note that the risk of glaucoma due to steroid
response has to be considered in patients who are to be treated with triamcinolone.

In the era of antivascular endothelial growth factors (anti-VEGFs), new drugs such
as bevacizumab and ranibizumab have shown promising results in the treatment of
DME. The Pan-American Collaborative Retina Study Group (PACORES) reported
that primary intravitreal bevacizumab for DME seems to provide stability or
improvement in BCVA, OCT, and FA in diffused DME at 12 months [37]. Similarly,
results of The RESOLVE Study also showed a promising outcome regarding the
safety and efficacy of ranibizumab treatment in patients with DME at 12months [38].

Framme et al. demonstrated postoperative proliferation of the retinal pigment
epithelium (RPE), RPE atrophy, and neurosensory retina alteration seen with

Figure 40.9 The Spectralis HRAþOCT shows vitreo-macular traction (VMT) and epiretinal
membrane (ERM) in diabetic macular edema.
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SD-OCT following MPL [39] (Figure 40.10). Therefore, in the future, treatment
of DME will probably be focused more on medical therapy or mild laser treatment,
such as selective laser therapyusingNd:YLF lasermethods, to prevent such structural
damage.

Clinical and anatomic evidence indicates that VMT has been established as one of
the known factors in the pathogenesis of CME. A few researchers have reported
improvement of BCVA and a significant reduction in macular thickness following
vitrectomy for diffused DME combined with VMT [40, 41]. Recchia et al. suggested
that pars plana vitrectomy with peeling of the inner limitans membrane (ILM) may
provide anatomical and visual benefit in DME [42]. In contrast, Shah et al. [43] and
Dhingra et al. [44] reported that vitrectomy and ILMpeeling for refractoryDME in the
absence of VMT failed to improve visual acuity. Hence pars plana vitrectomy with
ILM peeling should be reserved for selected cases.

40.5
SD-OCT Scans as a Prognostic Features for DME

The use of SD-OCT is becomingmore valuable in themanagement ofDME. SD-OCT
imaging enables us to assess the status of the photoreceptor layers. A few researchers
have reported a close relationship between this photoreceptor layer status and visual
function in various macular diseases such as branch retinal vein occlusion [45],
central serous chorioretinopathy [46], age-relatedmacular degeneration [47], retinitis
pigmentosa [48], and retinal detachment [49]. Interestingly, an association has been
detected between VA and abnormal OCT findings such as those pertaining to the
external limiting membrane and the junction between the photoreceptor inner and
outer segments (IS/OS) [45–48].

Figure 40.10 The Spectralis HRAþOCT demonstrates postoperative RPE atrophy and
neurosensory retina alteration following macular laser photocoagulation.

654j 40 Diabetic Retinopathy



Einbock et al. were the first to report an improvement in VA after intravitreal anti-
VEGF therapy in DME patients with normal appearance of the external limiting
membrane, photoreceptor inner and outer segments, and the RPE [50]. In contrast,
patients with disturbed outer retinal layers on SD-OCT showed only a reduction in
retinal thickness, without much visual improvement after intravitreal anti-VEGF
therapy. Another important finding from the same study was that patients with
discontinuity of the inner retinal layer and disturbed outer retinal layers failed to
achieve anatomic or visual improvement after intravitreal anti-VEGF in DME
(Figures 40.11–40.13).

Forooghian et al. observed a stronger correlation of photoreceptor outer segment
(PROS) lengthwith VA inDME and suggested that the PROSmeasuresmay bemore
directly related to visual function [51]. In another study, Otani et al. reported a

Figure 40.11 Patient with cystoid macular
edema before (a) and 3 months after repeated
treatment (b) with intravitreal anti-VFGF
therapy (ranibizumab). Cystoid edema

disappeared and VA improved from 20/60 to
20/30. Note the normal outer retinal layers at
baseline. At the inner surface of the retina, an
epiretinal membrane was observable.
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significant correlation between the integrity of the external limiting membrane and
inner and outer segments of the photoreceptors with best-corrected VA when
compared with central subfield thickness in diabetic macular edema [52]. In
2009, Sakamoto et al. reported a significant association between foveal photoreceptor
status and VA after resolution of diabetic macular edema by pars plana vitrecto-
my [53]. These findings suggested that integrity of the photoreceptor outer segment
plays a significant role in prediction of visual outcome after DME treatment. Such an
enormous increase in medical knowledge was only possible due to this OCT
technique, which has become one of the most important noninvasive diagnostic
tools in ophthalmology.

Figure 40.12 Patient with DME and severe cystoid changes. Note that the outer retinal layers such
as the external limiting membrane and photoreceptor layers are severely disturbed with serous
macular detachment (SMD). VA was unchanged in this patient after anti-VEGF therapy.

Figure 40.13 Chronic diabetic macular edema patient with discontinuity of the inner retinal
layer and disturbed outer retinal layers. This patient failed to achieve anatomic or visual
improvement after intravitreal anti-VEGF.
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40.6
Summary for the Clinician

. The development of advanced diagnostic instrumental techniques such as
SD-OCT has changed our understanding of this disease�s pathophysiology, and
improved the ability of clinicians to individualize the approach to treatment.

. The integrity of retinal layers can be analyzed with high-resolution OCT scans.

. The presence and integrity of the external limiting membrane, the photoreceptor
inner and outer segments, and the retinal pigment epithelium play a significant
role in the prediction of visual outcome after DME treatment.
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41
Glaucoma Laser Therapy
Marc Töteberg-Harms, Peter P. Ciechanowski, and Jens Funk

41.1
Introduction

There are multiple possibilities for lowering intraocular pressure (IOP). Medical
therapy is the first-line treatment (http://www.worldglaucoma.org; http://www.eugs
.org, http://www.seagig.org). Whenmedical therapy is no longer sufficient, there are
many surgical ways to control IOP. Trabeculectomy is still the gold standard. The
European Glaucoma Society recommends laser surgery of the trabecular meshwork
(TM) before or in addition to medical therapy (see guidelines of the European
Glaucoma Society, http://www.eugs.org).

In this chapter, laser trabeculoplasty (LTP), argon laser trabeculoplasty (ALT), and
selective laser trabeculoplasty (SLT), and also excimer laser trabeculotomy (ELT) and
cyclophotocoagulation (CPC), are described.

For about 35 years, laser therapy has been used to lower IOP [1, 2]. Different laser
types could be used, such as the continuous-wave, frequency-doubled neodymium:
yttrium aluminumgarnet (Nd:YAG) laser (wavelength 1064 and 532 nm), argon laser
(488 and 514.5 nm), diode laser (810 nm), excimer laser (308 nm), and krypton laser
(647 or 568 nm) [3–6]. The most important parameter of these lasers with regard to
lowering the IOP is the energy density delivered to specific tissues.

By decreasing or even replacing the need for topical medications, especially in
patients with primary open-angle glaucoma (POAG), laser therapy can reduce
systemic [7] and local [8] side effects, or can even avoid the need for surgery.

41.2
Laser Trabeculoplasty (LTP) and Selective Laser Trabeculoplasty (SLT)

In 1973, Krasnov [1] reported the first temporary lowering of IOP via a Q-switched
ruby laser. The laser was meant to increase the outflow of aqueous humor within the
TM [2, 9].
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Different types of lasers are used for LTP: argon laser (488 or 514.5 nm), solid state
laser (532 nm) or diode laser (810 nm).

There are several theories about the mechanism of LTP (including ALT and SLT),
but it is not yet definitely known. Froma biochemical point of view, LTPand SLTcould
increase the replication of cells which are involved in the outflow of the TM [10–13].
Another theory focuses on the mechanical distortion of the TM.

With ALT, a series of 50mm laser beam spots (about 20–25 spots within 90� of the
TM)with an exposure time of 0.1 s and a power of up to 1000mWare placed 180–360�

around the TM to increase the aqueous humor outflow. If only 180� is used, it is
advisable to re-evaluate the patient after 4–6 weeks. This intervention causes thermal
coagulative damage and can decrease the IOP by up to 9–10mmHg [14]. However,
filtering surgery should be considered first, if a greater decrease in IOP is needed.

The SLT device in clinical use is a frequency-doubled, Q-switched Nd:YAG laser
(532 nm) [15]. Usually 180� or 360� of the TMare treated with 50–100 spots. The spot
size is 400 mm, the pulse duration is 3 ns and the power is 0.6–1.0mJ per pulse on
average.

In contrast to ALT, SLTdoes not cause significant coagulative damage. Despite this,
because of a wider beam and a very short exposure time, each SLTpulse delivers less
than 0.1% energy in comparison with ALT.

In both laser procedures (ALT and SLT), an IOP spike within the first few hours
after treatment can occur. Local medication or systemic carboanhydrase inhibitors
can be used to prevent this peak.

For the laser treatment, a gonioscopic lens (e.g., Goldmann three-mirror lens,
Latina lens or other gonioscopic lenses) is used under topical anesthesia to focus the
laser beam to the TM.

After LTP,most patients require continuingmedication; about 30–50% can reduce
their level of treatment within the following months.

ALT causes scars in the TM, hence repeated coagulations are not recommended,
whereas SLT does not and can be repeated [16].

Both ALTand SLTare favorable ways of lowering the eye pressure in patients who
need their IOP to be reduced by around 5–10mmHg.

41.3
Excimer Laser Trabeculotomy (ELT)

In addition to themethodsmentioned above, ELT ismostly used in POAGand also in
pseudoexfoliative glaucoma. The excimer laser is short pulsed (80 ns) and uses xenon
chloride at a wavelength of 308 nm. ELTdelivers photoablative energy and decreases
the outflow obstruction at the inner wall of Schlemm�s canal and the juxtacanalicular
TM [17, 18].

This intervention can be performed with topical anesthesia either in combination
with cataract surgery (Phako-ELT) or as monotherapy. A paracentesis is needed to
insert afiber-optic probe and an endoscope or a goniolens is used for observation. Ten
pores are usually created in Schlemm�s canal.
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ELT is an elegant way of reducing the IOP, in particular in combination with
cataract surgery.Usually the IOP can be reduced by up to 35%, depending on the level
of initial IOP [19–21].

41.4
Cyclophotocoagulation (CPC)

For CPC, different lasers are used: trans-sclerally a 1064 nm wavelength Nd:YAG
laser or an 810 nm diode laser [22].

This procedure destroys the ciliary processes and reduces the production of
aqueous humor. Because other laser therapies have fewer complications, CPC is
often considered just if other attempts at IOP reduction have failed.

For the intervention, short anesthesia or retro-bulbar block is usually required. It is
recommended to treat at 270� with 16–18 applications each with an exposure time of
2500ms and a power of 0.5–2.75 J. The tip is placed at a distance of 0.5–1.5mm from
the limbus and held as perpendicular to the sclera as possible.

In special cases, it is also possible to perform CPC endoscopically (endo-
cyclophotocoagulation).

Cyclophotocoagulation can be repeated several times, but because of its possible
complications, including inflammation, pain, uveitis, reduction of visual acuity,
hypotony, and phthisis bulbi or hemorrhage, the indication has to be carefully
considered.
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42
Ocular Blood Flow Measurement Methodologies and Clinical
Application
Yochai Z. Shoshani, Alon Harris, and Brent A. Siesky

42.1
Background and Significance

Open-angle glaucoma (OAG) is a chronic progressive optic neuropathy representing
one of the leading causes of blindness in the United States and worldwide [1].
Elevated intraocular pressure (IOP) is the only current modifiable risk factor [2];
however, many patients with OAG continue to experience progression of the disease
despite lowered IOP. This has led to the identification of other risk factors, including
low ocular perfusion pressure, vascular dysregulation, and ischemia. Assessment of
blood flow and its current clinical implications are discussed in this chapter.

42.2
Blood flow Methodologies

42.2.1
Color Doppler Imaging

Color Doppler imaging (CDI) measures blood flow in the retrobulbar blood vessels
supplying ocular tissues. CDI combines two-dimensional structural ultrasound
images with velocity measurements derived from the Doppler shift of sound waves
reflected from erythrocytes as they travel through blood vessels. The peak systolic
velocity (PSV) and end diastolic velocity (EDV) are measured and used to calculate
Pourcelot�s index of resistivity (RI), amarker of downstream resistance, as RI¼ (PSV
– EDV)/PSV [3].

42.2.2
Laser Doppler Flowmetry and Scanning Laser Flowmetry

Laser Doppler flowmeter measures retinal capillary blood flow noninvasively by
utilizing a modified fundus camera combined with a computer system. The
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Heidelberg retinal flowmeter (HRF) is one commercially available system that
combines laser Doppler flowmetry with scanning laser tomography, providing a
two-dimensional map of blood flow to the optic nerve and surrounding retina. This
technique is most sensitive to microvascular blood flow changes in the superficial
layers of the optic nerve head.

42.2.3
Retinal Vessel Analyzer

The retinal vessel analyzer (RVA), which is composed of a fundus camera, a video
camera, a monitor, and a computer with specialized software, permits continuous
monitoring of vessels in real time with a maximum frequency of 50 Hz. Each vessel
has a specific transmittance profile that is based on the absorbing properties of
hemoglobin. The diameter of a vessel is determined using an algorithm converting
this profile.

42.2.4
Ocular Pulse Amplitude and Pulsatile Ocular Blood Flow

Dynamic contour tonometry (DCT) is a noninvasive and direct method of continu-
ouslymeasuring IOPover time [4]. The differencebetween thehighest and lowest IOP
measurements defines the ocular pulse amplitude (OPA), which is believed to be a
result of the changingblood volumeof the eye. Similarly toDCT, the sinusoidal pattern
of pulsatile ocular blood flow (POBF) can be estimated by quantifying the changes
in ocular volume and pressure during the cardiac cycle using a variety of devices.

42.2.5
Laser Speckle Method (Laser Speckle Flowgraphy)

The laser speckle method is a technique based on the interference phenomenon,
observed when coherent light sources are scattered by a diffusing surface. The
scattered laser light forms a �speckle� pattern, which is imaged and then statistically
characterized. The variation in the structure of the pattern changes with the velocity
of erythrocytes in the retina.

42.2.6
Digital Scanning Laser Ophthalmoscope Angiography

Retinal blood flow can be directly visualized using sodium fluorescein dye, and
choroidal flow using indocyanine green dye, during digital scanning laser ophthal-
moscope (SLO) angiography. The fluorescent compound is injected into a vein and
observed as it fills the ocular vasculature. A time-based stream of measured
intensities is then used to construct a video signal [5]. The amount of time between
the first appearance of dye in a retinal artery and the associated vein is called the
arteriovenous passage time (AVP), which has been shown to be very sensitive to small
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changes in blood flow through the retinal vascular bed, and measurements can be
localized to specific quadrants of the retina.

42.2.7
Doppler Optical Coherence Tomography

Doppler optical coherence tomography (DOCT) uses the Doppler frequency shift of
backscattered light reflecting off red blood cells in the vasculature to measure blood
flow in the retinal arteries in real time. Using Fourier domain OCT, it is possible to
combine the high-resolution cross-sectional imaging of OCT with laser Doppler
imaging to capture information from the retinal blood vessels in three dimensions in
a time period that is only a fraction of the cardiac cycle [6]. DOCT is used to measure
both the velocity and volumetric flow rate in the retinal branch vessels (Figure 42.1).

42.2.8
Retinal Oximetry

Retinal oximetry is the noninvasive measurement of hemoglobin oxygen saturation
in the retinal vasculature. A linear relationship exists between the oxygen saturation
and the ratio of optical densities measured at the two wavelengths. This allows for
direct and quantitative mapping of retinal biochemistry [7]. Retinal oximetry is a

Figure 42.1 Doppler OCT.
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novel technique that may help investigators understand the metabolic changes that
may contribute to the pathology of glaucoma.

42.2.9
Newly Developed Techniques

In addition to these established techniques, recent developments in high-resolution
magnetic resonance imaging (MRI) and its application to image anatomy, physiology,
and function in the retina may provide future avenues for assessing the ocular
circulation [8].MRIoffersunique advantagesover existing retinal imaging techniques,
including the ability to image multiple layers without depth limitation and to provide
multiple clinically relevant data in a single setting. Functional laserDopplerflowmetry
(FLDF), which is the coupling between visually evoked neural activity and vascular
activity within the neural tissue of the optic nerve (neurovascular coupling), may also
be useful [9]. The application of FLDF in patients with ocular hypertension and early
glaucomademonstrates that the visually evokedhyperemic responses are significantly
depressed even when neural retinal activity may still be relatively preserved [9].

42.3
Relationship Between Blood Flow and Visual Function

The retrobulbar circulation of the orbit has been the most studied vascular bed in
glaucoma, with dozens of research investigations demonstrating altered blood flow
parameters in patients with glaucoma. A correlation between glaucomatous progres-
sion and decreased blood flow velocities in the A correlation between glaucomatous
progression and decreased blood flow velocities in the short posterior ciliary arteries
(SPCAs), the small retrobulbar vessels that supply the opticnervehead,decreasedEDV
in the central retinal artery (CRA), higherRI in theCRAandSPCA, andahighRI in the
ophthalmic artery (OA) have been reported [10, 11]. Both bloodflow and velocity in the
retinal microcirculation were also demonstrated to be significantly decreased in eyes
with worse damage compared with their fellow eyes with less damage [12]. Blood flow
at theneuroretinal rimhasbeenshown to correspond to regionalVFdefects inpatients
with normal-tension glaucoma (NTG) [13]. Circadian fluctuations of OPP were also
found to correlate significantly with VF damage in a group of 132 patients with
NTG [14]. Although a causal relationship has yet to be established, ocular blood flow
likely plays an integral role in both the pathophysiology and progression of glauco-
matous vision loss, and therefore warrants further investigation.

42.4
Relationship Between Blood Flow and Optic Nerve Structure

Several studies have investigated hemodynamic alterations in the SPCA and other
retrobulbar blood vessels and also the retina and choroid in relation to ocular
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structure. Loss of capillaries was found in the neural tissue of the optic disc in
glaucomatous optic atrophy [15]. Characteristic glaucomatous excavation of the
optic disc has also been correlated with alterations in the retinal and retrobulbar
circulations [16]. Neuroretinal rim damage was found to be associated with a local
reduction in blood flow in glaucoma patients [17]. Ocular blood flow was found to
be associated with thinning in the retinal nerve fiber layer (RNFL) [18]. A
reduction in blood flow with thinning of the RNFL would be expected because
capillary loss accompanies loss of neural tissue, which likely has decreased
metabolic demands. However, several of the above studies found an increase in
local retinal blood flow with thinning of the RNFL. This divergence may be
explained by an autoregulatory compensatory response. Initially, blood flow may
increase to a region of RNFL thinning; as glaucomatous damage progresses, blood
flow may gradually decrease. Unfortunately, no study has examined this rela-
tionship in advanced glaucoma patients.

It has been suggested that glaucomatous optic neuropathy may be linked to
unstable blood flow and reperfusion injury from either perfusion pressure
fluctuations or dysfunctional autoregulation [19]. Larger fluctuations in perfusion
and arterial pressure were correlated with reduced RNFL thickness. This suggests
that faulty autoregulation during fluctuations in ocular perfusion pressure may
cause daily ischemic damage, succeeded by reperfusion injury. Recent evidence
from the Thessaloniki Eye Study [20] found that patients on antihypertensive
therapy with diastolic blood pressure (DBP) less than 90mmHg was positively
correlated with cup area and cup-to-disc ratio when compared with both patients
with high DBP and untreated patients with normal DBP. Low perfusion pressure
was also positively associated with cup area and cup-to-disc ratio. The results
remained consistent after adjusting for age, IOP, cardiovascular disease, diabetes,
and duration of antihypertensive treatment. The findings suggest that blood
pressure status is an independent risk factor for glaucomatous damage [20].
Systemic hypertension has also been linked as a risk factor for development of
glaucoma. The association of systemic hypertension as a risk factor may be related
to its association with elevated IOP. Because the Thessaloniki study adjusted for
IOP, its results may more appropriately portray the relationship between blood
pressure and cupping [20]. The translamina cribrosa pressure difference, the
difference between the IOP and the pressure of the cerebrospinal fluid (CSF)
around the optic nerve, may be an important consideration as CSF pressure is
likely correlated with blood pressure and was found to be lowered in OAG and
NTG patients [21].

The 2009 report of the World Glaucoma Association stressed that only larger,
longitudinalmulti-center investigations can confirm the relationship between ocular
bloodflowand visual function and optic nerve structure hinted at in the available pilot
research. It is therefore vital that we determine at what levels of (and fluctuations in)
IOP and ocular perfusion pressure there is an increase in the probability of glaucoma
progression andhow altered ocular bloodflowmayplay a role in the development and
progression of glaucoma [22].
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43
Photodynamic Modulation of Wound Healing in Glaucoma
Filtration Surgery
Salvatore Grisanti

43.1
Introduction

Glaucoma is one of the major causes of blindness in the world. Different factors
contribute to the progression of the disease and visual field defects (Figure 43.1a and
b). An elevated intraocular pressure plays a pivotal role in most cases. The outflow of
aqueous humor through its natural pathway at the trabecular meshwork is somehow
reduced (Figure 43.1c). Trabeculectomy is the most frequently applied surgical
method to reduce intraocular pressure in these cases (Figure 43.1d and e). The
wound healing process and the developing fibrosis at the site of the filtration area
(Figure 43.1f), however, lead to failure in about 30% of the cases within 6–8 weeks
after surgery [1]. Characteristically, fibroblasts from Tenon�s capsule and episclera
lead to a fibro-proliferative response involving and closing the created fistula [2–12].
To increase the success rates of filtration surgery, agents such asmitomycin-C and 5-
fluorouracil [4, 16–34] have been introduced and are used perioperatively as an
antifibrotic therapy. Despite their positive effect on filtration surgery and success
rates in cases with poor surgical prognosis, diffusion into adjacent ocular tissues
cause toxic effects [35, 36]. New surgical complications, such as hypotony maculo-
pathy, blebitis, endophthalmitis, and an increased incidence of already known
postoperative complications, have hampered clinical use and stimulated a search
for clinically less harmful alternatives [37, 38].

43.2
Photodynamic Therapy

Photodynamic therapy (PDT) is an alternative method for the treatment of localized
pathologies, such as skin cancer [42]. Specific activation of pertinent drugs at the
targeted area should avoid side effects. PDT has also been evaluated for some distinct
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ophthalmic diseases, such as ocular tumors, choroidal and corneal neovasculariza-
tion, proliferative vitreoretinal disorders, and postoperative fibrosis in glaucoma
surgery [41, 43–47]. Hill et al. investigated the feasibility of PDT in a rabbit model of
filtration surgery. Using ethyletiopurin, a photosensitizer traditionally delivered by
intravenous injection, they showed that subconjunctival delivery could have an
impact on filtering bleb survival [41].

At about the same time, we had already started to evaluate BCECF-AM [20,70-bis
(2-carboxyethyl)-5-(and -6)-carboxyfluorescein acetoxymethyl ester] in in vitro [39]
and in vivo [40] studies in order to induce an antiproliferative photodynamic
effect.

43.3
Photodynamic Modulation of Wound Healing in Glaucoma Filtration Surgery

43.3.1
Preclinical Studies

BCECF-AM is a cell membrane-permeable compound (Figure 43.2) rendered
membrane impermeable and fluorescent upon cleavage by intracellular

Figure 43.1 Filtration surgery to reduce IOP in
glaucoma. (a) A reduction of aqueous humor
outflow leads to elevated IOP. Chronic elevation
of IOP leads to glaucomatous changes of the
optic nerve (b) and visual field defects (c).

Filtration surgery (d) allows outflow of aqueous
humor into the subconjunctival space (e).
(f) Postoperative wound healing and fibrosis
(green).

674j 43 Photodynamic Modulation of Wound Healing in Glaucoma Filtration Surgery



esterases [48–50]. Exposure of cells having incorporated BCECF-AM to light at an
appropriate wavelength leads to cellular photoablation (Figure 43.3). PDT is a
selective and localized treatment based on the photosensitized oxidation of bio-
logical matter [39–42]. A photosensitizer can be used as a mediator of controlled
light-induced cell toxicity. The mechanism of action is reported to be due to
photooxidative reactions of type I and II. Oxygen is transformed into singlet
oxygen, which oxidizes amino acids, nucleic acids, and unsaturated fatty acids.
Within hours, the cytotoxic effect is seen at cell membranes (blebs), plasma
membranes, mitochondria, lysosomes, and nuclei. Selective activation of the
photosensitizer by application of light at an appropriate wavelength limits the
drug effect to a selected area [40, 41].

BCECF-AM activated at the appropriate wavelength has been shown to induce
cellular damage (Figure 43.4) and inhibit the proliferation of human Tenon�s
fibroblasts in vitro after treatment with 10 mg and irradiation for 10min [39]
(Figure 43.5). In experimental eyes of pigmented rabbits, it was shown to inhibit
scarring effectively afterfiltration surgery and demonstrated a dose–response curve
from 40 to 100 mg after irradiation for 10min [40]. BCECF-AM was injected
preoperatively into the subconjunctival space (Figure 43.6a). Thereafter, similarly
to surgery in patients, the conjunctiva was opened and the sclera and Tenon�s
capsule were exposed to illumination to induce the photoreactive effect

Figure 43.2 The fluorophore BCECF-AM
[20,70-bis(2-carboxyethyl)-5-(and -6)-
carboxyfluorescein acetoxymethyl ester] is
lipophilic and therefore cell membrane

permeable. After intracellular uptake, esterases
and hydrolysis are responsible for the
conversion into a lipophobic molecule and
intracellular accumulation.
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(Figure 43.6b). The postoperative phase did not show toxic effects or inappropriate
postoperative inflammation (Figure 43.6c and d). The intraocular pressure was
significantly reduced for a prolonged time compared with surgery without cellular
photoablation. Macroscopic and histological analysis of the surgical site revealed
less fibrosis (Figure 43.7).

43.3.2
Clinical Studies

The feasibility, efficacy, and safety shown in the animal experiments led to the
first clinical application. An open-label phase II study was initiated to investigate
the impact of cellular photoablation mediated by BCECF-AM on the postoper-
ative fibrosis after filtration surgery in human glaucomatous eyes with poor
prognosis. All patients had uncontrolled glaucoma due to high intraocular
pressure (IOP) despite maximum tolerable medical therapy. Only eyes with
advanced glaucomatous damage of the optic nerve head were included after
approval by the institutional ethics review board. Each patient gave written
informed consent after the purpose of the study and the method of surgery
had been explained in detail.

Figure 43.3 Photoactivation of intracellular
BCECF-AM with diffuse blue light. (a) BCECF
optimal absorbance ranges at a wavelength of
490 nm. (b) Cultured cells previously incubated

with BCECF-AM illuminated with diffuse blue
light (490 nm) have a peak emission (c) at a
wavelength of 505 nm and (d) show a green
fluorescence.
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The fluorescent probe BCECF-AM was provided by the pharmacy of the Uni-
versity of L€ubeck in tuberculin syringes (Figure 43.8a). A dose of 80 mg was diluted
in 300 ml of balanced salt solution and stored at �70 �C. Fifteen minutes prior to
surgery, the eye received a single subconjunctival injection of 80 mg of BCECF-AM
solution in one superior quadrant where the trabeculectomy was to be performed
(Figure 43.8b). Following a limbus-based conjunctival flap, the episcleral Tenon�s
capsule and the subconjunctival tissue were irradiated. Illumination with
diffuse blue light (450–490 nm; �51.9� 103 cdm�2) was performed for 8min
(Figure 43.8c). Photoactivating light was delivered by a portable Zeiss lamp
equipped with a blue filter fixed at a distance of about 2 cm from the episclera.
Light was focused to an area of about 20mm in diameter, comprising the sub-
conjunctival and episcleral tissue and sparing the cornea, which in addition was
covered with tape. The illuminated area encompassed the consequently produced
scleral flap of 3.5� 3.5mm (Figure 43.8d). A standard trabeculectomy and a full
thickness iridectomy followed.

The application of BCECF-AM and photoactivation in this group of patients
resulted in successful and prolonged reduction of IOP. Slit-lamp microscopy
revealed no detectable damage of the conjunctiva or cornea (Figure 43.9). As
BCECF-AM is a lipophilic drug, it may diffuse into other tissues adjacent the area
of subconjunctival injection. However, subconjunctival injection of BCECF-AM

Figure 43.4 Photodynamic effect of
intracellular BCECF-AM. (a) Spotlight
illumination (diffuse blue light) of a cultured
fibroblast monolayer previously incubated
(5min) with BCECF-AM (10mg). (b) BCECF-AM
is activated within the spot of illuminated cells.

(c) Trypan blue exclusion test reveals the
damaged cells within the round spot that had
been previously illuminated. (d) Magnification
of the spot edge reveals the demarcation line
between damaged (stained) and unaffected
(surrounding) cells.
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followedby illumination and surgery didnot cause a conjunctival defect.Owing to the
promising results after more than 1 year of follow-up, additional patients were
included. A subsequent study comprising 42 human glaucomatous eyes confirmed
the previous results, showing the effectiveness of the approach. The clinical safety
and tolerability were represented by a functioning filtering bleb with prolonged
filtration, no signs of local toxicity or intraocular inflammation, and the lack of any
discomfort or adverse effects for the patient.

Cellular photoablation seems to be an effective therapeutic approach to control
postoperative fibrosis in human glaucomatous eyes with poor surgical prognosis.
Various parameters such as light dose, light application, wavelength, irradiation area,
total dose of the dye and multiple dosing may be altered in the future to improve the
antifibrotic effect of PDTduring glaucoma surgery. The safety and efficacy however
need to be tested in randomized controlled clinical studies.

The complex issue of modulating the wound healing process after glaucoma
filtration surgery has been the target of many experimental and clinical studies. So

Figure 43.5 Photodynamic effect on an in vitro
wound model. Photomicrographs showing a
monolayer of fibroblasts at time 0 after creating
a �wound� by scratching (a, d). The same site as
in (a) shown after 12 h (b) and 24 h (c) when

remaining untreated. (c) After 24 h the previous
�wound� is covered by proliferating cells. (e)
Illumination of the same site as in (d) at time 0.
(f) Same site as in (d) and (e) after 96 h. The
�wound� was not closed by cells.
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Figure 43.6 PDT in an in vivo glaucoma
filtration surgery model. (a) The anterior
segment of a rabbit eye after subconjunctival
injection of BCECF-AM solution displaying a
subconjunctival bleb filled with the yellowish

solution. (b) Photographs reveal the
intraoperative illumination (450–490 nm;
51.9� 103 cdm�2; 10min). The same eye is
shown (c) 1 day and (d) 2 weeks after surgery
and PDT.

Figure 43.7 PDT in an in vivo glaucoma filtration surgery model. Photomicrographs of the surgical
site 10 days after filtering intervention without (a, c) adjuvans and combined with photodynamic
wound modulation (b, d).
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Figure 43.8 PDT in clinical glaucoma filtration
surgery. (a) BCECF-AM in a syringe (80mg
diluted in 300ml of BSS solution) as provided by
the pharmacy. (b) Intraoperative site after a

single subconjunctival injection of BCECF-AM
15min. preoperatively. Intraoperative situation
depicting the illumination with diffuse blue light
(450–490 nm; 51.9� 103 cdm�2; 8min).

Figure 43.9 PDT in clinical glaucoma filtration surgery. Photographs of the anterior segment 1 (a),
19 (b), and 139 days (c, d) after surgery.
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far, no completely suitable method has been established to achieve satisfactory long-
term postoperative surgical results with only minimal or no side-effects for the
patient, but PDT with BCECF-AM has proved to be a promising approach.
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44
Correction of Wavefront Aberrations of the Eye
Dan Reinstein and Manfred Dick

44.1
Introduction

Aplane optical wavefront with no aberrations is in general considered to give the best
performance of optical systems. However, especially in the field of refractive
corrections of the human eye, only the correction of low-order optical aberrations
such as tilt, sphere, and cylinder was possible in the past. With the advent of
wavefront aberrometers (e.g., on the basis of Shack–Hartmann sensors) around
2000, monochromatic higher order aberrations such as spherical aberration, trefoil,
and coma became measurable and their influence on visual performance could also
be studied. The correction of these higher order aberrations, fully or to some extent,
was investigated for all vision correction modalities. The aim was to improve visual
acuity significantly up to supervision, which is defined as a visual acuity of 20/10 or
20/8 [1].

As the eye, due to its accommodating power, is a dynamic system which is age
dependent because of presbyopia, an additional challenge concerning the correction
of aberrations arises. Mostly a higher order aberration correction for distance vision
and large pupils is performed to achieve the best visual acuity, but it is still limited by
retinal resolution and diffraction. Other concepts, especially with LASIK and
intraocular lenses, divide the pupil into radial optical zoneswith different corrections
of aberrations, for example, for near and distance vision.

With regard to glasses, the correction of higher order aberrations can be realized
for one viewing direction and a fixed position of the pair of glasses, but for all viewing
directions and tolerances in position only partial optimization is possible. With the
help of the i.Scriptionwavefront-based refraction glasses, patients had a considerable
improvement in night vision [2, 3].

Contact lenses are better suited for correction of higher order aberrations as only
one viewing direction is predetermined. The problem with contact lenses is the
lateral shift behavior, which could worsen the performance of optical correction. Our
own experiments have shown that a decentration of 0.3mm leads to a 20% reduction
in the Strehl intensity ratio.

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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Intraocular lenses have great potential for the correction of higher order aberra-
tions as biometric diagnosis and also lens calculation algorithms become more and
more accurate, in addition to improved surgical techniques [4–7].

As laser refractive surgery of the cornea represents the most stable target for
the correction of higher order aberrations, we will concentrate here on excimer
laser-based customized refractive surgery [8, 9].

44.2
Excimer Laser-Based Refractive Surgery for Correction of Wavefront Aberrations

All excimer laser platforms now allow the surgeon to include a patient�s wavefront
data to try to reduce higher order aberrations at the same time as treating the
refraction. The micronic accuracy of excimer laser systems means that irregular
ablation profiles based on wavefront data can be delivered with confidence. For
example, Carl Zeiss Meditec performed laboratory closed-loop experiments to
validate the use of the MEL80 for the correction of higher order aberrations. The
MEL80was used to create transparent polymer phase plateswith a definedprofile that
would represent a specific Zernike coefficient of determined amplitude on the
polymer surface. The resulting ablated phase plate surface shape was verified
independently using a profilometer, and was then used to aberrate a collimated
planar wavefront beam and generate a wavefront distortion to be detected by the
WASCA. The WASCA and profilometry measurements were used as measures of
accuracy in the ability to produce a given wavefront aberration on a phase plate. The
WASCAmeasurementwas then imported into aCRS-Masterworkstation to generate
an ablation profile designed to reverse the specific aberration induced. Figure 44.1
depicts a profilometer-based topography measurement and horizontal wavefront
sectionmeasured after a collimated beamhas passed through a phase plate ablated to
produce a Z(3,–1) Zernike shape. The agreement between the measured horizontal
section and the intended Zernike polynomial can be seen to be very high.

Figure 44.1 Laboratory validation of WASCA
and the MEL80 excimer laser as components of
a wavefront-guided ablation system: 3Dplot of a
planned Z(3,–1) Zernike polynomial to be
ablated into PMMA (a), 3D profilometry of the

surface of the PMMA plate after ablation (b),
and a horizontal section (red line) showing the
actual profile achieved (c). The attempted shape
(red curve) is seen to be very close to the
achieved shape (blue curve).
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The efficacy ofwavefront customized ablation profiles will therefore depend on the
accuracy of the higher order aberration measurements (i.e., the aberrometer used),
the centration of the ablation profile, and the biomechanical response to the ablation.

Given the fact that all current ablation profiles induce higher order aberrations,
particularly spherical aberration, it is interesting to investigate whether simply
including the wavefront for primary myopic treatments will be of benefit. It is likely
that including thewavefront for primarymyopic treatmentswould bemorebeneficial
for eyes presenting with significant higher order aberrations, whereas, the wavefront
ablation profile will only have minor differences from the base ablation profile for a
patient presenting with negligible aberrations. Any possible benefit should be
weighed against the small increase in ablation depth when including wavefront data.

The known induction of spherical aberration should also be taken into account
when planning a wavefront customized ablation for a primary procedure. For
example, myopic ablation induces positive spherical aberration (OSA notation), so
if the patient�s wavefront has negative spherical aberration and is used for treatment,
this will increase the amount of induced positive spherical aberration, which would
be detrimental to the outcome of the treatment. To account for this, some laser
systems, such as theMEL80, allow the surgeon to include specific types of aberration
while excluding others so that the ablation profile can be tailored to offer the optimal
treatment.

Using the MEL80, we set out to study whether the incorporation of higher order
aberrations into the standard aspheric profile would be of further benefit. In this
study, carried out between July 2003 andMay 2004, 24 consecutive patients recruited
for study were given a MEL80 standard aspheric profile in the dominant eye, while
receiving a CRS-Master derived wavefront-guided profile in the nondominant eye,
which included the nascent higher order aberrations of the patient [10]. Preopera-
tively, the right and left eyes of each patient were within�0.75D spherical equivalent
refraction and cylinder. At a minimum follow-up of 6 months, there were no
statistically significant differences between eyes in efficacy (UDVA), accuracy, or
safety (changes in CDVA). However, positive improvements were noted in the
induction of higher order aberrations for the eyes treated with a wavefront-guided
profile. There was 22% less induction in spherical aberration (measured at a 6mm
pupil) in the eyes treated with a wavefront guided profile, which was a statistically
significant difference (p¼ 0.005). Contrast sensitivity was equal in right and left eyes
preoperatively, but statistically significantly higher in the eyes treatedwith awavefront-
guided profile at 3 and 6 cpd (cycles per degree) (p< 0.015). This study demonstrated
that wavefront-guided treatments may indeed offer a small benefit over standard
aspheric treatments. However, given the amount of aberrations induced by the base
ablation profiles compared with the relatively small amount of higher order aberra-
tions in the majority of untreated eyes, the final solution of actually being able to
correct nascent higher order aberrationswill have towait until aberration-free ablation
profiles are developed. Many groups are working on this problem.

Wavefront-guided treatments are likely to be most useful for treating highly
aberrated eyes, such as are encountered in corneas that have undergone refractive
surgery previously with complaints of night vision disturbances. In these cases,
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there is often little refraction and so there should not be much induction of higher
order aberrations due to any further surgery. Therefore, it is reasonable to treat
the higher order aberrations with a wavefront-guided treatment to help alleviate
visual difficulties.

We performed a study to investigate the amount of aberrations in post-refractive
surgery eyes complaining of night vision disturbances compared with those not
complaining after primary myopic LASIK using the standard aspheric MEL80
profile [11]. The repair eye group were found to have 42%more spherical aberration
than the post-LASIK control group. This supports the theory that higher order
aberrations, especially spherical aberration, are the root cause of night vision
disturbances. The repair eye group were also found to have significantly lower
contrast sensitivity at all frequency levels; thenormalized contrast sensitivity ratio [12]
was about 0.80 for the repair eyes (below normal) compared with 1.02 for the post-
LASIK control eyes (normal). After wavefront-guided repair, the repair eye group
were found to have only 17%more spherical aberration than the post-LASIK control
group. Furthermore, the normalized contrast sensitivity ratio was increased to 1.02
(Figure 44.2). The MEL80 wavefront-guided treatment managed to reduce the
aberrations to a similar level to that which is commonly found after myopic LASIK
with theMEL80. It was found that this reductionwas sufficient to restore the contrast
sensitivity to the normal range in the majority of cases; 80% of repair eyes had
contrast sensitivity in the normal range.

Figure 44.2 Bar chart of the average
normalized contrast ratio before and after
routine LASIK with the MEL80 and before and
afterMEL80wavefront-guided repair. A ratio of 1
is considered normal and is marked on the
graph as a dark solid line. The graph shows that

the contrast sensitivity remained the same
following routine LASIK with the MEL80. It also
shows that the contrast sensitivity was restored
to thenormal range followingMEL80wavefront-
guided repair.
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This result showed that although the laser ablation was delivering the measured
wavefront exactly (as proved by profilometry and described earlier), and the profile
included only a small refractive component so there should have been few induced
aberrations, the postoperative wavefront was a long way from being flat. The reasons
for the undercorrection of the higher order aberrations could be due to a number of
factors: (1) the aberrometers may not have high enough accuracy and repeatability,
although the resolution and repeatability of instruments such as theWASCA [10, 13]
appear to be good enough (Figure 44.3 shows the repeatability of each Zernike
coefficient in 70 consecutive measurements of a highly aberrated eye after LASIK
in a corneal transplant); (2) there may be diurnal changes in wavefront; (3) the
wavefront changes as the pupil diameter changes; and (4) the biomechanical
response of the cornea serves partially to reverse some of the intended change
(it is possible that a nomogram is required for each Zernike value).

However, the result that the contrast sensitivity was restored to the normal level
despite reducing the spherical aberration by only 27% suggests that the goal of
wavefront treatments might not have to be to flatten the wavefront, but only to reduce
the aberrations to a tolerable level. Aberrations are induced in every LASIK patient,
but themajority of patients donot complain of night visiondisturbances or a decrease
in the quality of vision. Therefore, we can conclude that the brain has a tolerance level
to aberrations.

Indeed, we can actually take advantage of the ability of the brain to filter a certain
amount of aberrations. It has been shown that an increase in spherical aberration is
associated with an increase in depth of field [14], and we have employed this increase

Figure 44.3 Zernike polynomial coefficient
mean repeatability (standard deviation) for a
consecutive series of 70 measurements for
a highly aberrated eye. The x-axis shows the

Zernike ordinal number. The value of the bar
is the mean for each Zernike (Malacara
notation) and the repeatability is shown as the
error bars.
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in depth of field to develop a procedure for the treatment of presbyopic patients using
a new nonlinear aspheric ablation profile, a procedure known as laser blended
vision [15, 16]. The initial goal was to increase the depth of field sufficiently to provide
vision from a distance through intermediate to near; creating an eye that would see
20/20 at a distance, read a computer screen, but also read J1. However, as we learned,
visual quality and contrast sensitivity can be compromised by excessive changes in
aberrations of the cornea. We discovered that it was possible to safely increase the
depth offield of the cornea to 1.50D for any starting refractive error.However, given a
1.50D depth of field, it would not be possible to achieve full distance and full near
vision monocularly; therefore, we borrowed from the time-tested concept of mono-
vision and set up the nondominant eye to be slightlymyopic, so that the depth of field
of the predominantly distance (dominant) eyewas able to see from a distance down to
intermediate, while the predominantly near (nondominant) eye was able to see in the
intermediate and near range. In the intermediate region, both eyes have similar
acuity, which draws on our knowledge of binocular fusion processing: the horopter, a
volume centered on thefixation point that contains all points in space that yield single
vision.Monovision, or in this case,micro-monovision, draws on the inherent cortical
processes of neuronal gating and blur suppression (the ability for conscious attention
to be directed to the part of the visual field with the best image quality).

In all, laser blended vision draws on sixmechanisms for its success as a procedure:
(1) depth of field increase by a specific controlled increase in corneal aberrations;
(2) pupil constriction during accommodation affording a further depth of field
increase on the retinal image; (3) retinal and cortical processing for increasing
contrast of the retinal image changes produced by spherical aberration; (4) micro-
monovision to allow continuous distance to intermediate to near vision between the
two eyes; (5) relying on central cortical processing including neuronal gating and blur
suppression; and (6) making use of the residual accommodation of the eye.

Customized ablation profiles can also be generated using front surface topography
data and some laser systems offer a topography-guided ablation profile. Topography-
guided ablation algorithms are designed to calculate an ablation profile that would
alter an irregular topography to become a smooth, regular, aspheric surface. An
irregular front surface topography will cause significantly higher order aberrations;
therefore, the consequence of regularizing the front surface corneal topography will
be to reduce higher order aberrations.

Using theMEL80 system, topography-guided ablations are actually more effective
in reducing aberrations, particularly spherical aberration, than wavefront-guided
ablations. In our study using the MEL80 topography-guided system for post-
refractive surgery complications, the spherical aberration was reduced by 41% on
average [17]. Topography-guided ablations were found to be particularly successful for
the correction of decentrations and for optical zone enlargement. One of the major
advantages of topography-guided ablation over wavefront-guided ablation is the
centration. By definition, topographic data are centered about the corneal vertex,
which approximates the visual axis. On the other hand, wavefront data are currently
calculated centered on the entrance pupil center, as decided by the OSA Committee,
since wavefront data can only be obtainedwithin the pupil. Therefore, in an eye with a
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large angle kappa, thewavefrontwill not represent thepatient�s vision since thepatient
is not looking through the center of the pupil (where the wavefront is centered). This
means that using a wavefront custom ablation in eyes with a large angle kappa could
result in worsening of the visual symptoms. For this reason, a topography-guided
ablation is a much more reliable and effective treatment option for decentration.

However, before a wavefront- or topography-guided ablation is performed, it is
important first to have made a confident diagnosis and in particular to have
considered the effect of epithelial thickness changes. The epithelium will always
remodel itself to compensate for underlying stromal surface irregularities; the
epithelium overlying bumps in the stromal surface becomes progressively thinner
and the epithelium overlying troughs in the stromal surface becomes progressively
thicker [18–25]. The epithelium effectively acts as a low-pass filter over the stoma,
regularizing high-frequency noise. The epithelium is regulated by the blinking
motion of the eyelid [25, 26] and is therefore designed to improve regularly irregular
astigmatism about the visual axis. Unfortunately, this evolutionary power of the
epithelium to remodel itself to a smooth surface poses a problem when trying to
diagnose subsurface causes of irregularities in corneal front surface shape. We
believe that epithelial thickness mapping has the potential to improve greatly our
diagnostic capabilities, and also improve treatment planning in the correction of
irregular astigmatism. The presence of epithelial thickness profile changes also
means that neitherwavefront- nor topography-guided ablationwill ever be a complete
solution because they do not account for epithelial thickness changes.
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45
Optical Coherence Tomography of the Human Larynx
Marc Rubinstein, Davin Chark, and Brian Wong

45.1
Anatomy

The larynx is a complex organ composed of cartilage, connective tissue,muscle, and
mucosal epithelium that acts in a coordinated fashion to allow sphincteric control
of the airway. The larynx has respiratory and digestive functions; it protects the
lungs from aspiration of food and water, and it helps in the passage of air,
phonation, and in the clearance of secretions. The larynx is divided anatomically
into the supraglottic, glottic, and subglottic regions, illustrated in Figure 45.1. The
supraglottic region extends from the tip epiglottis superiorly to the false vocal folds
inferiorly, the glottic region encompasses the true vocal folds, and the subglottic
region extends from the inferior border of the true vocal folds superiorly to the
cricoid cartilage inferiorly. The vocal folds (i.e., the vocal �cords�) consist of amulti-
layered structure of nonkeratinized stratified squamous epithelium covering three
layers of dense connective tissue; the epithelial layer is separated from the
connective tissue by the basement membrane. The basement membrane is a
critical tissue layer as cancer cells that spread through this layer gain access to blood
vessels and lymphatics. Deep to these layers is the vocal ligament of the thyroar-
ytenoid muscle, illustrated in Figure 45.2 [1–5].

45.2
Clinical Problems

45.2.1
Laryngeal Cancer

Laryngeal cancer is the secondmost common cancer in the upper aerodigestive tract,
with an estimated 12 290 new cases per year in the United States and roughly 3660
annual deaths [6]. Approximately 95% of laryngeal cancers are squamous cell
carcinoma (SCC), and the majority occur in patients between the ages of 60 and
70 years [7]. The 5 year overall survival rate for laryngeal SCC is around 64% [8]. The
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risk of developing laryngeal SCC has been closely related to the use of tobacco and
alcohol and it is proportional to the amount and duration of use, andwhen combined
they act synergistically [9].

45.2.2
Importance of Laryngeal Optical Coherence Tomography

The cardinal symptom of early laryngeal cancer is hoarseness, but since this is a very
innocuous and nonspecific symptom, laryngeal cancer often is not diagnosed until

Figure 45.1 Diagram showing the human larynx with its corresponding structures.

Figure 45.2 Diagram showing the microstructure of the vocal fold.
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advanced stages. Clinical evaluation relies on using aflexible fiber-optic laryngoscope
or a laryngeal mirror, which provides only a two-dimensional view of the laryngeal
structures, which in the case of early cancers is generally inadequate to distinguish
earlymalignancy frombenign diseases and processes of the larynx. Early diagnosis of
laryngeal cancer is key for optimal treatment. The �gold standard� for accurate
diagnosis is a biopsy of the suspicious lesion. In general, this has to be performed
under general anesthesia. Vocal fold biopsy is not without risk, and injury to the
delicate epithelium of the folds may occur. Permanent changes can occur such as
scarring, which may alter fold vibration and voice quality.

The spread of cancer cells through the basementmembrane into the deeper layers
of the vocal fold is the most important feature needed to establish a diagnosis of
invasive cancer as opposed to premalignant entities such as dysplasia and carcinoma
in situ and benign conditions such as chronic laryngitis (Figure 45.3).

Because of the risks associated with biopsy, and the considerable decision an ENT
surgeon must make to take a patient to the operating room for a biopsy of the vocal
folds under general anesthesia, noninvasive methods of imaging vocal fold micro-
structure have received significant attention. In particular, optical coherence tomog-
raphy (OCT) may be used to evaluate the structural integrity of the basement
membrane in patients at risk for cancer, and also provide surgeons with a means
to guide biopsies towards regions with a greater diagnostic yield. OCT may also
potentially be used to monitor the progression of the disease, providing a three-
dimensional archive of vocal fold micro-architecture, reducing the reliance upon
biopsies for disease surveillance.

45.3
Clinical In Vivo Applications

45.3.1
OCT During Microsurgical Endoscopy

In laryngology, the first clinical studies were performed during surgical endos-
copy (i.e., under general anesthesia), where the OCT probe was passed through

Figure 45.3 Disorders that can mimic laryngeal cancer: (a) chronic inflammation;
(b) hyperkeratosis; (c) severe dysplasia; (d) invasive cancer (the white plastic object in the center
is the endotracheal tube).
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the working channel of a flexible endoscope to obtain images of the laryngeal
mucosa [10–12]. Observing that in OCT images taken from the regions with
cancer no structures were identified, as compared with OCT images taken from
normal mucosa, it was concluded that OCT has the capability to determine the
border of the tumor [12]. Later studies expanded the applications, increased
the patient numbers, and broadened the disease classes imaged using OCT in
the operating room [13–20]. Most studies used slender rigid or semi-rigid probes.
Wong et al. [14] imaged normative anatomy and benign lesions in 82 patients.
OCT images compared favorably with results obtained using conventional
histology. Epithelial thickness measurements were also recorded for specific
laryngeal subsites, although these measurements were not directly compared
with histology. Armstrong et al. [15] imaged 22 patients with laryngeal cancer,
where integrity of the basement membrane was identified; disruption of the
basement membrane was seen in those patients with histologic diagnosis of
cancer, and also the transition zone was identify at the cancer margin. Klein
et al. [16] used both OCTand polarization-sensitive optical coherence tomography
(PS-OCT) to perform preliminary studies in 13 patients in the operating room
and in the outpatient clinic, and examined the collagen content in the sub-
epithelial tissue. A landmark study by Kraft et al. [18] imaged normal, benign,
and malignant laryngeal diseases in 193 patients using a commercial OCT
system [20]. In all cases, OCT images were compared with histopathology. They
concluded that the use of OCT during microsurgical endoscopy yielded a correct
diagnosis in 89% of cases compared with a rate of only 80% during microsurgical
endoscopy alone. They also observed a higher sensitivity for predicting invasive
tumor growth and epithelial dysplasia when using microlaryngoscopy with OCT
compared with microlaryngoscopy alone.

Other clinical studies have focused on more specific applications. Shakhov
et al. [13] used OCT as an aid for intraoperative surgical guidance and targeting
of resection margins in laryngeal cancer surgery. Twenty-six patients were imaged
during surgery and OCTwas used to identify the transition zone between normal
tissue and frank invasive cancer, thus increasing the accuracy of the tumor
resection. Kaiser et al. [19] used OCT to measure the in vivo epithelial thickness
of six different laryngeal subsites and correlated these measurements with those
obtained on fixed anatomic laryngectomy specimens. Ridgway et al. [21] used
OCT to evaluate the in vivo normal anatomy of the upper aerodigestive tract in
15 children. The normal microanatomy of different regions including the pediatric
larynx were identified, and also various benign pathologic conditions. In neonates,
Ridgway et al. [22] used OCT to image the larynx and trachea of 12 newborns who
were admitted to the neonatal intensive care unite and required endotracheal
intubation. Their study demonstrated that OCT may be capable of functioning
as a noninvasive imaging technique to study and monitor changes in the
newborn airway during intubation, and possibly reduce the incidence of acquired
disorders such as subglottic stenosis. An example of laryngeal OCT is illustrated in
Figures 45.4 and 45.5.
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45.3.2
Office-Based OCT

With the immense body of data supporting the use of OCT to image the larynx under
general anesthesia, the focus has shifted towards developing systems for use in the
office with awake, fully conscious patients using only topical anesthetics. An office-
based OCTsystem would allow ENTsurgeons to identify suspicious lesions better in
the office and thus select patients better to undergo surgical biopsy. An office-based
system also provides ameans to archive three-dimensional cross-sectional images of
suspicious lesions over time, andhencemonitor disease progression.Although there
are several reports of the use of OCT in the office, a major challenge that clinicians
must contend with is motion of the patient�s body, the patient�s larynx, and the
clinicians hand, and the sway of the fiber-optic endoscope or rigid telescope [16, 23].
There are two basic device platforms that are used to image the larynx in the office:
flexible fiber-optic laryngoscopes, which are inserted through the nares and passed
into the pharynx, and rigid laryngeal endoscopes, which are inserted into the oral
cavity to view the larynx from the oropharynx.

Klein et al. [16]first reported usingOCT in the office, in three patients, although the
study did not focus on the feasibility of this technique or the methods used to obtain
results. Sepehr et al. [23] studied the feasibility of using OCT in the office-based
setting in 17 patients using a flexible OCTprobe in tandem with a flexible fiber-optic
laryngoscope. The instrumentswere inserted through the nose, and theOCTfiber tip
was placed in direct contact with the larynx. They concluded that using this system in
the office setting is feasible and could aid in the diagnosis of laryngeal lesions.

Figure 45.4 OCT image of a newborn�s larynx. FF, false vocal folds; V, ventricle; TF, true vocal folds;
BM, basement membrane locus; E, epithelium; LP, lamina propria.

Figure 45.5 OCT image of a pediatric larynx. FF, false vocal folds; V, ventricle; TF, true vocal folds; S,
subglottis; C, cricoid cartilage.
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An alternative approach is to couple an OCT imaging system with a rigid Hopkins
rod endoscope or similar rigid optical device. Using this approach allows the clinician
simultaneously to obtain real-time OCT images while examining the patient�s
larynx [24–27]. This approach has several limitations. First, because the distance
from any point in the oropharynx to the vocal folds varies greatly from patient to
patient, the working distance also varies and this has to be manually adjusted during
imaging, making it a challenge to acquire good images. The image quality is also
affected by light dispersion as related to the image working distance. Also, themotion
of the clinician�s hand or the patients head, neck, or larynx affects the ability to identify
the image plane. Finally, some patients may have a strong gag reflex and cannot
tolerate imaging with this system configuration. Yu et al. [27] recently reported
obtaining real-time in vivo OCT images at the same time as measuring the vocal fold
vibrations. These vocal fold vibrations were recorded in bothmale and female patients
and were successfully correlated with the vocal fundamental frequencies. Different
systems have been used to image the human larynx, as summarized in Table 45.1.

45.3.3
OCT Integrated with a Surgical Microscope

The hand-held OCT probes used during laryngeal microsurgery are useful, but are
limited in that the surgeon cannot use both hands (and two surgical instruments)
during surgery. This also lengthens the surgical time, since the surgeon has to
remove the OCT probe in order to introduce a second surgical instrument, which
limits real-time imaging surgery per se. The probes also occupy space in what is
already a narrow working port within a surgical laryngoscope. One approach to
overcome these limitations is to integrate an OCT system with a surgical micro-
scope [28, 29]. Vokes et al. [28] first reported using this type of integrated system to
perform noncontact OCT imaging in 10 patients. The device consisted of an OCT
scanner mounted on the objective of a surgical microscope much like conventional
laser surgical micromanipulators. Although they reported identifying the vocal fold
epithelium and lamina propria, limitations included reduced image resolution and
operational challenges such as aligning theOCTbeamand adjusting the focal length.
Just et al. [29], using a different optical design incorporating the native optics of a
surgical microscope, reported imaging patients during laryngeal microsurgery. This
system effectively addressed some of the limitations previously reported by Vokes
et al. [28], although with limitations of reduced lateral and axial resolution, which are
due to the limited numerical aperture of the system. The potential of these combined
systems is promising, although additional improvements need to be made before
they can be widely used during laryngeal surgery.

45.4
Other Preclinical Applications of OCT in the Larynx

There are several ex vivo imaging studies using OCT in both the human [30, 31] and
animal larynx [32–37]. Bibas et al. [30] imaged 10 human ex vivo laryngeal specimens
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using OCT. After the images were reconstructed in 3D, they were compared with
histopathology obtained after processing of the same specimens. Burns et al. [31] used
a combination of OCTand PS-OCT to image three human cadaver larynges; PS-OCT
showed an increase in the tissue birefringence in the outer surface of the vocal
ligament, which delineates it from the superficial lamina propria, suggesting a
potential use for PS-OCT for detecting scar areas within the lamina propria and also
to aid OCT in diagnosing subepithelial benign lesions. Several ex vivo animal model
studieshave focusedonmeasuringandcharacterizing the lesions in thevocal folds [32,
34, 35]. Karamzadeh et al. [32] used rabbit models tomimic three different vocal folds
lesions: scar formation, edema, and trauma.Other studies have focused on evaluating
the injury causedbyusing aCO2 laser, demonstrating thatOCTcanpotentially beused
in real time to assist surgeons during laryngeal laser surgery [34, 35]. In amore recent
study,Burns et al. [37] usedOCTto track real-time injectionofhydrogel into to the vocal
folds, and thus provide feedback for phonosurgical operations.

Although OCTmay have tremendous potential in helping clinicians to diagnose
laryngeal pathology, monitor disease progression and even aid in guiding surgical
biopsies, the technology still needs to be improved before its use can spread beyond
academic centers. Such limitations are signal penetration, the acquisition speed, and
the resolution. Implementing better office-based OCTsystems will also increase the
usefulness and widespread use of this imaging technique.
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46
Optical Coherence Tomography of the Human Oral Cavity
and Oropharynx
Marc Rubinstein, Davin Chark, and Brian Wong

46.1
Anatomy

The oral cavity (OC) is a complex organ, composed of salivary glands, teeth,
muscles, and sensory receptors. It is bounded by the palate above, the floor of
the mouth below and the cheek on each side. The OC has several functions,
including sense of taste,mastication, deglutition, vocalization, and respiration. The
OC can also be divided by subsites, which include the lip, buccal mucosa, floor of
mouth, hard palate, oral tongue, alveolar ridges, and retromolar trigone, illustrated
in Figure 46.1 [1–3].

The areawhere the soft palate joins the hard palate is the transition between theOC
and the oropharynx (OP). The OP is bounded anteriorly by the soft palate, uvula, and
tonsillar pillars, posteriorly it goes from the soft palate to the epiglottis, and laterally
by the palatine tonsils. The OP has both respiratory and digestive functions; it is
involved in the deglutition, respiration, and phonation process. The OP subsites
include the base of the tongue, soft palate, palatine tonsils and posterior pharyngeal
wall, illustrated in Figure 46.2 [1–3].

46.2
Progression of Disease

The American Cancer Society estimated that 35 720 new cases of OCandOP cancer
was diagnosed in 2009 and accounted for 7600 deaths [4]. In the United States,
these malignant neoplasms comprise 3.1% of all cancers in men and 2.5% in
women [5]. Approximately 80% of the cancer in the OC and OP is squamous cell
carcinoma (SCC) [6]. Premalignant lesions are usually precursors of this type of
cancer. Lesions can present as a white lesion (leukoplakia) or red lesion (erythro-
plakia); although these lesions are not normal, they are not necessarily neoplastic.
Currently the only way to differentiate if the lesion is benign, premalignant, or
malignant is with a biopsy. Premalignant lesions are called dysplasia, atypical cells
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that have not invaded the underlying tissue. Although dysplasia can progress to
cancer, it can also regress. Erythroplakia is more likely to progress to cancer (51%)
than leukoplakia (5%) [7]. The most important factor in long-term survival is early
lesion detection and adequate treatment.

Figure 46.1 Diagram showing the human oral cavity.

Figure 46.2 Diagram showing the human oropharynx.
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46.3
Usefulness of OCT

Although there are many diagnostic tools and techniques for oral cancer manage-
ment, none at present have shown significantly greater efficacy than conventional
clinical examination [8], although this is an evolving situation. Recent human in vivo
clinical studies have shown the efficacy of diagnosing premalignant and malignant
diseases in the OC using optical coherence tomography (OCT) [9–11]. Tsai et al. [9]
imaged 32 patients using OCT and diagnosed and distinguished epithelial hyper-
plasia, mild dysplasia, and SCC, differentiating between these three distinct path-
ologic entities and also from normal mucosa using A-line imaging-derived features.
Likewise, Wilder-Smith et al. [10] imaged a total of 50 patients with normal mucosa,
dysplasia, or malignant lesions. They found that OCT images compared favorably
with histology, with high sensitivity and specificity for detecting these different types
of lesions. Fomina et al. [11] used OCT to detect OC neoplasia in vivo in 35 patients,
comparing OCT images with histology in benign or dysplastic/malignant lesions.
They concluded that OCT has clinical application for diagnosis and treatment
guidance and also for cancer screening (sensitivity 83% and specificity 98%).

OCT may also be used to guide surgical biopsies toward regions of higher
diagnostic yield. Jerjes et al. [12] examined 34 ex vivo biopsies of 27 patients, and
examined changes in the keratin layer, epithelial layer, and the laminapropria, and for
the presence or absence of an intact basementmembrane. Based on the architectural
changes identified using OCT, biopsies were then performed in the sites of interest.
One of the areas where OCT has its greatest clinical use in the OC and OP is in the
management of patients with �field cancerization.� Field cancerization is the
presence of histologically abnormal tissue surrounding primary cancerous lesions
of squamous cell carcinomas [13]. Tsai et al. [14] reported using an ex vivo model to
delineate the cancer from normal tissue. Using two parameters, decay constant and
standard deviation A-scan, they observed that while the decay constant decreased as
the A-scan moved laterally away from the abnormal portion, the standard deviation
A-scan increased when it was performed in the abnormal portion of the lesion. Also,
having the ability to identify the transition zone between normal epithelium and
malignant epithelium makes OCT a useful clinical tool (Figures 46.3 and 46.4).

Another clinical application of OCT is to monitor disease progression and change
in a noninvasive manner. Tsai et al. [15] evaluated OC lesions in different oncologic
stages and were able to differentiate between mild and moderate dysplasia.

OCT has also been used to evaluate and diagnose different pathologic conditions
throughout the OC and OP [16–21]. One of the most common side effects of
radiotherapy and/or chemotherapy is mucositis. OCT has the capability of detecting,
in patients receiving radiotherapy and/or chemotherapy, early microstructural
changes in the OC before the clinical manifestations appear, which may provide
an effective andnoninvasivemethod to evaluate earlymucosal changes, and thus lead
to early treatment of mucositis [16–18]. Ridgway et al. [21] studied normal and
pathologic conditions in the OC and OP in 41 patients, and compared OCT images
with histopathology, confirming the feasibility of usingOCT to identify differences in
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themucosal and submucosal tissue of theOCandOP. Other studies imaging theOC
have focused on specific disease processes, such as oral submucous fibrosis [19] and
vascular anomalies [20].

Several studies focused on imaging only normal healthymucosa of theOC [22, 23].
Recently, Prestin et al. [24] used OCT to measure the epithelial thickness in different
areas of the OC; this is an important study as thickness is one factor distinguishing
neoplastic from normal tissues. Multiple OCTsystems have been used to image the
OC and OP; Table 46.1 presents a summary of some of these systems. There have
also been several animal studies usingOCTto evaluate various benign andmalignant
processes in the OC [25–31].

Although OCT has potential to aid clinicians in diagnosing OC and OP pathol-
ogies, there are limitations with this technology, such as a limited depth of pene-
tration, the acquisition speed and the resolution. Improvements in theses areas are
important to obtain better images at a faster rate and thus aid in the diagnosis and
treatment of neoplasia.

Figure 46.3 OCT image showing the transition zone in the buccal mucosa; note the loss of the
basement membrane in the area of the cancer. LP, lamina propria; SS, stratified squamous
epithelium; BM, basement membrane locus; CA, cancer.

Figure 46.4 OCT image showing transition zones in the buccal mucosa; note the loss of the
basement membrane in the area of the cancer. LP, lamina propria; SS, stratified squamous
epithelium; BM, basement membrane locus; CA, cancer.
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47
In Vivo Brain Imaging and Diagnosis
Christoph Krafft and Matthias Kirsch

47.1
Introduction

In general, biophotonic imaging methods give information regarding intrinsic
optical properties of brain tissue and the presence or absence of endogenous or
exogenous chromophores. The benefits of using light in imaging living tissue
include that light can provide high sensitivity to functional changes and can reveal
the dynamics of cells in the nervous system, via either absorption of light, emission of
light (fluorescence and phosphorescence), and elastic or inelastic scattering. Further
advantages are diffraction-limited spatial resolution in the micrometer and even
submicrometer range, nondestructive sampling, use of nonionizing radiation, fast
data collection, relatively inexpensive instrumentation and reduced infrastructure
requirements compared with other clinical imaging methods. A disadvantage of all
optical techniques is their limited penetration depth in brain tissue, which is
dependent on its absorption and scattering properties. High absorption exists in
both the visible wavelength range (350–700 nm), mainly due to hemoglobin, and
in thewavelength range above 900 nm, due to lipids, proteins, andwater.However, in
the range 700–900 nm, the absorption of all biomolecules is weak; hence imaging
using light in this interval maximizes tissue penetration while simultaneously
minimizing autofluorescence from nontarget tissue. The most widely measured
intrinsic chromophores are oxy- and deoxyhemoglobin, alongside cytochromes and
metabolites which have distinctive absorption and fluorescence properties. Cyto-
chrome oxidase is a mitochondrial enzyme that plays an important role in oxygen
metabolism in the brain. The concentration of cytochrome oxidase in the brain is
lower than that of hemoglobin (2–3mM compared with 40–60 mM). Extrinsic chro-
mophores such as absorbing and fluorescent dyes in addition to transgenic methods
can also provide specific optical contrast and are often able actively to report
functional parameters. Optical imagingmodalitieswhich probemolecular vibrations
as an inherent feature of all molecules do not depend on chromophores. Molecular
vibrations can be excited by absorption of mid-infrared (MIR) radiation and inelastic
scattering of monochromatic light.

j715

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.



Among the first applications of optical brain imaging was a paper by J€obsis in
1977 [1]. He measured blood and tissue oxygenation changes in the brain of a cat
using near-infrared (NIR) light. Since then, the field has grown, encompassing both
basic science and diagnostic applications that exploit the interactions between light
and tissue to image the brain. Optical in vivo imaging of the diseased nervous
system [2], optical brain imaging in vivo [3], and vibrational spectroscopic imaging in
the context of neuro-oncology [4] have recently been summarized. Currently,
numerous parts of the nervous system can be visualized by optical in vivo imaging,
including the cortex, cerebellum, olfactory bulb, retina, spinal cord, peripheral
nerves, and autonomic ganglia. Transgenic labels have been developed for tracing
many structures in the nervous system, including neurons, axon tracts, most glial
populations, oligodendrocytes, brain vasculature, and invading tumor cells. This has
allowed a growing number of models to be studied in mice.

Magnetic resonance imaging (MRI), X-ray computed tomography (CT) and
positron emission tomography (PET) are valuable and established tools for brain
imaging. MRI and X-ray CTrequire shielded rooms for protection, and PETrequires
synchrotrons to generate the short-lived radioactive isotopes of carbon, nitrogen,
fluorine, or oxygen. X-ray CTs and structural MRI have excellent spatial resolution
and allow the detection ofmorphologic changes in the brain, for example, to delineate
tumors. In particular, functional brain imaging has seen significant growth since the
availability of functional magnetic resonance imaging (fMRI) in 1990. Applications
cover neurosurgical planning, the investigation of the physiologic basis of neurologic
diseases such as epilepsy, Alzheimer�s disease, and stroke, the development of
diagnostic methods, drugs, treatments, and interventions, and the study of cognitive
and perceptual responses and developmental changes, to name just a few [5]. Owing
to their broad range of contrast mechanisms and their ability to detect and image a
wide range of functional parameters, optical imaging technologies can complement
the established clinical modalities.

For example, to visualize regions of the brain exhibiting functional changes in
response to stimuli, fMRI typically exploits the blood oxygen level-dependent (BOLD)
signal, widely thought to correlate inversely with deoxygenated hemoglobin (HbR)
concentration. However, a BOLD increase (an HbR decrease) may correspond to an
increase in oxygenation, or a decrease in blood volume.Newer fMRImethods such as
arterial spin labeling can provide measures of flow, and intravenous contrast agents
such asmonocrystalline iron oxide nanocompounds can allow cerebral blood volume
changes to be observed. These measurements cannot easily be acquired simulta-
neously and only the combination of the methods provides insight into the true
hemodynamic responses and oxygenation dynamics in the brain. PET is performed
using contrast agents such as 2-fluoro-2-deoxy-D-glucose containing radioactive
isotopes. Subsequently, glucose utilization in the brain can be imaged via the
localization of these isotopes. However, resolution is typically poor, data acquisition
is slow, and hence dynamics cannot be readily evaluated. Further disadvantages are
that contrast agents must bemanufactured locally prior to each scan, and radioactive
dose limits its use in certain patient populations, especially infants. The major
drawback of both fMRI andPET imaging is that they cannot be used during a surgical
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procedure or for extensive amounts of time. In addition, especially fMRI is not as
reliable as morphologic analysis [6, 7].

A major challenge in optical imaging for noninvasive clinical applications is to
overcome the effects of elastic light scattering,which limits the penetration depth and
achievable imaging resolution. Therefore, optical imaging encompasses awide range
of measurement techniques with the aim of overcoming the effects of scatter. These
range from laser scanning microscopy of surface accessible regions with submicron
resolution to diffuse optical tomography of deeper and larger volumes of tissue.
According to Abbe�s law of diffraction, the lateral resolution of conventional light
microscopy is limited to dlat¼ 0.61l/NA and the axial resolution to dax¼ 2ln/NA2

(where l¼wavelength; n¼ refractive index; NA¼numerical aperture). Although
ultraviolet and visible light offer higher resolutions due to smaller wavelengths,
clinical optical brain imaging generally usesNIR light to obtain improvedpenetration
through the scalp, skull, and brain due to minimal absorption of intrinsic
chromophores.

Optical brain imaging isfindingwidespread applications as a research tool for both
clinical and animal studies of brain functions, diseases, and treatments of pathol-
ogies. The structures of the human brain and principles to assess brain tissue
composition and brain function using optical brain imaging are displayed in
Figure 47.1. However, little is known about the way in which the normal brain
functions, in part due to the difficulties of measuring such a complex organ without
disturbing or damaging its in vivo function. Optical imaging allows the living brain to
be closely observed, andmany functional interactions and changes to be investigated
over various length and time scales. Imaging of animals (commonly mouse, rat, cat,
or primate) rather than humans provides more flexibility since preparations can be
muchmore controlled and diseases and treatments can be systematically compared.
Furthermore, extrinsic dyes and cross-validation techniques can be utilized and
developed without the need for clinical regulatory approval. Since the adverse effects

Figure 47.1 Structures of the human brain and principal technologies to assess brain tissue
composition and brain function using biophotonic technologies.
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of light scattering worsen as the size of the tissue being interrogated increases,
imaging of smaller animals therefore also offers significant technical advantages,
allowing higher resolution imaging and improved sensitivity and quantitation. For
very high-resolution imaging, the cortex can be surgically exposed, allowing direct
optical imaging of the brain�s surface with onlyminimal disturbance to normal brain
activity. For long-term experiments, the cortex is covered by implanting a permanent
cranial window. A small cover-slip is placed over the opening of the skull and is sealed
using acrylic cement. This procedure effectively reseals the skull, allows intracranial
pressure to re-equalize, prevents contamination or dissolution of ambient gas, and
controls brain movement which would otherwise be substantially affected by heart
rate and breathing. Exposed cortex optical imaging is highly versatile, and most
commonly performed in animals, although it has also been performed on the human
brain, for example, during epilepsy surgery. Optical imaging of the exposed cortex is
currently the only technique that can provide sufficient resolution to reveal detailed
information of functional responses for sensory and cognitive processing research.

In this overview, we describe various optical imaging approaches to brain imaging
in neurology and neurosurgery as summarized in Table 47.1. We introduce the
techniques concisely in the context of brain imaging. All techniques are described

Table 47.1 Summary of optical imaging techniques.

Technique Attributes

Optical imaging Techniques including microscopy and biophotonic methods that
use light to visualize the distribution of cells and molecules.

Wide-field
microscopy

The entire field of view is illuminated simultaneously to produce
an image.

Scanning microscopy A focused beam of light (usually a laser) ismoved (scanned) across
the field of view to detect the signal of each spot sequentially
(includes confocal microscopy and multiphoton microscopy).

Confocal microscopy A technique that allows optical sectioning by placing a pinhole in
front of the detector to exclude out-of-focus light and generate a
sharp image of structures in the focal plane.

Tomography Imaging approaches in which the object is imaged from multiple
angles and mathematical algorithms are used to reconstruct the
three-dimensional structure of the signal source.

Intrinsic optical
imaging

A technique that detects changes in the optical properties of brain
tissue such as absorption or scattering.

Fluorescence
microscopy

Detection of fluorescence emission of intrinsic or extrinsic
chromophores after absorption of light.

Calcium imaging Calcium indicator dyes (that is, calcium-dependent fluorophores)
in combination with microscopy are used to measure changes in
intracellular calcium concentration.

Multiphoton
microscopy

Scanning microscopy technique in which a pulsed near-infrared
laser is used to achieve optical sectioningby limiting (multiphoton)
excitation to the perifocal plane (includes two-photon microscopy
and second-harmonic generation).
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more comprehensively in Part I of this Handbook. We then focus on examples of
in vivo brain imaging: Section 47.3 details the use in neuro-oncology and imaging of
functional areas, Section 47.4 covers vascularity and Section 47.5 regeneration.

47.2
Basic Principles

47.2.1
Two-Dimensional Camera-Based Imaging: Absorption

2D camera–based imaging of the exposed cortex is the simplest optical imaging
technique and is often referred to as �optical imaging� in the neuroscience literature.
The term �optical imaging of intrinsic signals� (OIS) is also known because intrinsic
optical properties such as absorption and scattering are detected which can be
measured directly at the brain surface. This brain imaging technique can visualize
brain compartments with micrometer and millisecond resolution. The most signifi-
cant absorbers in the brain at visible and NIR wavelengths are oxyhemoglobin
(HbO2) and deoxyhemoglobin (HbR). Their distinctive absorption spectra yield
quantitative chemical information about their concentration, blood flow, blood
volume, and oxygenation. Blood delivers oxygen to tissue by locally convertingHbO2

to HbR, so changes in the oxygenation state of blood correspond to changes in the
relative concentrations of HbO2 and HbR. Consequently, variations in the amount
and oxygenation state of hemoglobinmodulate the absorption properties of the brain.
By simply shining light into the exposed cortex and taking pictures with a camera, the
hemodynamic properties can be readily observed. Furthermore, since HbR and
HbO2 have different absorption spectra, measurements with different wavelengths
of light can produce images that are preferentially sensitive to changes in the
concentration of either HbO2 or HbR. At isosbestic points where the HbR and
HbO2 absorptions are approximately the same (e.g., 500, 530, 570, and 797 nm),

Table 47.1 (Continued)

Technique Attributes

Second-harmonic
generation
microscopy

Near-infrared lasers generate frequency-doubled signals from the
scattering of light as it interacts with specific macromolecules.
Structures such as cytoskeleton and collagen can be visualized.

Two-photon
microscopy

Twophotons of a pulsednear-infrared laser are absorbed and excite
a fluorophore which emits a higher energy photon.

Raman microscopy Inelastic scattering of monochromatic light probes molecular
vibrations (includes nonlinear variant coherent anti-Stokes Raman
scattering using high intensity pulsed lasers).

Optical coherence
tomography

A technique that uses interferometry of reflected or backscattered
light from biological tissues.
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changes in total hemoglobin (HbT) concentration (HbT¼HbR þ HbO2) can be
measured independently of changes in blood oxygenation. To calculate the actual
changes in the concentrations of HbO2, HbR, and HbT, the absorption of the brain
must be measured at two or more wavelengths. This is expressed by the term
hyperspectral imaging. OIS is usually described as an invasive imaging technique
because it requires surgery tomake the cortex visible.However, as intraoperative OIS
is performed in the operating room by attaching a charge-coupled device (CCD)
camera and optical filters to the operating microscope, it is noninvasive compared
with the current gold standard intraoperative electrophysiologic techniques, which
require placing electrodes directly on to the brain. Intraoperative IOS has been
demonstrated to be a potentially useful neurosurgical tool for both functional brain
mapping and lesion delineation (see overview by Prakash et al. [8]).

47.2.2
Two-Dimensional Camera Based Imaging: Fluorescence

The fluorescence of intrinsic and extrinsic chromophores can be imaged by a two-
dimensional camera-based setup which consists of an excitation filter of the appro-
priate wavelength and a long-pass filter in front of the camera to block excitation light
and isolate the fluorescence emission. In some cases, a dichroic mirror is used such
that the illumination light is reflected on to the brain, and emitted fluorescence
passes through the dichroic mirror to the camera.

Extrinsic voltage-sensitive dyes (VSDs) provide a way to detect optically the
neuronal activity in the in vivo exposed cortex. VSDs are molecules that generally
bind across a neuron�s membrane. Changes in membrane potential cause measur-
able changes in the fluorescence of the dye. VSDs can only be used in animals at
present, and are usually topically applied directly to the exposed cortex for 1–2 h
before imaging commences. SomeVSDs have been shown to photobleach quickly or
have phototoxic effects, and so illumination times are typically kept to a minimum.
Calcium-sensitive dyes (CaSDs) are compounds that increase their fluorescence in
response to increases in calcium ion concentration. When cells such as neurons are
loaded with CaSDs, it becomes possible to monitor intracellular calcium. Since
calcium influx occurs when a neuron fires an action potential, the calcium dye�s
fluorescence can optically report this, providing a second tool with which to image
neuronal activity optically. The challenge with CaSDs is to introduce them into the
neurons successfully. Concentration changes in intrinsic flavoproteins (FADs) in the
brain can be measured from their intrinsic fluorescence in vivo. FADs provide a
measure ofmetabolic changes in cells (neurons and possibly glia), and have a distinct
time course compared with shorter neuronal and longer hemodynamic responses.

47.2.3
Two-Dimensional Camera-Based Imaging: Laser Speckle

Laser speckle flow imaging is capable of imaging the blood flow dynamics in the
superficial cortex. Flow is a very important parameter if the rate of oxygen delivery
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and consumption are to be calculated. LaserDoppler imaginghas beenwidely used to
provide point measurements of blood flow in the brain. However, laser speckle flow
imaging of the exposed cortex can image the spatial distribution of the flow
throughout the vascular network during functional activation. In this case, the light
source is replaced with a divergent laser diode. The camera then simply acquires
rapid and high-resolution images of the exposed cortex, which appear as low-contrast
images of the speckle pattern from the laser illumination. The speckle pattern is
caused by the coherent laser light scattering within the brain. If red blood cells are
moving within the image, they cause the speckle pattern to vary over time. The rate at
which the speckles change relates to how fast the red blood cells are moving.

47.2.4
Two-Dimensional Fiber Bundle-Based Imaging

Although most measurements use anesthetized animals, some studies of native
behavior require that the animal be both awake and able to move around freely.
Recently, a technique was developed in which the exposed cortex of amouse could be
imaged via a flexible fiber bundle with high temporal and spatial resolution [9]. The
principle is that excitation light propagates in one direction through an optical fiber
bundlewhile emittedfluorescence returns via the samepath, is reflected by a dichroic
mirror, and is imaged by a camera.Microlenses project and enlarge small fluorescent
brain structures on to a fiber bundle containing well-ordered arrays of glass cores for
flexible image transfer from the mouse to the camera. These fiber bundles typically
contain thousands of fiber cores whose centers are spaced by around 10 mm apart.
Using a fast CCD camera, the authors achieved image acquisition rates up to 100Hz
over imaging fields of 0.25–0.33mm.

47.2.5
Three-Dimensional Imaging: Optical Coherence Tomography

Optical coherence tomography (OCT) is analogous to ultrasound imaging except that
reflections of NIR radiation, rather than sound, are detected. In ultrasonography, the
time delay of reflected sound waves is used to generate an image of tissue structures.
Because of thehigh velocity of light, a timedelay of reflected light cannot bemeasured
directly. Therefore, light is split into probe and reference light. The reference light
and the probe light are combined by a beamsplitter and registered by a detector.
Interference of low-coherence light occurs only when the optical pathlengths of the
reference and probe are matched within the coherence length of the light source,
which means that the difference between the optical path of the reference and the
probe light determines the depth in the sample at which the magnitude of reflection
is registered. Interferometers with fiber-optic couplers and beam scanning systems
have been implemented to performOCTmeasurements throughmicroscopes, fiber-
optic catheters, endoscopes, and hand-held probes. The contrast in OCT is generally
due to refractive index mismatches. OCT is typically performed using NIR wave-
lengths >1mm. OCT synthesizes cross-sectional images from a series of laterally
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adjacent depth scans. OCT allows noninvasive real-time in vivo imaging of brain
tissues up to a 3mm penetration depth with a spatial resolution of 10–15 mm and in
ultrahigh-resolution mode even better (0.9mm axial, 2mm lateral) [10, 11].

47.2.6
Confocal Microscopy

Confocal microscopy relies on the rejection of scattered light by isolating signals
originating from the focus of the scanning beam.Confocal excitationwavelengths are
typically in the visible spectrum, where tissue scatter and absorption are high.
Therefore, when using confocal microscopy to image depths beyond 200–300mm,
the laser beam can no longer focus, and images become blurry and lack sensitivity.
Confocal microscopy can also be combined with fluorescence emission. While it is
assumed that the detected fluorescence light originates from the focus of the
scanning beam, some of the detected signal is also generated by excitation and
emission light that is scattered or absorbed within the tissue above and below the
focus. This light not only contributes to image blurring, but can also result in
cumulative photodamage to areas of the tissue that are not actively being imaged.

47.2.7
Two-Photon Microscopy

Since two-photon microscopy was first demonstrated in 1990 [12], it has become an
invaluable tool for imaging intact biological specimens at very high resolution, to
depths of up to 600 mm. The advantages have been summarized and discussed in
depth [13]. Two-photon microscopy has also been applied to in vivo imaging of the
brain, which has previously been reviewed in the context of brain function moni-
toring [14]. Although fluorescent contrast is required, two-photon microscopy
provides an unprecedented view of in vivo brain activity on a cellular and microvas-
cular level. In particular, sophisticated transgenic technology allows the labeling of
single cells in the nervous system and permits their function to be monitored.
Similarly to confocalmicroscopy, two-photonmicroscopy requires a focused beam of
laser light to be steered within the tissue, sensing the properties of each location and
using them to form a 2D or 3D image. This technique overcomes many of the
disadvantages of confocal microscopy. Instead of fluorescence excitation at visible
wavelengths, two-photon microscopy utilizes laser light of twice the excitation
wavelength. When sufficient photon flux is achieved, it is usually possible for a
fluorophore to be excited by two of these lower energy photons arriving in quick
succession. Once excited, the fluorophore will emit a photon at or near its usual
emission wavelength. This high photon flux is achievable if a pulsed laser is used
which delivers high-energy, rapid pulses. Typically, a Ti:sapphire laser is used, which
is tunable between 700 and 1000 nm, with 80MHz pulse repetition, <500 fs pulse
width, mean power 1W, and peak power 25 kW. Even with such a high peak power,
the nonlinear effect of two-photon excitation will only occur at the tight focus of the
laser beam. Consequently, two-photon microscopy can use NIR light to image the
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samefluorophores as confocalmicroscopy.However, since scattering and absorption
of NIR light in tissue are much lower than for visible light, the focus of the laser
beamcan bemaintained at depths of>600 mm,depending on the tissue type. The fact
that the fluorophore is excited only at the very focus of the beam means that
surrounding tissue does not experience significant photodamage. As NIR excitation
is generally spectrally well separated from the emissionwavelength, excitation light is
rejected much more simply than for confocal microscopy. Further, since any light
emerging from the tissue is expected at the fluorescent emission wavelength, it can
only have originated from the focus of the scanning beam and it is not necessary to
reject scattered light as required in confocal microscopy. Sensitive detectors can be
placed as close to the tissue as possible to collect all of the emerging emission light.
This signal, when reformed according to the beam scanning pattern, produces a
high-resolution image of the fluorescent structures within tissue. Whereas tradi-
tional microscopy required tissue to be stained and sectioned, two-photon micros-
copy allows high-resolution 3D imaging of intact, functioning tissue.

47.2.8
Second-Harmonic Generation

Although endogenous multiphoton fluorescence imaging has found a number of
applications in brain imaging, the small number of naturally fluorescent compounds
limits its general use.Only smallmodifications are required to equip a laser-scanning
two-photon microscope for second-harmonic generation (SHG) imaging micro-
scopy. The nonlinear optical effect SHG is also commonly called frequency doubling.
The phenomenon requires intense laser light passing through a highly polarizable
material with a noncentrosymmetric molecular organization. Collagen within con-
nective tissue, muscle thick filaments, andmicrotubule arrays within interphase and
mitotic cells belong to the biological material that can produce SHG signals. The
second-harmonic light emerging from thematerial is at precisely half thewavelength
of the light entering the material. Hence the SHG process within the material
changes two NIR incident photons into one emerging visible photon at exactly twice
the energy (and half the wavelength). Like that of two-photon microscopy, the
amplitude of SHG is proportional to the square of the incident light intensity.
Therefore, SHGmicroscopy has the same intrinsic optical sectioning characteristics.
Hence SHGmicroscopy offers a contrastmechanism that does not require excitation
of fluorescent molecules. The fact that only selected proteins reveal contrast in SHG
imaging is a limiting factor. Applications for visualizing biomolecular arrays in cells,
tissues, and organisms have been summarized [15].

47.2.9
Inelastic Light Scattering: Raman Spectroscopy

Raman spectroscopy is based on inelastic scattering of monochromatic light.
This process can excite molecular vibrations. As numerous vibrations of biomole-
cules are probed simultaneously, more bands are observed in vibrational spectra of
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cells and tissue than in other optical spectra, giving afingerprint-like signature. These
bands provide information about the biochemistry, structure, and composition of the
underlying sample. Among the main advantages is that this information is obtained
without labels. Potential autofluorescence is reduced and penetration of incident and
scattered light is enhanced by excitation with NIR lasers. The relatively weak signals
require intense laser excitation and highly sensitive instrumentation. Continuous-
wave lasers are operated at powers of a few hundred milliwatts to prevent tissue
degradation. Optical components for detection are optimized for high throughput
and low light losses. Furthermore, signal amplification methods (resonance Raman
scattering, surface-enhanced scattering, coherent anti-Stokes Raman scattering,
stimulated Raman scattering) have been developed to increase sensitivity. Raman
images which provide molecular contrast are usually registered in the sequential
point mappingmode, whichmeans that the laser focus or the sample is moved from
one spot to the other.

47.2.10
Noninvasive Optical Brain Imaging: Topography, Tomography

For routine optical brain imaging in humans, it is clearly necessary to develop
noninvasive techniques. They must overcome the effects of light scattering, while
maintaining the benefits of optical contrast to study functional activation and to
investigate pathologies. Since light penetration and scattering are significant obsta-
cles for noninvasive imaging, measurements on children and babies are easier to
achieve than on adults. It is often difficult to image these infants and small children
using fMRI and PET, so optical imaging provides a unique opportunity to studymany
aspects of functional brain development. Optical imaging of the adult brain can also
provide valuable functional information that complements modalities such as fMRI.
As a particular advantage of its ability to imageHbO2,HbR, andHbTsimultaneously,
optical imaging iswidely adopted for studies of the cortical hemodynamic response to
a wide range of stimuli.

Direct topography is the most widespread approach to clinical optical brain
imaging and is often referred to as near-infrared spectroscopy (NIRS). Optical fibers
are generally used to transmit light to and from the head. Instrumentation may be
continuous wave (cw), frequency domain (FD), or time domain (TD) using two or
more wavelengths. In its simplest form, NIRS uses light source and detector pairs
positioned on the head. Light that passes though the skull scatterswithin the cortex of
the brain. Despite significant attenuation, variations in absorption due to changes in
local HbT, HbO2, and HbR concentrations result in detectable modulations in the
intensity of the emerging light in the cortical surface of the brain where the majority
of functional processing occurs. If an array of sources and detectors is used, the
changes measured between a source–detector pair can be approximately mapped or
interpolated to the underlying cortex and a low-resolution (>5mm) 2D topographical
map of cortical activation can be produced. Data processing is an important issue to
consider systematic errors due to breathing or hearth rate. A further difficulty is
reliable placement of sources and detectors on the head. Hair on the head is a major
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challenge as it can significantly attenuate light entering and leaving the head, and can
causemeasurement instability over time if the probes shift. Finally, light propagation
in the human head has to be modeled using either Monte Carlo algorithms or the
diffusion approximation to the radiative transfer equation.

In addition to absorption, photon emission can be detected, preferentially using
NIRfluorescence or red-shifted bioluminescence reporters that take advantage of the
low absorption of biological tissues in this spectral window. However, one limitation
is the low spatial and temporal resolution of this technique. Although photons from
deep within the brain can reach the surface, they are scattered along the way so that
their origin is obscured. Another limitation is that biophotonic signals are weakened
by absorption, which restricts temporal resolution by long acquisition times. In
general, detection of light through >7 cm of tissue will cause around 10�7 attenu-
ation. New fluorophores that might improve sensitivity are becoming available, such
as quantum dots (that is, semiconductor nanocrystals that have unique fluorescence
features).

Themost complex approach to optical brain imaging involves performing a full 3D
reconstruction of the entire head using an approach similar to X-ray CT. As for
tomographic imaging, a series of measurements or projections through the tissue
need to be imaged and light has to be transmitted across the whole head; this
approach has only been demonstrated on small infants. However, the benefits are
that in addition to functional imaging, this approach can potentially permit imaging
of pathologies. For reconstructed topography, measurements between sources and
detectors with different separations allow some depth-resolved information to be
deduced. In tomography, the same basic image reconstruction approach is used, but
a larger number of projections through the head at different angles are required to
calculate the 3D structure deep within the brain. Fluorescence or bioluminescence
imaging requires a 3D reconstruction of the location of the cells that emit the signal.
A comprehensive introduction to biophotonic imaging techniques and their current
capabilities and limitation has been given elsewhere [16].

47.3
Applications in Neuro-Oncology and Functional Imaging

Surgical removal of brain tumors is the most common initial treatment received by
brain tumor patients because it relieves the mass effect of the tumor on neurologic
tissue and allows histopathologic diagnosis of the tumor, which directly affects the
direction of follow-up therapeutic strategy. Aggressive surgical resection results in
prolonged survival of patients with a malignant glioma, may lower the risk of
anaplastic progression in a low-grade glial tumor, and may thereby increase the
survival length and quality of life in these patients. To achieve this goal with
minimal neurologic deficits, an accurate identification of brain tumor margins
during surgery is required.However, the intraoperative detection of residual tumor
tissue, especially in a low-grade tumor, is difficult because of the low optical contrast
between tumor and adjacent brain. Moreover, a glioma lacks a true tumor to brain
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interface; instead, single cells migrate along preformed anatomic structures into
the adjacent brain beyond the highly cellular margin of the tumor. Currently,
neurosurgeons determine brain tumor margins intraoperatively by visual inspec-
tion and information provided by surgical navigation systems that are based on X-
ray CT/MRI and/or intraoperative ultrasound (IOUS). However, limitations of
these techniques include the following:

. The true infiltrating margins may not be visible on X-ray CT/MRI images.

. Registration errors and intraoperative brain shift can degrade the spatial accuracy
of the surgical navigation systems.

. Primary brain tumors, unlike most metastatic tumors, do not typically possess
clear boundaries, that is, the margins appear blurred in the IOUS images.

. It is often difficult, even for experienced neurosurgeons, to differentiate visually
low-grade gliomas and associated tumor margins from normal brain tissue.

Because of their complexity, IOUS and intraoperative MRI cannot provide a
continuous online imaging of the resection cavity, and integration of these technol-
ogies into microsurgical instruments or operating microscopes is limited. Applica-
tions of IOUS andMRI require a pause in the course of the brain tumor resection for
intermittent analyses, which is realistic only for a limited number of investigations.
Furthermore, the spatial resolution of IOUS in brain tissue is typically no higher than
150–250 mm, and with the advancement of the surgical procedure, artifacts diminish
the use of IOUS. In particular, the creation of new surfaces, alteration of the acoustic
properties of the tumor–tissue interfaces by surgical interactions, and the introduc-
tion of foreign material (e.g., for hemostasis or therapeutic interactions) generate
new structures that limit comparability of IOUS images within the same procedure.
The spatial resolution ofMRI is between 0.5 and 1mmwhich is insufficient to resolve
tissue microstructure and to discriminate between tissue alterations due to tumor
infiltrations and those resulting from surgery. However, themain advantages of both
IOUS andMRI are the penetration depth and the routine volumetric sampling. This
eases interpretation and co-registration to other imaging modalities.

Biophotonic imaging techniques are attractive candidates for analyzing brain
tissue nondestructively in real time and for providing intraoperative in vivo diagnosis.
It is of clinical interest to obtain data on both themorphology and the composition of
the tissues. A combination of biophotonic imaging techniques with conventional
imaging should allow for rapid introduction into clinical routine.

47.3.1
Absorption-Based Imaging

Determination of tumor oxygenation at the microvascular level will provide impor-
tant insight into tumor growth, angiogenesis, necrosis, and therapeutic response.
NIRS has the potential to differentiate lesions and hemoglobin dynamics. The
vascular status and the pathophysiologic changes that occur during tumor vascu-
larization were studied in an orthotopic brain tumor model [17]. A noninvasive
multimodal approach based onNIRS alongwithMRIwas applied formonitoring the

726j 47 In Vivo Brain Imaging and Diagnosis



concentrations of HbO2, HbR, and water within the tumor region. The concentra-
tions of these compounds were determined using 15 discrete wavelengths in a
spectral window of 670–780 nm. A direct correlation between tumor size, intratu-
moral microvessel density, and tumor oxygenation was found.

To clarify the characteristics of the evoked cerebral blood oxygenation changes
occurring in stroke and brain tumors, noninvasive NIRS and BOLD fMRI were
compared during functional brain activation [18]. NIRS enabled functional brain
stimulation and activation to be imaged through measurement of changes in
hemoglobin concentrations. The approachwas applied tomonitor 12 glioma patients
during recovery after neurosurgery [19]. The sensitivity and specificity of NIRS for
hemoglobin were used to image functional brain stimulation and activation through
measurement of changes in hemoglobin concentrations. Functional activation of
specific areas of the brain can be elicited by, for example, sensory stimulation of the
arm, hand, or leg (somato-sensory evoked potentials). A corresponding region of
activation can be correlated with the stimulated area, and the image can be overlaid
into an operating microscope and used to guide an intracerebral approach.

47.3.2
Fluorescence-Based Imaging

Autofluorescencewith 337 nmexcitation can discriminate solid tumors fromnormal
brain tissues based on their reducedfluorescence emission at 460 nmcomparedwith
normal tissue. False-positive rates constitute a general problem because not all
regions showing reduced fluorescence are tumors [20]. A hand-held optical spec-
troscopic probe was applied in clinical trials that combined autofluorescence with
diffuse reflection spectroscopy [21, 22]. Spectra of brain tumors and infiltrating
tumor margins were separated from spectra of normal brain tissues in vivo using
empirical algorithms with high sensitivity and specificity. Blood contamination was
found to be a major obstacle.

Multiphoton-excited autofluorescence using NIR femtosecond laser pulses
allows the reconstruction of 3D microanatomic images of native tissues at a
subcellular level without the need for contrast-enhancing markers or histologic
stains. Multiphoton autofluorescence microscopy could visualize solid tumor, the
tumor–brain interface, and single invasive tumor cells in gliomas of mouse brains
and of human biopsies [23, 24]. Furthermore, fluorescence lifetime imaging of
endogenous fluorophores provides an additional parameter in so-called 4Dmicros-
copy, since the different decay times of the fluorescent signal could differentiate
tumor and normal brain tissue [16, 25].

47.3.2.1 5-ALA
In order to improve selectivity, fluorescent markers have been applied to malignant
brain tissue. These markers include indocyanine green [26], fluorescein [27], and
fluorescein–albumin [28]. Fluorescent porphyrins accumulate in malignant brain
tissue after administration of the metabolic precursor 5-aminolevulinic acid
(ALA) [29]. These fluorophores are taken up by individual glioma cells, but not in
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normal brain tissue [29]. Single glioma cells can be detected. However, given the
limited magnification usable for a surgical procedure, the ratio of infiltrative cells to
normal parenchyma is seen as a shift frombright orange–pink to a soft pinkish tint of
the tumor margin (Figure 47.2).

The technique can be integrated in an operating microscope and the fluorescence
images permitted intraoperative detection of the brain tumors and a safer tumor
resection (Figure 47.2). Results from a human clinical trial showed that ALA-derived
fluorescencewith peaks at 635 and 704nmcould predict the presence of tumor tissue
with a specificity of 100% and a sensitivity of 85%with respect to histopathology [30].
Amulticenter clinical phase III trial of 322 patients revealed that this approach led to
improved progression-free survival of patients with malignant gliomas [31]. How-
ever, identification of low-grade tumors and tumor margins could be problematic. It
remains unclear whether the fluorophore requires an opening of the blood–brain
barrier which is disturbed within solid glioma tissue, since the current recom-
mendations suggest a combined application of ALA and dexamethasone, a drug
that seals the blood–brain barrier and has been shown to improvefluorescence. The
technique needs planning and is not available any time or on demand during
surgery, since a long metabolic phase has to be taken into account. The substance
has to be applied several hours prior to the operation. Second, a certain degree of
photobleaching of the fluorophore occurs with fluorescence decay within 25min
for excitation light and �90min for white light [29]. Third, ALA-derived fluores-
cence is only positive in malignant gliomas as a pathognomic sign. Many
other brain tumor types are only positive in a small percentage of cases, such as
pituitary adenomas, meningiomas, and the frequent cerebral metastases. These
problems have diminished the capability of induced fluorescence for brain tumor

Figure 47.2 Intraoperativemacroscopic (�5�
magnification) view of subcortical ALAþ
glioma tissue. (a) Normal white light image of
the operative field. The adjacent normal cortical
structures and vessels are easily delineated. (b)
The ALA-derived fluorescence depicts viable

pink fluorescent tumor within the opened
cortex. Although being revolutionary to
neurosurgery, the images also reveal the
limitations: macroscopic resolution, no
morphologic information, single pathology
classification.
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demarcation so far. Normal intraoperative magnification of up to 20-fold does not
allow for individual cell detection. Moreover, infiltrating glioma cannot be
discerned from normal tissue. This exemplifies the need for better imaging tools
to delineate fine morphologic structures and their classification with regard to
tissue types. ALA-derived imaging is revolutionary to neurosurgery, but is mono-
centric with regard to its possible applications and does not allow morphologic
information to be obtained. It is not available to all patients since contraindications
exist with regard to hepatic co-morbidities. Since ALA is given systemically, the
patient�s skin is also sensitive to bright light exposure. This light sensitivity is mild
and temporary as it is attenuated to a normal level within 24 h. However, patients
should be exposed for 1 day to ambient light only.

47.3.2.2 Nanoparticles
Nanoparticle-based-platforms have attracted considerable attention for their poten-
tial effect in oncology and other biomedical fields. A fluorescent nanoprobe was
presented that is able to cross the blood–brain barrier and specifically target brain
tumors in a genetically engineered mouse model [32]. Animals were investigated in
vivo using magnetic resonance and biophotonic imaging, and histologic and biodis-
tribution analysis. The nanoprobe consists of an iron oxide nanoparticle coated with
biocompatible poly(ethylene glycol)-grafted chitosan copolymer, to which the tumor-
targeting agent chlorotoxin and an NIR fluorophore are conjugated. After the
nanoparticles have been injected, they accumulate and remained in brain tumors
for up to 5 days. The study demonstrated that the nanoparticles can improve contrast
in both MRI and optical imaging during surgery. The authors called their technique
brain tumor illumination or brain tumor painting.

47.3.2.3 Quantum Dots
Quantum dots (QDs) are optical semiconductor nanocrystals that offer prospects as
labels due to their stable, bright fluorescence. The intravenous injection of QDs is
accompanied by macrophage sequestration. Macrophages infiltrate brain tumors
and phagocytize intravenously injected QDs, optically labeling the tumors. Macro-
phage-mediated delivery of QDs to brain tumors may represent a novel technique to
label tumors preoperatively [33, 34]. The surface of QDs can be coupled with
antibodies specific to one or several tumor epitopes, leading to selective enhance-
ment of tumor cells rather than indirect labeling by macrophage sequestration [35].
Proven technologies for antibody coupling using streptavidin-conjugated QDs with
biotinylated antibodies may soon be employed [36]. This technology is particularly
interesting for neurosurgery since many different fluorochromes can be used and
different epitopes can be labeled. This extends the potential usability to other
pathologies such as Parkinson�s disease and other degenerative central nervous
system (CNS) disorders. QDs might serve for both detection and delivery of
therapeutic substances. QDs within tumors may be detected within 30min after
application [37] employing optical imaging and optical spectroscopy, providing the
surgeon with real-time optical feedback during the resection and biopsy of brain
tumors.
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47.3.3
Bioluminescence Imaging

Bioluminescence imaging (BLI) has emerged as a sensitive imaging technique for
small animals. BLI exploits the emission of photons based on energy-dependent
reactions catalyzed by luciferases with a maximum depth of 2–3 cm. Luciferases
comprise a family of photoproteins that emit photons in the presence of oxygen and
adenosine triphosphate (ATP) duringmetabolism of substrates such as luciferin into
oxyluciferin. Luciferins are injected immediately before data acquisition. The light
from these enzyme reactions typically has very broad emission spectra that frequently
extend beyond 600 nm, with the red components of the emission spectra being the
most useful for imaging by virtue of easy transmission through tissues [38]. In the
context of neuro-oncology, BLI was used to monitor the formation of grafted tumors
in vivo, to measure cell numbers during tumor progression and response to
therapy [39], and to monitor the proliferative activity of glioma cells and cell cycle
in a genetically engineered mouse model of glioma in vivo [40]. The ability to image
two or more biological processes in a single animal can greatly increase the utility of
luciferase imaging by offering the opportunity to distinguish the expression of two
reporters biochemically. Dual BLIwas used tomonitor gene delivery via a therapeutic
vector and to follow the effects of the therapeutic protein TRAIL (tumor necrosis
factor-related apoptosis-inducing ligand) in gliomas [41]. TRAIL has been shown to
induce apoptosis in neoplastic cells and may offer new prospects for tumor
treatment.

47.3.4
OCT-Based Imaging

OCT-based noncontact imaging of brain tissue during neurosurgical procedures is
challenging because after opening of the dura, the target volume follows the
respiratory and arterial cycle, resulting in movements several millimeters in ampli-
tude. Slow scan times will result in distortion of the tissue surface contour or may
result in the area of interest moving out of the measurement window. Therefore,
short scan acquisition times are crucial. In particular, spectral-domain (SD)-OCT
allows rapid scanning times of three images per second, which would be sufficient to
suppress motion artifacts of the relatively slow movements of the brain exposed
during operations. Both time domain (TD)- and SD-OCTof experimental gliomas in
mice and human brain tumor specimens delineated normal brain, infiltration zone,
and solid tumor based on the tissuemicrostructure and signal characteristics [10, 42].
The same authors also presented the first feasibility study of intraoperative OCT [43].
Post-image acquisition processing for noninvasive imaging of the brain and brain
tumor was used to compensate for image distortion caused by pulse- and respiration-
induced movements of the target volume. Based on different microstructure and
characteristic signal attenuation profile, OCT imaging discriminated normal brain,
areas of tumor-infiltrated brain, solid tumor, and necrosis. Ultrahigh-resolutionOCT
discriminated between healthy and pathologic human brain tissue biopsies by
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visualizing and identifying microcalcifications, enlarged cell nuclei, small cysts, and
blood vessels [44]. The working distance of the OCT adapter recently allowed
integration of the OCT applicator into the optical path of operating microscopes.
This permits a continuous analysis of the resection plain in neurosurgery, the
identification of vocal cord tumors, and in situmeasurements of the auditory ossicles.

OCT imaging, which is based on reflection of radiation, has its strength in
clarifying the architectural tissue morphology. However, for many diseases, includ-
ing cancer, diagnosis based on such architectural features is not sufficient since the
most important diagnostic indicators of neoplastic changes are features such as
accelerated rate of growth, mass growth, local invasion, lack of differentiation,
anaplasia, and metastasis, which mainly occur on the subcellular and molecular
level. An approach to overcome this limitation is the combination of complementary
techniques.Optical intrinsic signal imaging (OISI) provides two-dimensional, depth-
integrated activation maps of brain activity. OCT provides depth-resolved, cross-
sectional images of functional brain activation. Co-registered OCTandOISI imaging
was performed simultaneously on the rat somatosensory cortex through a thinned
skull during forepaw electrical stimulation, which correlatedwithOISI relating to the
functional activation patterns, indicating retrograde vessel dilation [45].

47.3.5
Raman-Based Techniques

One of the potential advantages of Raman spectroscopy in neuro-oncology is that
brain tissue can be characterized label free at the microstructural and/or molecular
level with spatial resolution in the single cell range. This permits accurate delineation
of tumor margins, and sensitive and specific identification of tumor remnants upon
preservation of normal tissue. Raman images of pristine human brain tissue
specimens were collected ex vivo by a Raman spectrometer coupled to a microscope
with a lowmagnification objective (10� /NA 0.25) [46]. Regions of 2� 2mmof 2mm
tissue sections were covered by a window to prevent drying during data acquisition.
Raman images were acquired using a step size of 100 mm. The laser intensity of
60mW was focused to a spot �60 mm in diameter. No tissue degradation was
observed during signal collection of 20 s per spectrum. Raman spectra of white
matter were characterized by maximum spectral contributions of lipids and choles-
terol. In the Raman spectra of graymatter, the bands of proteins andwater weremore
prominent whereas bands of lipids were less intense. In Raman spectra of gliomas,
spectral contributions of lipids further decreased and spectral contributions of
hemoglobin increased, which was consistent with hemorrhage or higher blood
perfusion. An interesting feature was the accumulation of phosphatidylcholine,
which was indicated by a Raman marker band near 717 cm�1 and which was
confirmed by NMR spectroscopy and chromatography.

Raman systems can be coupled to fiber-optic probes. This approach has been
applied to detect metastasis in mouse brains [47]. Injection of tumor cells in the
carotid artery induces tumor development preferentially in one brain hemisphere.
The unaffected brain hemisphere can be used as a control for normal murine brain
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tissue. Owing to the improved sensitivity of the fiber-optic probe compared with the
microscope, Raman images were acquired with a shorter exposure time of 8 s per
spectrum. Raman spectra of brain metastases from malignant melanomas showed
additional spectral contributions of the pigment melanin. The band intensities were
resonance enhanced with 785 nm excitation because the pigment showed electronic
absorption of the excitationwavelength. The presence ofmelanin in brainmetastasis
of malignant melanomas demonstrated that secondary tumors possess molecular
properties of the primary tumors. As Raman spectroscopy probes molecular
fingerprint, Raman spectra can be applied to identify the origin the brainmetastases.
The related vibrational spectroscopy technique of Fourier transform infrared (FTIR)
imaging classified the primary tumor of the fourmost frequent brainmetastases [48,
49]. Asmodern FTIR imaging spectrometers combine the Fourier transform and the
multi-channel advantage of IR-sensitive focal plane array detectors, FTIR image
acquisition of extended tissue sections took justminutes.However, owing to the high
water content of tissue and cells and the strong absorption ofMIR radiation by water,
the penetration depth is just a few micrometers and application under in vivo
conditions is limited.

The acquisition time can be further decreased using coherent anti-Stokes Raman
scattering (CARS) microscopy, which is a nonlinear variant of Raman spectroscopy
using picosecond pulsed lasers. It has been applied to image structure and pathology
in fresh unfixed andunstained ex vivo brain tissue and tumor [50]. CARSwas tuned to
specific vibrational bands to provide image contrast with subcellular resolution and
near real-time temporal resolution. However, only single bands can be probed in
short exposure times. Most frequently, bands near 2845 cm�1 are probed that are
particularly intense in lipid-rich structures.

47.4
Applications in Neurovascular Pathologies

Diseases that affect the neurovascular unit of the CNS, such as ischemic stroke, are
particularly suited to optical in vivo studies. Ischemia can be easily induced in
animals, and vessels can be outlined by intravenous injection of fluorescent dextran
conjugates [51]. The resultant negative contrast of erythrocytes which exclude the
dextran can be used to assess blood flow. Earlier, flow measurements were taken in
the piamater and in the upper cortical layers usingwide-field or confocalmicroscopy.
Later, measuring changes in cortical blood flow in response to sensory stimulation
was one of the first applications of multiphoton microscopy which allowed the
visualization of capillary flow down to cortical layer IV in rats (see overview by
Misgeld and Kerschensteiner [2]). Transcranial analysis of the vascular architecture
was used to monitor tumor vascularization and also to monitor antivascular anti-
angiogenic therapeutic effects in tumors [52–55] and to monitor therapeutic pro-
angiogenic responses of ischemic lesions.

The intravasal fluorescent dye indocyanine green (ICG), which labels serum
proteins in the blood, has been introduced into clinical routine in neurovascular
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procedures (Figure 47.3). Operative microscope-integrated ICG video angiography,
as an intraoperative method for detecting vascular flow, was found to be rapid,
reliable, and cost-effective and possibly a substitute or adjunct for Doppler ultraso-
nography or intraoperative conventional digital subtraction angiography.

The simplicity of the method, the speed with which the investigation can be
performed, and the quality of the images help to improve manipulation of cerebral
vessels and to control the surgical manipulations. Using video microscopy, the
temporal changes in perfusion of arteries, then tissue perfusion followed by venous
drainage, allow quantification of the type of vessel, direction offlow, and the perfusion
of the supplied tissue. Perfusion was imaged using ICG in acute stroke patients
undergoing decompressive craniotomy to visualize the extent of nonperfused and
penumbral tissue [56]. The delineation of the nonperfused tissue can facilitate the
placement of parenchymal probes for pO2/pCO2 and pH measurements in situ.

47.4.1
Absorption-Based Imaging

The growth and expansion of gliomas are highly dependent on vascular neogenesis.
An association ofmicrovascular density and tumor energymetabolism is assumed in
most human gliomas. Intraoperative NIRSwas applied to 13 glioma patients in order
to elucidate the relationship betweenmicrovascular blood volume, oxygen saturation,
histology, and patient survival [57]. High intratumoral blood volume and high oxygen
saturation inmalignant brain tumors of the glioblastomamultiforme type correlated
with a lowmedian survival time. Limitations of oxygen saturation data acquired using
NIR technology are that (i) only tumors with appearance on the pial surface are
accessible for noninvasive NIR spectroscopy probes and (ii) the total blood volume of

Figure 47.3 Intraoperative vascular
fluorescence imaging using ICG. Perfused
vessels reveal NIR-fluorescence (b) that can be
superimposed on thewhite light picture (a). The
fluorescent bolus of labeled blood can be

analyzed using video microscopy and allows
one to assess direction of flow, diameter of
vessels, and type of vessel since arteries are
perfused before and veins after the parenchymal
phase.
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the whole tumor usually cannot be assessed since intraoperative NIRmeasurements
analyze the tumor surface up to a depth of only 4mm.

47.4.2
Thermography

The local analysis of spontaneous emission of infrared radiation, and therefore of
thermal radiation, is termed thermography. Thermography is based on infrared
radiation of wavelength 1200–2500 nm. In experimental neurosurgical applications,
small differences in temperature have been used to delineate surgically exposed
arterial from venous vessels, especially in complex cerebral and spinal vascular
lesions [58, 59], and to detect alterations of cortical blood flow [60] as early as 1970. In
particular, the control of tissue perfusion during vascular procedures might be
feasible in the exposed brain [61, 62]. More complex analysis of thermographic
images might help to verify functional areas on the cortical surface during neuro-
surgical procedures using similar physiologic effects as for intrinsic optical imaging:
an increase in blow flow due to local increase in metabolism should result in
thermographic differences that correlate with active functional regions [63, 64].

47.5
Applications to Regeneration, Transplantation, and Stem Cell Monitoring

In vivo optical imaging is a powerful tool to study how axons in the peripheral nervous
system behave during degeneration and regeneration. Axonal transaction (axotomy)
is a common form of neurologic damage. In the peripheral nervous system, axotomy
is followed by regeneration and recovery. This is not the case in the CNS, where
regeneration fails with the dire consequences that are known from brain and spinal
injuries. Axotomy was the first pathologic alteration of the nervous system to be
imaged in vivousing intrinsic contrast [65, 66]. Further examples are summarized in a
review by Misgeld and Kerschensteiner [2].

47.5.1
Identification of Cellular Fractions and Monitoring of Implants in the CNS

The identification of neural stem and progenitor cells (NPCs) using in vivo brain
imaging could have important implications for diagnostic, prognostic, and thera-
peutic purposes. In several rodent models using various subtypes of stem cells for
targeting lesions of the CNS, the cells were labeled prior to implantation. Labeling
with, for example,magnetic iron particles led to improved identification of these cells
after systemic or focal injection [67–71]. It was possible to visualize whether the stem
cells would migrate to and remain within the lesions. It was not possible to monitor
their local differentiation and whether they participated in cellular regeneration.
Using a cranial window technique andmultiphotonmicroscopy, cellularmovements
and vascular growth can be visualized [52, 72–74].

734j 47 In Vivo Brain Imaging and Diagnosis



Recently, magnetic resonance spectroscopy defined a fingerprint for neural stem
cells in humans using a biomarker inwhichNPCs are enriched and demonstrated its
use as a reference for monitoring neurogenesis [75]. In vivo magnetic resonance
spectroscopy in rodents and humans helped to identify regions with high expression
of the signature indicating higher concentrations of neural stem cells. However, this
notion has been challenged since then [76]. Similar purposes can be met using
biophotonic techniques, for example, to assess cellular composition for targeting of
specific brain regions. An example is the deposition of implants in the degenerated
substantia nigra or areas within the basal ganglia. A combination of established
electrophysiologic analyses along with newer spectroscopic techniques to verify the
biochemical composition of the target area might improve the biological accuracy of
the procedure. A second example is based on the current inability of any method to
monitor transplants and differentiation of transplanted cells except for biopsies. A
biophotonic approach seems feasible to overcome these limitations.

47.6
Conclusions

The potential applications of biophotonic imaging techniques in thefield of basic and
of clinical neurosciences are numerous. The possibility of probing for morphologic,
that is, structural information and also for biochemical information holds great
promise for the different modalities. Neurosurgery in particular might benefit from
these evolving technologies. They might offer, alone or in combination with existing
technologies and routine applications in brain surgery, enhancement of the visual
details, and analysis of tissue for both pathologic changes – for example, by Raman
spectroscopy or CARS – or to obtain online, label-free information on the functional
status of an exposed cortical region (Figure 47.3). From a neurosurgical perspective,
intraoperative optical imaging technologies should comply with the following
requirements:

. integration into existing intraoperative setups, especially the operating
microscope

. wide-field data generation, usually several cm2

. depth information, generation of volume data sets

. image fusion into volumetric conventional morphologic MRI data sets

. lateral resolution: depiction of morphology

. chemometric resolution: depiction of biochemical composition¼ classification of
tissue types

. temporal resolution: depiction of function

. rapid (online), continuous, or repeatable, reproducible, and robust

. low affection due to frequent intraoperative artifacts, such as contamination by
CSF, blood or irrigation

. no time interval for preparation of tissue/patient before/after imaging

. no toxicity from excitation light source.
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In spite of numerous successful applications, in vivo optical imaging is not without
pitfalls. There are two fundamentally differentmodes of in vivo imaging and each has
its own problems. On the one hand, real-time observations visualize a process as it
happens. On the other hand, intermittent imaging collects multiple observations.
Although real-time imaging is more direct, intermittent imaging alleviates many
concerns about toxicity. However, finding and orienting cells for each session pose a
new set of challenges. Artifacts can be induced by anesthesia, labeling, and surgery.
Such invasive procedures can change the normal behavior of cells and the brain
might be susceptible to such stress factors. In the future, novel miniature micro-
scopes and fiber optics might permit improved experiments.

Too much light is toxic to cells. Toxic effects of light on cells limit most in vivo
microscopy experiments. They are caused at least in part by bleaching and associated
photochemical generation of free radicals. Phototoxicity itself is unacceptable unless
used for therapeuticmeans, for example, in photodynamic therapy (PDT). Phototoxic
damage which is induced in brain structures can be misinterpreted as pathology-
related changes. Potential solutions include the following

. using as little excitation light as possible and the most sensitive detector possible

. filtering out irrelevant wavelengths from the excitation light

. considering multiphoton microscopy

. controlling temperature, oxygenation, and pH to reduce cellular stress.

The living brain is in constant motion due to motor activity, respiration, and
heartbeat that inducemovement and orientation artifacts. Repeatedly identifying and
orienting the same cells under the microscope can be challenging during intermit-
tent imaging protocols. Well-engineered equipment (such as stereotactic holders)
helps to immobilize the target. Pressure gradients can be reduced by, for example,
closing a craniotomy in small animals with agarose and a cover-slip. Image acqui-
sition or illumination can be triggered from the electrocardiogram. Ventilation may
be interrupted for short periods of time (<1min) while collecting images. Fast
imaging allows images to be taken that are little affected by pulse-related blurring.
Subsequent x–y alignment and averaging can improve the signal-to-noise ratio.

Finally, instruments for in vivo imaging, especiallymultiphotonmicroscopy, can be
expensive. To reduce costs, many parts of the nervous system can be imaged with a
relatively affordable wide-field microscope. Furthermore, detailed descriptions have
been published about how to build one�s own multiphoton microscope. These
instruments can be tailored to specific needs, and have often outperformed those
available commercially [13].

In summary, an optimistic picture is emerging of what optical in vivo imaging
could offer to basic and clinical neuroscientists. Further progress will depend on
technological innovations and integration with accepted standards in clinical care
and clinical technology. Among the most exciting perspectives is a new field, dubbed
nanoscopy, whichmight overcome the ultimate frontier of light microscopy – that is,
the diffraction limit of resolution – and which aims to expand light microscopy into
the subcellular or even the molecular realm. The fundamental principle is to create
excitation volumes that are much smaller than those that can be generated in
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conventional microscopy. Current nanoscopic approaches use complicated optical
tools. Newly identified proteins that have light-inducible fluorescent properties could
permit nanoscopic imaging with simpler optics that is applicable to living multi-
cellular organisms. Therefore, rather than depending on physicists alone, the future
development of optical in vivo imaging might be a multidisciplinary task with
contributions made by chemists and molecular biologists.
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48
Assessment of Infant Brain Development
Nadege Roche-Labarbe, P. Ellen Grant, and Maria Angela Franceschini

48.1
Introduction

Studying the infant�s brain has been one of the major applications of
in vivo optical imaging since the mid-1980s [1–4], for reasons both scientific and
technical.

There are very few tools available for noninvasive bedside study of the neonatal
brain, and they do not assess local cerebral metabolism and hemodynamics.
Electroencephalography (EEG) and amplitude-integrated electroencephalography
(aEEG) measure electrical activity, head ultrasound (US) gives structural images,
and transcranial Doppler (TCD) ultrasonography estimates blood flow but only in
the major arteries. Our current understanding of metabolic and vascular regional
brain development in infants is derived from positron emission tomography
(PET) [5–8], single photon emission computed tomography (SPECT) [9], and
functional magnetic resonance imaging (fMRI) [10–12] studies. However, these
techniques are performed rarely, and primarily in clinical populations, because
they cannot be used at the bedside and may require sedation. In addition PET
and SPECT come with an increased risk from radiation exposure. In contrast,
near-infrared spectroscopy (NIRS) and diffuse correlation spectroscopy (DCS)
are portable, noninvasive, and safe optical imaging techniques that use nonion-
izing radiation (near-infrared light) and emit less energy than a head US
[13, 14]. For this reason, NIRS and DCS are particularly well suited to neonates
and infants.

From a technical point of view, NIRS is particularly optimal for neonatal
brain studies because, in addition to being safe and noninvasive, it takes advantage
of the thinner scalp and skull layer, smaller head diameter, and smaller amount of
hair compared with older children and adults. These characteristics of newborn
heads (especially premature newborns) allow for deeper penetration of light
into the brain, and a better signal-to-noise ratio [15]. These characteristics also

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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necessitate shorter source–detector distances, approximately 2 cmas opposed to 4 cm
in adults [16].

Optical imaging in neonates and infants uses various NIRS and DCS techniques
described below. Applications can be divided into functional and baseline studies of
normal and abnormal brain development.

48.2
Techniques

48.2.1
Measurement of Local Oxy- and Deoxyhemoglobin Concentrations

NIRS is themostwidely used optical imaging technique in studies of the infant brain.
It uses the specific absorption properties of oxyhemoglobin (HbO2) and deoxyhe-
moglobin (HbR) in the near-infrared range (around 650–850 nm) to measure the
concentration of these molecules in tissues [17].

The first NIRS systems were simple continuous wave (CW) systems introduced in
the late 1980s and 1990s, which were used to quantify hemoglobin concentration
from tissue absorption.With CW-NIRS systems, light is emitted continuously with a
constant or low-frequency (kHz) amplitude, and light attenuation through tissues is
measured. Because biological tissues are highly scattering, the Beer–Lambert law, an
empirical relationship between light attenuation and chromophore concentra-
tion [18], cannot be directly applied. Delpy et al. developed a modified Beer–Lambert
law [Eq. (48.1)], which takes into account the photon�s longer path distribution due to
the multiple scattering events [19].1)

OD lð Þ ¼ eHbR lð Þ HbR½ � þ eHbO2 lð Þ HbO2½ �f gL DPF lð ÞþG lð Þ ð48:1Þ

where OD is the optical density, l is the wavelength used, e is the extinction
coefficient of each chromophore, L is the source–detector separation, G is the
geometry factor, and DPF is the differential pathlength factor, the term that takes
into account the longer photon path in a multiple scattering regime.

The DPF is either assumed or measured with more complex NIRS instruments
(see below). The geometry factor is not knownbut is eliminated ifwe consider relative
changes of hemoglobin instead of quantifying absolute concentrations. By repeating
the samemeasurements at two ormorewavelengths, the changes in concentration of
HbO2 and HbR can then be derived. CW-NIRS systems are the simplest, cheapest,
andmost widely used type ofNIRS system. They are optimal for following changes in
hemoglobin at a high temporal resolution, and are therefore often used in functional
experiments [20–24]. Because the DPF cannot be directly measured with CW

1)

1) In biological tissues, we also need to consider water absorption. Typically for brain applications, water
concentration is assumed to be 75–85%. To measure water concentration, wavelengths higher than
900 nm are needed, and such wavelengths are not commonly available in commercial NIRS systems.
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systems,CW-NIRS is not optimal for quantifyinghemoglobin concentration and total
oxygenation index (TOI)2), but it is still widely used for this purpose.

Under physiologically induced changes in blood volume [4, 26, 27], CW-NIRS can
quantify total hemoglobin concentration (HbT¼HbR þ HbO2), and from that
derive cerebral blood volume (CBV):

CBV ¼ HbT�MWHb

HGB� Dbt
ð48:2Þ

where MWHb¼molecular weight of hemoglobin¼ 64 500 gmol�1, Dbt¼ brain tis-
sue density¼ 1.05 gml�1, and HGB¼ blood hemoglobin measured in g/dl�1.

In the early 1990s amore rigorous theory than the Beer–Lambert law derived from
the radiative transport theory [28], the diffusion approximation to the Boltzmann
transport equation [29–31], allowed separation of the absorption and scattering con-
tributionsandquantificationofabsolutehemoglobinconcentrationinhighlyscattering
media. Time-domain (TD) and frequency-domain (FD) NIRS instruments are able to
quantify absorption (ma) and scattering (ms) coefficients if the light temporal profile is
acquired in TD systems [32] or if the light attenuation is acquired at multiple frequen-
cies[33]andmultiplesource–detectordistances[34]inFDsystems.Fromtheabsorption
coefficient at two or more wavelengths, HbO2 and HbR concentrations can be quan-
tified, and HbT, CBV, and total oxygenation (StO2¼HbO2/HbT) can be derived.

With TD systems, light is emitted as a pulse and its temporal profile is measured.
TD is the most sophisticated and sensitive type of NIRS system [1, 35–38]. With FD
systems, light is sinusoidally modulated in the radiofrequency range, and light
amplitude attenuation and phase delay are measured. FD-NIRS provides a good
compromise between performance (absolute quantification) and simplicity, and is
especially well suited for clinical and physiological applications when quantification
of baseline hemoglobin is needed [34, 39–42].

48.2.2
Local Cerebral Blood Flow Measurement

There have been attempts to measure optically regional cerebral blood flow (CBF) in
neonates using NIRS, using either an oxygen bolus obtained by changing the
inspired oxygen [43–46], a method applicable only in ventilated infants, or an

2) In the 20þ years of NIRS, hemoglobin con-
centration and oxygenation have been abbre-
viated in many different ways by many dif-
ferent groups. Unfortunately, there is still no
unified nomenclature. Moreover, especially
with CW-NIRS, where several assumptions
need to be made, the algorithms used to
calculate oxygenation differ between com-
mercial systems [25]. Here, we use TOI for
total oxygenation index, as is done with the
tissue oxygenation index measured with the

NIRO systems (Hamamatsu Photonics,
Hamamatsu City, Japan). We prefer to define
TOI as total oxygenation index instead of
tissue oxygenation index because it better
reflects that it measures the sum of arterial
and venous hemoglobin oxygenation, and not
tissue oxygenation. The regional cerebral
oxygen saturation (rScO2) measured with the
INVOS (Somanetics Corp., Troy, MI, USA) is
calculated with a different algorithm but
represents the same quantity.
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indocyanine green bolus [47, 48], obtainedwith the injection of the dye that cannot be
performed in healthy infants for ethical reasons. These methods give correct
estimates of CBF but are not generally applicable in all infants.

DCS is amore recent technique, providing ameasure of tissue perfusion based on
the movement of scatterers (i.e., blood cells) inside the tissue [49, 50]. As NIRS, DCS
can directly measure tissue perfusion without having to rely on a bolus or oxygen
manipulations. DCS was introduced in the early 1990s and has been validated in a
number of animal and human studies [50–54] for measuring regional and temporal
variations in blood flow. We have recently proven the ability of DCS to quantify an
absolute parameter, blood flow index (BFi), proportional to CBF in the neonatal
brain [55].

48.2.3
Estimates of Cerebral Metabolic Rate of Oxygen

To determine the balance between oxygen delivery and oxygen consumption, CW
systems can be used to derive an index of the regional oxygen extraction fraction, the
relative fractional tissue oxygen extraction (FTOE) [56]:

FTOE ¼ SaO2�TOIð Þ=SaO2 ð48:3Þ
More importantly, following the PET and fMRI literature, NIRS can be used to

derive the regional metabolic rate of oxygen (CMRO2) of the infant brain. CMRO2

describes oxygen consumption in relation to oxygen delivery and is a very important
parameter in assessing brain metabolism during normal development and
disease [5].

Using the Fick principle, estimation of CMRO2 requires a measurement of CBF,
HGB, and hemoglobin oxygenation in the arterial (SaO2) and venous (SvO2)
compartments, that is,

CMRO2 ¼ HGB� CBF� SaO2�SvO2ð Þ
MWhb

ð48:4Þ

SaO2 is provided by standard pulse oximetry, but SvO2 is unknown. With NIRS, as
defined above, we measure total oxygenation, a weighted sum of arterial and venous
oxygenation:

StO2 ¼ aSaO2 þ bSvO2 ð48:5Þ
with a þ b¼ 1 [57]. By assuming a and b constant with age and disease, from
Eq. (48.4) we can quantify relative CMRO2 without having to measure SvO2:

rCMRO2 ¼ CMRO2

CMRO2o
¼ HGB

HGBo
� CBF
CBFo

� SaO2�StO2

SaO2o�StO2o
ð48:6Þ

with the subscript o indicating the reference measure.
UsingDCS,CBFcanbe replaced byBFi. InCWsystems, StO2 is approximatedwith

TOI, and CBF can be quantified with a bolus perturbation [27, 58, 59]. With NIRS
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alone, by assuming a constant power law relation between changes in blood flow and
blood volume with age:

CBF
CBFo

¼ CBV
CBVo

� �b

ð48:7Þ

with 2� b� 5 [60, 61], one can recover rCMRO2 [40, 62]. While the flow–volume
relationship has been validated in healthy adult human subjects withMRI functional
studies [63], the relationship may not hold in infants or disease states [55].

48.3
Functional and Cognitive Studies

When a cortical area becomes active, there is a local increase in perfusion to respond
to the increased metabolic demand driven by neuronal activity [64]. Increases in
oxygen consumption are significantly lower than increases in cerebral blood flow and
blood volume caused by the release of vasoactive neurotransmitters [65, 66]. As a
result, we see a net increase in the amount of oxygen in the blood and tissue [67–69].
The typical vascular response observed with NIRS following neural activity is an
increase in HbTand HbO2 but a decrease in HbR. Although the decrease in HbR is
equivalent to a positive blood oxygen level-dependent (BOLD) signal in fMRI, fMRI is
unable to detect changes in HbO2 or HbT.

Formore thanadecade,CW-NIRShas beenused in functional studies in infants and
has been shown to detect vascular changes in response to visual stimulation of the
primary visual cortex in newborns [70–72] and infants [21, 23, 72–75], auditory
stimulation of the temporal and frontal cortices in newborns [24, 76–79] and infants
[73, 80], passive stimulation of the somatosensory cortex inpremature [81, 82] and term
newborns [83], noxious stimulation of the somatosensory cortex in premature and
term newborns [81, 84], and olfactory stimulation of the orbital gyri in newborns [20].
NIRShasalsobeenused tomonitorneuronal activationdue tospontaneousarousal [85]
or spontaneous neuronal activity bursts during slow sleep [86].

In several cases, there have been reports of a �negative� vascular response, that is,
an increase inHbR and a decrease inHbO2 concentration [24, 74, 75] consistent with
negative BOLD responses in fMRI studies [10, 87–91]. The cause of these inverted
responses to stimulation remains unclear. It might be due to differences in the
subjects� vigilance level across studies, or to differences in neurovascular coupling
maturation [10, 87–91]. Because of the inconsistency in the signs of HbO2 and HbR
in newborns and infants, and the lack of a plausible explanation for this, the current
literature may appear confusing and the results discouraging. Understanding these
inverted responses is of paramount importance, and further systematic studies with
large samples and multiple modalities are needed.

In the past several years, an increasing number of successful NIRS cognitive
studies have been performed. Valuable information was gathered in older
infants from the study of facial and social stimuli processing [92–97], object
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processing [98–101], language processing [102–105], and habituation/novelty
auditory paradigms [106].

For a detailed review of language processing NIRS studies in infants, see [107]; for
a comprehensive review of all functional/cognitive NIRS studies in infants, and also
infant probes and specific issues, see [108] and [109].

48.4
Baseline Hemodynamic Assessment and Clinical Applications

Baseline hemoglobin concentration and blood flow in the cerebral cortex can be
related to neurovascular development and brain health. For more than 20 years,
researchers have attempted to establishNIRS as a bedside cerebralmonitoring tool in
neonatal intensive care units.We can onlymention here some of themany CW-NIRS
baseline applications in clinical settings.

Autoregulation has been studied in response to peripheral saturation [110], blood
pressure [111, 112], pCO2 [113], and posture changes [114]. The effects of respiratory
support on cerebral StO2 have been studied extensively, including the effect of
surfactants [115–117], endotracheal suctioning [118, 119], ventilation methods
[46, 120–124], and extracorporeal membrane oxygenation [125, 126]. NIRS has been
used as a monitoring tool during surgery [127–130]. There is also a vast literature on
the use of NIRS in newborns and infants with congenital heart disease [131–133].

Wardle et al. [134] studied the effect of hypotension and anemia on the cerebral
fraction of oxygen extraction in premature neonates, Lemmers et al. [135] showed that
StO2 is more variable in newborns with respiratory distress syndrome, and several
groups have characterized the effect of hypoxia on the newborn brain [2, 136–139].
Initial findings in the study of perinatal asphyxia and subsequent hypoxic–ischemic
injury were sometimes inconsistent [4, 140–142], but NIRS measures seemed
to correlate with outcome [56, 143]. Despite their prevalence, intraventricular hem-
orrhage and periventricular leukomalacia studies are still under-represented in the
literature.However, CBF [144] and StO2 [145] at birth have been found to correlatewith
the occurrence and severity of intraventricular hemorrhage. Roche-Labarbe et al. also
describeddifferenthemodynamic responses to spontaneousbursts ofneuronal activity
between healthy newborns and patients with intraventricular hemorrhage [86].

For a synthetic review of CW-NIRS baseline hemodynamic studies in newborns
and infants before 2003, see [146]. For a comprehensive review of functional and
baseline studies of NIRS in neonates, see [109].

Although the efforts to implement NIRS in the NICU generated a large number of
publications, there has not been a clear breakthrough leading to the use of NIRS
technology as a routine diagnostic tool. Past studies have been very important in
opening up the field [25, 56, 147–149]; however there are limitations that CW-NIRS
and perturbation approaches cannot overcome [146, 150]. We believe that a new
generation of TD, FD, and DCS systems will allow developers to establish NIRS
successfully as the technology of choice for bedside monitoring of brain health
neonatal intensive care units.
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Aswe stressed in the techniques section, TD, FD, andDCS instruments are able to
quantify baseline hemodynamic parameters and metabolism with fewer assump-
tions. This offers several advantages with respect to the traditional CW systems:

. It allows for absolute measurements, and as a result optical probes do not need to
be kept in place for long periods of time, but can be frequently repositioned on the
subject�s head without losing the reference value. The variability is about 5–10%
for FD measurements and 10–15% for DCS measurements [40, 55, 151], and
differences in the recovered parameters are duemore to tissue heterogeneity than
to system calibration issues.

. Blood parameters can be directly quantified without external perturbations, or
bolus techniques, that can alter cerebral vascular physiology (thus biasing the
results), are not applicable in every infant, require additional expertise, and cannot
be performed continuously or frequently.

. As opposed to typical commercial NIRS systems that acquire the minimum
number of parameters necessary to resolve oxygenated and deoxygenated hemo-
globin, some newer systems acquire additional distances and/or wavelengths and
use redundancy in the measurements to assess data quality. This enables preset
rejection criteria to be used to discard bad measurements based on statistical
results [40, 55].

. The majority of previous work using CW systems focused on determining TOI
differences between the healthy and diseased brain. Although TOI and SaO2 are
very sensitive to changes during hypoxic episodes, recent studies suggest that
oxygenation saturation is not the best biomarker for detecting brain injury after
the insult, because the brain tends to maintain a constant oxygenation saturation
level by adjusting perfusion.Across ages [40] anddiseases [62], total oxygenation is
remarkably constant. On the other hand, CBV and CMRO2 acquired using FD-
NIRS seem to discriminate much more effectively between brain-injured and
healthy newborns [62]. The same issues are encountered with the oxygen
extraction fraction (OEF): PET studies showed that regional OEF is constant
across ages [152] and does not predict brain injury as well as CBFor CMRO2 [153].

. Finally, we recently showed that in the neonatal population, the flow–volume
relationship [Eq. (48.7)] is not valid, because the term b does not take into account
the large decrease in blood viscosity during the first few months of life due to
the transition from fetal to adult hemoglobin [154]. Therefore, we cannot
replace the CBF ratio with the CBV ratio to calculate CMRO2 using Eq. (48.6).
Rather, we need to measure CBF directly, which is made possible by DCS [55].

48.5
Conclusion and Perspectives

NIRS is especially well suited to the study of newborn and infant brain development,
and recent technical improvements such as the ability to measure absolute values
with TD- and FD-NIRS, and a reliable and safe CBF index with DCS, have made it
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suitable for large-scale clinical applications. In the future, multimodal approaches
coupling optical imaging with other imaging techniques should allow a more
extensive understanding of the developing brain and the incorporation of NIRS
into the clinical routine. Although there have been promising attempts at optical
tomography, that is, the three-dimensional imaging of newborns� brains with
NIRS [35, 37, 38], to date the technique is too complex and time consuming for
routine clinical application. The trend is towards more flexible and patient-friendly
setups allowing repeated measurements.

With respect to functional and cognitive studies, we are looking forward to
more complex experimental designs allowing us to study the details of cognitive
development during the first year of life.
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49
Revealing the Roles of Prefrontal Cortex in Memory
Hui Gong and Qingming Luo

49.1
Introduction

The major breakthroughs in neuroscience in the past two decades have generated
the opportunity to achieve an integrated understanding of the brain�s structure and
functions [1]. The brain is highly specialized, differentiated, and organized so that
different regions of the neocortex simultaneously carry out computations on
separate features of the external world. Memory is the process of retaining
informations in storage, which can possibly be drawn later on. It is localized in
the brain as physical changes produced by experience through years of research [2].
Information is accumulating about how memory is organized and what structures
and connections are involved. The prefrontal cortex (PFC) is one of the latest
cortices in the human developing process, having attained maximum relative
growth in the human brain. The PFC function relies closely on its connections with
a vast array of other cerebral structures [3].

There are several non- or minimally invasive neuromonitoring techniques avail-
able to examine functional brain activity for psychiatric researcher and clinicians.
These methods can be categorized as direct or indirect based on the information
acquisition principles. Direct methods include magnetoencephalography (MEG),
electroencephalography (EEG), and event-related potentials (ERPs). Among these,
EEG and ERPs record the electrical fields generated by neuronal activity, whereas
MEG records themagnetic fields induced by such activity. The direct methods have a
high speed response to the brain activity but a limited spatial resolution. By
monitoring hemodynamic changes consequent to brain electrical activity, positron
emission tomography (PET), single positron emission computed tomography
(SPECT) and functional magnetic resonance imaging (fMRI) are regarded as indirect
methods. PETand SPECToperate bymonitoring the decay of blood-borne radioactive
isotopes as they pass through the brain. fMRI, in contrast, detects changes in the local
concentration of deoxyhemoglobin via its effect on imposed magnetic fields. The
indirect methods can only detect neuronal activity after it has been filtered by a
complex and poorly understood neurovascular coupling [4]. Human neuropsychology
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andneuroimaging studies have begun to provide a broad viewof the task conditions in
which it is engaged. However, an understanding of the mechanisms by which PFC
controls has remained elusive [5].

As a new approach in indirect methods, near-infrared spectroscopy (NIRS) is a
noninvasive optical method that utilizes the sensitivity of near-infrared light to
hemoglobin oxygenation-state shifts [6]. Since Chance et al. [7] proved that hemo-
dynamic signals in the brain could be quantified by NIRS, many studies have
demonstrated the validity of this method [8–10]. In comparison with fMRI, NIRS
can measure relative changes in blood volume, oxyhemoglobin (D[oxy-Hb]), deox-
yhemoglobin (D[deoxy-Hb]), and cytochrome oxidase redox state [11]. In most cases,
D[oxy-Hb], D[deoxy-Hb], and total hemoglobin (D[total-Hb), the sum of D[oxy-Hb]
andD[deoxy-Hb]), act as NIRS parameters that vary with brain cognitive activity [12].

In this chapter, we review the optical approaches to human PFC activation during
cognition function for working memory and long-term memory.

49.2
Working Memory Modality

The concept of working memory proposes that a dedicated system maintains and
stores information in the short term, and that this system underlies human thought
processes [13]. Recently, applications of functional optical methods have begun to
shed light on the contributions of specific regions to working memory in humans.

The forward digit span (DF) and backward digit span (DB) tasks are widely used
to assess short-term memory in neuropsychologic research and clinical evalua-
tions. Hoshi et al. [14] used a 64-channel time-resolved optical tomographic
imaging system to demonstrate that the DB task activated the dorsolateral pre-
frontal cortex (DLPFC) of each hemisphere more than the DF task in healthy adult
volunteers. They found that higher performance of the DB task was closely related
to the activation of the right DLPFC.

The N-back task combines maintenance and manipulation, which requires the
monitoring of a continuous sequence of stimuli. A positive response occurs when-
ever the current stimulusmatches the stimulus npositions back in the sequence. The
value of n is often viewed as proportional to the �working memory load� – the total
demand placed on the maintenance and/or manipulation process [15]. We have
reported a functional NIRS study on the PFC activation caused by aWM task, a verbal
n-back task [16]. Aportablemultichannel continuous-wave (cw)NIRS instrumentwas
developed for monitoring the PFC activity by measuring the local relative hemody-
namic changes [17]. The cognition task is a verbal parametric �n-back� task in which
workingmemory load increases with n from 0 to 3 and a sequence of 45 letters as test
presentation. We found that, in 2- and 3-back conditions, the behavior performances
are negatively correlated with cerebral activation. Lower accuracy is accompanied by
longer response time and stronger PFC activation, which suggests that a subject with
difficulty in solving a problem will lead to more significant hemodynamic changes
than one without difficulty in solving the same problem. Increasing memory load
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causes strengthening activation in bilateral polar and DLPFC and the left ventrolat-
eral prefrontal cortex (VLPFC). Figure 49.1 shows the significant activation distri-
bution in the prefrontal lobe averaged across all the 23 subjects in 0–3-back memory
tasks. Using the same task, we compared hemodynamic parameters between males
and females [18].D[oxy-Hb] andD[tot-Hb] exhibited obvious gender differences, but
D[deoxy-Hb] did not. Males showed bilateral activation with slight left-side domi-
nance, whereas females showed left activation. The activation in males was more
widespread and stronger than in females. Furthermore, females required a lower
hemodynamic supply than males to obtain comparable performance. Our results
suggest that females possess more efficient hemodynamics in the PFC during
working memory.

Hoshi used amultichannel cw-NIRS system tomonitoring regional cerebral blood
flow (rCBF) on the forehead with random digits as a 2-back test presentation [19].
There were no significant changes during the 1-back task, whereas increases in oxy-
Hb and tot-Hbwith a decrease in deoxy-Hbwere observed during the 2-back task. The
activated areas correspond to the left DLPFC and no activated areas were seen in the
right side. In contrast, in another study, Hoshi et al. employed a multichannel cw-
NIRS system and a single-channel time-resolved spectroscopy (TRS) instrument to
examine changes in rCBFduring the performance of an n-back task [20]. A sequence
of single random digits was used as n-back test presentation. It was found that
activation from the bilateral VLPFC was prominent with the n-back task, but
hemispheric dominance was not clearly observed. This study demonstrated that
there are overlaps in brain activations across the tasks in each participant.

Figure 49.1 Activation distribution in the prefrontal lobe averaged across all the 23 subjects in 0–3-
back memory tasks [37].
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Schreppel et al. used sequences of task-relevant and task-irrelevant faces as the
n-back test presentation [21]. The analysis of bilateral enhancements of oxygenated
hemoglobin showed that the lateral PFC was for remembering relevant faces and
the right lateral PFC was for ignoring irrelevant faces. However, oxygenation
analysis showed no significant differences between relevant and irrelevant faces,
indicating that memory processes and interference resolution were interdepen-
dent functions, whichwere subserved by comparable prefrontal regions. This study
supports the notion that the prefrontal activity during working memory tasks
reflects not only maintenance processes but also attentional monitoring and
selection processes.

Conflict processing, which includes conflict monitoring and solving, is necessary
to accomplish a specific task in a complex situation. This solving process typically
uses brain function of working memory. The Stroop task is a classical method of
studying conflict processing, which was developed in 1935 by John Ridley Stroop,
who discovered a cognitive delay when the meaning of a printed word was incon-
sistent with the color of the word. This phenomenon was dubbed the Stroop effect.
Because the Stroop effect reflects conflicts between different pieces of information, it
has been widely used in both clinical neuropsychology and experimental psychology.
By combining cw-NIRS and event-related potentials (ERPs), we used Chinese
character color–word as the Stroop task presentation. Hemodynamic and electro-
physiologic signals in the PFC were monitored simultaneously by cw-NIRS and
ERPs. We found that P600 signals correlated significantly with the hemodynamic
parameters, suggesting that the PFC executes conflict-solving function. Additionally,
we observed that the change in deoxy-Hb concentration showed higher sensitivity in
response to the Stroop task than other hemodynamic signals [22].

Leon-Carrion et al. employ a multichannel cw-NIRS system and used a modified
Stroop paradigm to establish the relationship between the hemodynamic response of
the PFC and individual differences in cognitive control [23]. Mean concentration
levels of oxy-Hb were correlated with behavioral performance in the conflict task.
Those with shorter reaction times had higher levels of oxy-Hb concentration in the
superior dorsolateral PFC. Negoro et al. assessed PFC dysfunction in attention-
deficit/hyperactivity disorder (ADHD) children during the Stroop color–word task,
using a 24-channel NIRS instrument [24]. During the Stroop color–word task, they
found that the oxy-Hb changes in the control group were significantly larger than
those in the ADHD group in the inferior prefrontal cortex, especially in the inferior
lateral prefrontal cortex bilaterally.

It is well known that the PFC play a central role in workingmemory, but it remains
unknownwhether the lateral area of prefrontal cortex (LPFC) of children of preschool
age is responsible for workingmemory. To address this issue, Tsujimoto et al. applied
optical topography to compare activity in the LPFC between adult subjects and
preschool children [25]. The cognitive task is an item recognition test, which requires
working memory, under different memory-load conditions. Areas and properties of
such activity were similar in adults and preschool children. Data suggest that the
LPFC of 5- and 6-year-old children is active during working memory processes;
the LPFC has already developed processing of this important cognitive function.
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Tsujii et al. also used a spatial item recognition working memory task to compare
frontal cortical activation in children between 5 and 7 years old using an optical
topography system [26]. Behavioral data confirmed that older children performed the
workingmemory taskmore precisely andmore rapidly than younger children. NIRS
data showed that older children characterized right hemisphere dominance, but
younger children had no significant hemispheric differences. Children with
strengthened lateralization showed improved performance from 5 to 7 years old.
This study suggests that the right lateralization for spatial workingmemorymay start
in children between 5 and 7 years old.

Schroeter et al. measured brain activation in the LPFC of children and adults
with functional NIRS during an event-related, color–word matching Stroop task.
In children, the Stroop task elicited significant brain activation in the left LPFC
comparable to adults. The results reveal that brain activation due to Stroop inter-
ference increased with age in the DLPFC in correlation with an improvement in
behavioral performance and the hemodynamic response occurred later in children
than adults [27].

To compare the activity in the left LPFC, Zhang et al. employedmultichannel cw-
NIRS to monitor the concentration changes of rCBF in normal and dyslexic
Chinese children, during phonological processing testing. The results show that
the degree and the areas of the PFC activity are different between these two groups.
During the phonological awareness section, the D[deoxy-Hb] in dyslexia-reading
children was significantly higher than that in normal-reading children in the left
VLPFC. In the phonological decoding section, both normal-reading and dyslexic
children hadmore activity in the left VLPFC, but only normal-reading children had
activity in the left mid-dorsal prefrontal cortex [28].

Herrmann et al. usedmulti-channel NIRS to compare the PFC activation between
young and older subjects during a verbal fluency task [29]. The results clearly show
that the memory test activated the left and right DLPFCwith increases in HbO2 and
more localized decreases in deoxygenated hemoglobin (HHb), with an obvious left-
hemispheric dominance. The elderly subjects generally exhibited less activation and
no left hemispheric lateralization effect.

To study the neural activation regions associated with separable cognitive compo-
nents of task, Cutini et al. used multichannel NIRS to measure brain cortical activity
in a task-switching paradigm [30]. The results suggest that factors associated with
load and maintenance of distinct stimulus–response mapping rules in working
memory are likely contributors to the activation of the LPFC, whereas only activity in
the left superior frontal gyrus can be linked unequivocally to switching between
distinct cognitive tasks.

49.3
Long-Term Memory Modality

The application of functional neuroimaging techniques to human long-term
memory (LTM) has created growing interest in the contribution of frontal lobe
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function to these processes [31]. Compared with the working memory of main-
taining information temporarily over periods of seconds, the long-term memory
has the ability to retain information for much longer periods. Data analysis
suggests that PFC activations during LTM tasks reflect control processes that aid
and optimize memory encoding and retrieval, rather than more automatic storage
processes.Most neuroimaging experiments for LTMstudy include two phases.One
is the study phase, in whichmultiple stimuli are presented, with or without explicit
instruction to remember the stimuli. The other is the test phase, during which
these stimuli must be recalled, or recognized from among other stimuli. These
studies allow a clear distinction between two types of LTM: semantic memory and
episodic memory [15].

To examine the hemodynamic response of the PFC, Matsui et al. used a portable
NIRS system and verbal learning in a wordsmemory learning task [32]. The results
show that [oxy-Hb] increased and [deoxy-Hb] decreased during the memory task.
The relative change in [oxy-Hb] during encoding from the first to the second
condition was significantly larger than that during retrieval. This study suggests
that memory organization is facilitated during encoding of the first condition, and
that the retrieval period through two conditions still involves more activation in the
prefrontal area than the encoding period. For comparison of verbal and spatial
memory effects in PFC, Li et al. used a multichannel cw-NIRS system to examine
the hemodynamic response during stem recognition [33]. The experimental
protocol comprised four test blocks, including verbal control, verbal memory,
spatial control, and spatial memory. The results show that the left PFC has more
significant hemodynamic changes of verbal memory than that of spatial memory.
The oxygenation of spatial memory mainly increased in the middle and right PFC.
Kubota et al. used a two-channel NIRS system and monitoring of PFC hemody-
namics in real time, while subjects studied word lists and subsequently recognized
unstudied items (false recognition) [34]. The results show that bilateral increases in
the [oxy-Hb] were observed during false recognition compared with true recogni-
tion, and a left PFC dominant increase in [oxy-Hb] was observed during encoding
phases where subjects later claimed that they recognized unstudied words.
Reflected primarily in the left PFC activity, traces of semantic processing could
eventually predict whether subjects falsely recognize nonexperienced events.

Yang et al. explored the role of the prefrontal cortex in semantic encoding of
unrelated word pairs by using a cw-NIRS system [35]. The cognitive tasks of
unrelated pairs of Chinese words under both nonsemantic and semantic encoding
conditions were presented. Under the nonsemantic conditions, subjects judged
whether the two words had similar orthographic structures; under the semantic
condition, they generated a sentence involving the presented word pairs. The
regions that corresponded to the PFC showed greater activation under semantic
than nonsemantic conditions in both the left and right hemispheres, although the
extent of the activation was larger in the left than right prefrontal regions. This
result was consistent with other neuroimaging studies on unrelated word pairs
processing, but did not conform to the strict interpretations of the hemispheric
encoding/retrieval asymmetry model. This study suggests that material specificity
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is one of the important factors to influence hemispheric asymmetry in memory
encoding. Sanefuji et al. examined the correlation between old/new effects and task
performance during the recognition judgments about old (studied) or new (unstud-
ied) meaningless shapes, by using event-related NIRS [36]. The data show that
lateralization of the VLPFCold/new effectsmay also depend on the type of stimulus
and the VLPFC could be associated with retrieval success.

In summary, we have reviewed the NIRS studies for PFC activation of both
workingmemory and long-termmemorywith different stimulus protocols. As one of
the indirect approaches, NIRS has the advantages of simple monitoring of the PFC
and easily coupling with other measurements, either direct or indirect methods.
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50
Cerebral Blood Flow and Oxygenation
Andrew K. Dunn

50.1
Introduction

The hemodynamic state of the brain, including bloodflow and oxygenation, is critical
for maintaining normal brain function. In diseases such as stroke, blood flow is
disrupted, leading to inadequate oxygen supply which results in a cascade of harmful
events [1]. Many stroke therapies currently under development target the cerebral
vasculature. Therefore, techniques formonitoring bloodflowand oxygen levels in the
brainwith good spatial resolution are essential for evaluating the efficacy of these new
treatments. Optical methods are particularly well suited for imaging hemodynamic
parameters in vivo because exogenous contrast agents are not required for most
techniques. Optical methods have been applied to the brain at multiple spatial scales
ranging from optical microscopy at the micron scale to noninvasive diffuse optical
tomography at the centimeter length scale [2]. In this chapter, we focus specifically on
three different optical methods for quantifying hemodynamics on the surface of the
cortex in preclinical animal models: laser speckle contrast imaging of blood flow,
multispectral reflectance imaging of hemoglobin oxygenation and volume, and
phosphorescence quenching for pO2 mapping using a digital micromirror device.

50.2
Laser Speckle Contrast Imaging of Cerebral Blood Flow

Laser Doppler flowmetry has been used extensively for in vivomonitoring of cerebral
blood flow (CBF) at a single spatial location in animals under a variety of physiologic
conditions. Although laser Doppler flowmetry provides high temporal resolution
(millisecond) measurement of relative CBF, the lack of any spatial information is a
significant limitation. Scanning laser Doppler can be used to provide some spatial
information [3], but is limited in both its spatial and temporal resolutions, since the
spatial information is typically obtained at the expense of temporal resolution due to
the need for scanning [4–6].
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Over the past several years, laser speckle contrast imaging has emerged as a
powerful tool for imaging CBF changes with high spatial resolution [7–9]. Speckle
imaging is a full-field imaging technique that utilizes a charge-coupled device (CCD)
camera, does not require any scanning components or tissue contact, and provides
millisecond temporal and tens of microns spatial resolution [9–12]. Therefore,
speckle contrast imaging is a relatively simple technique for obtaining the detailed
spatiotemporal dynamics of CBF changes.

The basic concept of speckle contrast imaging is straightforward. When the cortex
is illuminated with coherent laser light and the reflected light is imaged on to a
camera, a dynamic speckle pattern (Figure 50.1) is produced. Because some of the
scattering particles are in motion (i.e., blood cells), the speckle pattern fluctuates in
time.When the exposure time of the camera (5–10ms) is longer than the time scale of
the speckle intensity fluctuations (typically <1ms), the camera integrates the
intensity variations resulting in blurring of the speckle pattern. In areas of increased
motion there is more blurring of the speckles during the camera exposure, resulting
in a lower spatial contrast of the speckles in these areas.

Since the motion of the scattering particles (i.e., blood flow) is encoded in the
dynamics of the speckle pattern, a measure of blood flow can be obtained by
quantifying the spatial blurring of the speckle pattern. This is accomplished by
calculating the local speckle contrast (K), defined as the ratio of the standard deviation,
ss, to the mean intensity of pixel values, hIi, in a small region of the image [11]:

K ¼ ss

hIi ð50:1Þ

Figure 50.1 Example of raw speckle image
(a) and the corresponding speckle contrast
image (b) calculated with Eq. (50.1). The gray
levels in the speckle contrast image are inversely
related to blood flow. The field of view is�4mm.

(c) Images show changes in speckle contrast
following local activation of photothrombosis
(green shaded region). The time course of the
CBF changes in three regions reveals a
significant drop in CBF as vessels are occluded.
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A typical example of a raw speckle image of the rat cortex, taken through a thinned
skull, and the computed speckle contrast are shown in Figure 50.1a and b. The raw
speckle image illustrates the grainy appearance of the speckle pattern. The speckle
contrast image, computed directly from the raw speckle image using the Eq. (50.1),
represents a two-dimensional map of blood flow. Areas of higher baseline flow, such
as large vessels, have lower speckle contrast values and appear darker in the speckle
contrast images.

Laser speckle contrast imaging has been widely used to investigate the CBF
changes during ischemia in animal models. Figure 50.1c illustrates the speckle
contrast and CBF changes in the cortex during photothrombotic stroke in a rat. The
series of speckle contrast images illustrates that as the clot is formed, the speckle
contrast values decrease and the vessels seem to disappear from the images. This
apparent disappearance occurs because the flow in those vessels is greatly reduced
and therefore the speckle contrast values increase. The plots show the time course of
the actual CBF changes in three particular regions of interest and also highlight the
importance of spatially resolved CBFmeasurements, something that is not possible
with traditional laser Doppler flowmetry.

50.3
Multispectral Reflectance Imaging of Hemoglobin Oxygenation

In addition to imaging of CBF changes, optical techniques can be used to determine
the changes in hemoglobin oxygenation. Optical imaging of intrinsic signals (OIS) is
based on the fact that perfusion related changes lead to changes in the reflectance of
the cortical tissue due to hemoglobin absorption. In most OIS measurements, the
cortical surface is exposed and illuminated with narrowband (�10 nm) visible light.
OIS has provided numerous insights into the functional organization of the cortex in
a number of animal models [13–15].

Despite the success of OIS in revealing detailed changes in the cortex, single-
wavelength OIS techniques are unable to quantify the changes in hemoglobin
oxygenation and volume. Recently, there has been growing interest in the quan-
titative determination of the hemodynamic changes within the cortex, such as
changes in concentrations of HbO, HbR, and total hemoglobin (HbT). However,
full-field imaging of these parameters has been challenging owing to the need to
obtain images at a minimum of two wavelengths. Acquisition of this spectroscopic
information has been achieved by sacrificing spatial information [16, 17].
These approaches have enabled the temporal dynamics of hemoglobin volume
and oxygenation to be studied during functional activation in animal models
[18, 19]. However, a major limitation of these techniques is the need to sacrifice
spatial information in order to obtain spectroscopic information. To overcome this
limitation, we have developed a spectroscopic imaging method that permits full-
field imaging of reflectance changes from the cortex at multiple wavelengths by
rapid switching of the illumination wavelength using a continuously moving filter
wheel [20, 21]. This technique allows quantitative imaging of the concentration
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changes in HbO, HbR, and HbT with the same spatial and temporal resolution as
traditional OIS.

Figure 50.2 illustrates how multispectral reflectance imaging (MSRI) can be
combined with speckle imaging of CBF to permit simultaneous imaging of CBF,
HbO,HbR, andHbT. Themultispectral imaging consists of sequential acquisition of
reflectance images at illumination wavelengths in the range 560–630 nm. Each set of
spectral images is converted to maps of changes in HbO, HbR, and HbT using an
appropriate model [20–22]. The images and plots in Figure 50.2 show the spatial and
temporal dynamic of the CBF and hemoglobin changes in a mouse model of focal
ischemia [22].

50.4
Imaging of pO2 with Phosphorescence Quenching

In vivo measurement of dissolved oxygen (pO2) has been accomplished using several
different methods, including oxygen-sensitive electrodes, oxygen-dependent phos-
phorescence quenching, and electron paramagnetic resonance [23]. Oxygen-sensitive

Figure 50.2 Combined laser speckle imaging
of CBF and multispectral imaging of
hemoglobin oxygenation and saturation.
The images demonstrate the spatial changes in
each parameter 5min after stroke induction in a

mouse model, and the time courses reveal a
complex set of hemodynamic changes that vary
depending on the location within the ischemic
territory [22].
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electrodes can provide pO2measurements fromsmall tissue volumes (a fewmm3) due to
the small size of many electrodes, but suffer from the fact that they are single-point
measurements and they are invasive and can lead to tissue damage. Determination of
pO2 using phosphorescence quenching has been shown to be highly effective for in vivo
measurements due to recent advances in imaging technology and probe design [24–28].
Thismethod is basedon the fact that dissolvedoxygenquenches thephosphorescence or
fluorescence of certain compounds such as porphyrin dyes and ruthenium complexes,
resulting in changes in excited-state lifetimes [29]. As a result, the pO2 can be quantified
from the measured lifetime [30] using the Stern–Volmer relationship:

t0
t
¼ 1þ kqt0 pO2½ � ð50:2Þ

where t is the measured lifetime, t0 is the unquenched lifetime, and kq is a quenching
constant that depends on the properties of the dye and the surrounding environment.
Therefore, absolute oxygenation can be quantified from the measured decay time
provided that the quenching constant and unquenched lifetime are known. In addition,
lifetime-based measurements are not dependent on absolute intensities [29], which
eliminates the need to correct for the presence of other tissue chromophores or tissue
scattering.

Despite their widespread use, phosphorescence quenching methods are almost
always limited to a single spatial location and only a few reports have demonstrated
pO2 imaging or spatial mapping [31–34]. This limitation arises from the need to
resolve the phosphorescence lifetime, whichmakesmost cameras extremely difficult
to use. Single-point detectors such as avalanche photodiodes and photomultiplier
tubes are significantly more sensitive and have sufficient temporal resolution to
resolve the phosphorescence decay times.

In order to obtain spatially resolved pO2 measurements, we have utilized a digital
micromirror device (DMD) combined with a sensitive single-element detector such
as a photomultiplier or avalanche photodiode [35]. This approach retains the high
sensitivity of single-element detectors while still permitting spatially resolved phos-
phorescence decay measurements (Figure 50.3). A speckle contrast image is first
obtained, and several regions of interest are selected from the image of the surface
vasculature. Each region is transformed to the DMD coordinates and the appropriate
mirrors of the DMD are turned on to restrict the pulsed phosphorescence excitation
light to this region. The entire phosphorescence emission from that region is
collected by the detector and the decay time is determined and converted to a pO2

value. The entire system is controlled by custom software and the DMD switches
illumination regions at approximately 10 regions per second.

An example of the use of this system in a rodent stroke model is illustrated in
Figure 50.3d–f. In this example, eight spatial regions were selected for pO2 mea-
surement. The CBF (Figure 50.3e) and pO2 (Figure 50.3f) time courses over the eight
regions demonstrate that the changes in these two parameters during the course of
ischemia differ, particularly in branches of the arteriole. In particular, the CBFdrop is
larger than the corresponding decrease in pO2. This example illustrates the great

50.4 Imaging of pO2 with Phosphorescence Quenching j771



potential of combined optical imaging instruments for revealing the subtleties of
hemodynamic changes in the cortex during cerebrovascular pathologies.

Figure 50.3 (a, b) Combined instrument for
simultaneous imaging of CBF and spatial
mapping of pO2. Spatially resolved pO2 is
obtained by spatially restricting
phosphorescence excitation light and utilizing a

single-element detector to record time-resolved
phosphorescence decays (c). (d–f) Measured
temporal dynamics of CBF and pO2 changes in
eight different spatial regions following
ischemia induction (at t¼ 100 s).
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51
Skin Diagnostics
Martin Kaatz, Susaane Lange-Asschenfeldt, Joachim Fluhr, and Johannes Martin Köhler

51.1
Introduction

With an overall size of approximately 2m2 human skin is considered the largest organ
of thehumanbody and is exposed to the environment.Due to this unique position, the
skin and its appendages are susceptible to a great variety of physical, biological, and
chemical influences. Owing to its specific features, however, it is able to protect us
effectively from many of these influences and to ensure the organism�s integrity.

Nevertheless, a considerable number of diseases are manifest on the skin, which
may be limited to the skin butmay also affect other organ systems.On the other hand,
a number of visceral diseases present with cutaneous symptoms, often providing
characteristic hints at their true origin. Also, stress factors or emotional challenges
may trigger the onset of a skin disease or contribute to its worsening,making the skin
a potential reflector of emotional imbalance.

Humanskin is easily accessible to clinical evaluation, andalso to analysis by invasive
and noninvasive examination methods. In recent years, a number of noninvasive in
vivo diagnostic devices have been developed for the evaluation of skin lesions. This
is partly due to the fact that the incidence of many dermatoses, skin cancer in
particular, is increasing considerably, thus prompting the need for adjunct diagnostic
devices to ensure early diagnosis and treatment. Bymeans of biophotonics, light may
be used for diagnosis and therapy of skin diseases. This chapter provides an overview
of possible applications of biophotonics in clinical and investigational dermatology.

51.2
Dermoscopy

51.2.1
Technical Principle and Development

Dermoscopy or epiluminescence microscopy is a noninvasive technique for the
in vivo evaluation and differential diagnosis of skin lesions. It is mainly used as a
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hand-held device with light-emitting diodes (LEDs) as internal light source. The
objective requires optical couplingwith the skin surface by oil, water, or gel in order to
achieve translucency of the stratum corneum. Recently developed models use
polarized light that permit its use without direct contact with the skin. The
combination with digital cameras and computer systems allows not only efficient
image analysis and documentation but also software-assisted evaluation of the skin
lesions. Furthermore, resolution and magnification can be increased (10–60-fold),
thus improving the visualization of dermoscopic criteria.

51.2.2
Applications

51.2.2.1 Pigmented Skin Lesions
Dermoscopy is an important examination method for differentiation between
melanocytic (Figure 51.1 and 51.2) and nonmelanocytic skin lesions [1]. Also, the
status of many tumors can be evaluated more specifically and more sensitively than
by visual inspection alone [2]. The application of digital image acquisition systems
allows the storage of additional information of examined lesions for re-evaluation and
comparison of follow-up pictures. This facilitates longitudinal monitoring for
patients at high risk for skin cancer and allows the early identification of malignant
melanomas that do not display sure signs of dysplasia upon initial evaluation.

Chapter 53 provides detailed information on the dermoscopic features.

Figure 51.1 Dermatoscopy of a melanoma.
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Figure 51.2 Dermatoscopy of a melanocytic nevus.

In addition, dermoscopic criteria that need to be considered in differential
diagnosis have been described for other pigmented skin lesions.
Among them, seborrheic keratoses are characterized bymultiplemilia-like cysts, comedo-

like openings, light-brown fingerprint-like structures, and/or a cerebriform pattern [1].
Pigmented basal cell carcinomas are diagnosed by characteristic features such as

arborizing vessels, leaf-like structures, large blue–gray ovoid nests, multiple blue–
gray globules, spoke-wheel areas, and ulceration [3].
The essential dermoscopic features of pigmented actinic keratoses, which may be

difficult to distinguish from lentigo maligna, are an annular–granular pattern,
rhomboidal structures, pseudo-network, black globules, slate-gray globules, black
dots, asymmetric pigmented follicular openings, a hyperpigmented rim of follicular
openings, and slate-gray areas and streaks.
A clinical discrimination of solar Lentigo from Lentigomaligna is often impossible.

The consideration of dermoscopic criteria, however,may help with the differentiation.
Important diagnostic features are comedo-like openings, diffuse opaque-brown
pigmentation, light-brown fingerprint-like structures, and milia-like cysts [4].
Red–blue lacunae or homogeneous areas are indicators for benign vascular lesions

such as cherry angiomas or venous malformations.

51.2.2.2 Non-Pigmented Skin Lesions
Dermoscopy is also able to improve diagnostic accuracy in the examination of non-
melanoma skin cancer and nontumorous, particularly vascular, lesions.
Fornonpigmentedskindisease, thevascular structuresareofprimary importance.A

three-step algorithm has recently been proposed [5]. The first step comprises the
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assessmentofthemorphologyofvascularpatterns,describedaslinearcurved(comma),
dotted (globules), linear irregular, linear looped (hairpin), linear coiled (glomerular), or
linearserpentine(arborizing),andthreespecificglobalpatterns:crown,strawberry,and
clods. In the second step, the vascular architecture is categorized. The vessel arrange-
mentmayberegular, instrings, inclusters, radial, branched,or irregular.Thethirdstep
consists in the assessment of additional criteria such as duct openings, surface scales,
ulcerations,andothers.Thediagnosis ismadebasedonthecombinationof thefeatures
assessed in the three-step algorithm. For a variety of nonpigmented skin tumors,
evidence-baseddiagnosisandmanagement recommendationshavebeenproposed [5].

Dermoscopic criteria for a broad range of inflammatory and nonpigmented
neoplastic skin lesions have been summarized previously [3]. However, in most
cases the diagnostic value has not been investigated in larger studies, but only in case
reports and smaller case series. However, a number of specific dermoscopic criteria
have been defined for some inflammatory diseases, for example, lichen planus,
which shows whitish lines in a reticular distribution (corresponding to Wickham
striae). Mature lesions also display additional radial capillaries intermingled with the
reticular striae. In regressive lesions, the vascular component disappears and
gray–blue dots with or without reticular striae become visible.

Dermoscopy may also aid in the diagnosis of contagious skin diseases, including
scabies, larva migrans, and tungiasis [3].

A special indication for dermoscopy is the microscopic evaluation of the nailfold
capillaries. Here, dermoscopy is used as a capillaroscopic instrument mainly in
autoimmunediseases, where characteristic vascular changesmay already be detected
in early stages [6].

Chapter 52 provides supplementary information on the dermoscopy of non-
melanoma skin cancer.

51.2.3
Conclusion

The advantages of dermoscopy in clinical practice are its time-effective and cost-
effective use, an improvement in diagnostic accuracy compared with clinical exam-
ination alone, and a moderate training effort. Disadvantages – compared with the
(invasive) gold standard histology – are the low magnification and the restriction to
mainly superficial skin layers.

51.3
Optical Coherence Tomography (OCT)

51.3.1
Technical Principle and Development

Optical coherence tomography (OCT) as a diagnostic tool was first presented by
Huang et al. [7]. It is based on the principle ofMichelson interferometry using light of
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short coherence length. In this process, a light beam is directed into the piece of tissue
under examination. The optical pathlength distribution of the sample beammeasured
by the interference modulation of the axial OCTscan can be interpreted as the depth-
resolved reflection signal of the sample. Interference occurs only when the propaga-
tion distance of both beams match within the coherence length of the light source.
This coherence length also determines the vertical resolution of the system [7].

51.3.2
Applications

In ophthalmology, OCT has been implemented in clinical routine diagnostics for the
evaluation of cornea, lens, and corpus vitreum. As early as in the 1990s, however, first
studies on cutaneous tissuewere performedwhereby hyperkeratosis, epidermis, and
dermis could be differentiated [8]. In the following years, the value of OCT has been
investigated for the diagnosis of a broad range of skin disorders.

51.3.2.1 Skin Tumors
The continuously improving resolution of OCT allowed the examination of both
pigmented and nonpigmented skin tumors. At the same time, the penetration depth
was measured and compared with histology and high-resolution sonography.
Detailed results are given in Chapter 52 (Figures 51.1 and 51.2) Chapter 53 (Figures
53.3 and 53.4).

51.3.2.2 Inflammatory Skin Diseases
In afirst study, patients with irritant contact dermatitis (n¼ 15) and psoriasis vulgaris
(n¼ 16) were examined by OCT. The findings were compared with the results
obtained by biophysical methods. Whereas intact control skin presented with a

Figure 51.3 OCT of a melanoma at costal arch.
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small entrance echo and a clearly defined epidermis, irritated skin caused an
increased entrance echo and a thickening of the epidermis [8]. Psoriatic skin
presented similarly, with a broadened entrance signal and acanthosis. Intracorneal
pustules were depicted as hypo-dense spaces. Longitudinal evaluations following
therapy demonstrated a marked regression of these changes [8]. The results were
recently confirmed in a separate study including 23 patients. Epidermal thickness of
psoriatic and control skin was measured before and after therapy and OCT results
correlatedwell with histologicfindings, including a significant decrease in epidermal
thickness under therapy [9].

OCTwas also applied in the evaluation of contact patch test reactions. Compared
with an untreated control area, there was a thickened and/or disrupted entrance
signal, pronounced skin folds, and significant acanthosis. Moreover, clearly demar-
cated signal-free cavities within the epidermis and a considerable reduction in
dermal reflectivity are demonstrated by OCT. This result clearly correlated with the
clinical characteristics of the patch test result [10].

51.3.2.3 Wound Healing
The different phases of wound healing have also been studied by OCT, although to
date only in animal models. Individual wound healing phases could be identified
after artificial biopsy inmice. Themethod allowed the description of wound size over
time, early re-epithelialization, dermoepidermal junction formation, and differences
in wound tissue composition [11]. In another study, performed on rabbits, polari-
zation-sensitive optical coherence tomography (PS-OCT) was employed for moni-
toring wound healing processes in vivo and in vitro. Also, several drugs either
fostering (sphingosylphosphorylcholines) or hampering (tetraacetylphytosphingo-
sines) wound healing were administered. The evaluation was performed in com-
parison with an untreated control in correlation with a routine histology. The
variations of phase retardation values caused by the collagen morphology changes
on wound sites are quantified for all cases. Collagen fiber regeneration could be
visualized by means of PS-OCT, and the effects of various drugs on the process of
wound healing process were quantified. Different phases of wound healing such as
inflammation, re-epithelialization, and collagen remodeling could be identified in
the examination of infected and uninfected wounds. Infected wounds were marked

Figure 51.4 OCT of basal cell carcinoma at forehead.
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by prominent edema. In the comparison of infected and uninfected wounds, a
significantly delayed re-epithelization and collagen remodeling phases were
demonstrated [12].

In vivo studies on the longitudinal evaluation of wound healing processes are yet to
be performed in order to prove the usefulness of OCT in this area of research.

51.3.2.4 Bullous Skin Disorders
OCTallows for morphologic discrimination between different types of bullae. Single
patients with bullous pemphigoid, pemphigus vulgaris, Darier disease, subcorneal
pustulosis, and burn blisters were examined by OCT [13].

The tense blisters of bullous pemphigoidwere seen inOCT images as dark, round,
or ovoid, mostly well-differentiated lobules or clefts. Also, in some cases, gray-
appearing portions could be detected that corresponded histologically to the intra-
bullous eosinophilic infiltrate. Slack blisters (as in pemphigus vulgaris) rather appear
gray in OCT images. On the other hand, thermal burns show both intra- and
subepidermal blisters. The characteristic skin lesions of subcorneal pustulosis filled
by neutrophils are difficult to distinguish from the surrounding area in OCT. They
appear as faint gray lobules in the OCT image. The OCT image of a papular lesion
such as inDarier disease presents first a disruption of well-defined layering. Also, the
epidermis cannot be discriminated from the dermis. With OCT, the depth of bullae
development could be clearly defined. Hence OCT can be considered a promising
adjunct tool for the classification of bullous dermatoses [13].

51.3.2.5 Other
Another possible clinical application is the longitudinal evaluation of topical therapy
of benign inflammatory dermatoses. In one study, an unspecific decrease in surface
reflexivity was demonstrated by OCT, which was associated with a lowered A scan
entrance peak. The application of glycerin resulted in an increase in skin
�transparency� by convergence of the refractive indices. At the same time, an
increased thickness of the horny layer was observed, likely due to swelling and
occlusion effects. Steroid-induced epidermal atrophy was also investigated by
OCT [14]. However, further studies to prove the applicability of OCT for morpho-
metric measurement of normal or atrophic epidermis are necessary.

51.3.3
Conclusion

Currently, OCT is applicable as an adjunct to high-resolution sonography in the
noninvasive imaging of structural alterations of the skin in vivo and for the evaluation
of epidermal and tumor thickness [10]. The resolution achieved by this method is
constantly improving, enabling alsomicroscopic structures to be imaged.OCTallows
for the imaging of the skin from the stratum corneum down to the reticular dermis,
thus allowing the real-time evaluation of numerous dermatoses, skin tumors and
therapeutic effects. In order to judge the diagnostic value of this novel method,
further studies have to be performed.
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51.4
Laser Doppler Imaging

51.4.1
Technical Principle and Development

In principle, the method is based on the Doppler effect. Frequency changes of
monochromatic light reflected by erythrocytes are measured. A distinction is made
between laserDoppler imaging (LDI)whichallowsanextensiveperfusionmeasurement,
and the use of laser Doppler flowmetry (LDF) for a selective definition of the blood flow.
In LDI, the area under examination is scanned in ameandering pattern. The result

is a two-dimensional image of perfusion differences in the area examined. Owing to
technological progress and the continually improving lateral resolution, (<100mm),
the method allows for precise perfusion mapping in the area examined.

51.4.2
Applications

51.4.2.1 Skin Tumors
The application of LDI in diagnostics of skin tumors is described inmore detail in the
respective chapters (Chapter 52 and 53).

51.4.2.2 Inflammatory Skin Diseases
Being an inflammatory dermatosis, psoriasis was supposed to be accompanied by
abnormal skin perfusion. Speight et al. [15] searched for differences in perfusion
within the psoriatic plaques compared with the surrounding skin [15]. A fourfold
increase in perfusionwas detectedwithin theplaque area comparedwith surrounding
tissue.Even an increasedbloodflow that, according to clinical evaluation, hadnot been
expected tooccur,wasdetected in the closeproximity to theplaqueswithin andiameter
of 2–4mm [15]. Davison et al. [16] also were able to prove this fringe of increased
perfusion outside the clinical edges of the psoriasis plaques [16]. Krogstad et al. [17]
defined the histamine release during local anesthesia bymicrodialysis, and could thus
eliminate the impact of histamine as a cause of this increased perfusion [17].
Yosipovitch et al. [18] examined the blood flow following a barrier dysfunction by

tape stripping in both psoriatic plaques and in normal skin of psoriasis patients and
also in healthy test persons [18]. An increased perfusion within the plaques was
accompanied by a decreased heat pain threshold, whereas the healthy skin displayed
an increased heat pain threshold.
Also in psoriasis, LDIwas applied for the evaluation of therapeutic efficacy. St€ucker

et al. employed LDI in order to examine the inflammatory response of psoriasis
patients to topical retinoids [19]. The initial irritation of the skin, which is often
observed, can be reduced by adaptation of the therapy.

51.4.2.3 Microcirculation of Chronic Wounds
The possible fields of application for the laser Doppler method are broad. Above all
they comprise diseases that are accompanied by an impaired microcirculation,
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mainly focusing on the chronic venous and arterial wounds. The method has been
employed not only for examinations on pathogenesis, but also for reviewing the
therapeutic success of other methods of treatment.

In a study performed by Mayrovitz et al., perfusion was measured in the area
surrounding the ulcers of patients with venous ulcerations [20]. The perfusion
measured was highly dependent on the place measurement and its characteristics.
Given good granulation, a high perfusion was measured right inside the ulcer. In
cases with absence of granulation, perfusion was shown to decrease significantly, an
observation that was alsomade in the area of normal skin surrounding the ulcer. This
study proved not only an increased basal periulcerousflow, but also its causes, being a
combination of both increased blood flow velocity and circulating blood volume [20].

Ambrozy et al. defined the microcirculation in mixed arterial–venous ulcers and
the surrounding skin [21]. In this study, perfusion was found to be highest in the
granulation tissue area,whereas the granulation-free parts of theulcer showed aweak
flux only. A high perfusion was also detected in scars. In all areas examined, however,
capillary density measured by capillaroscopy was lower than in normal skin [21].

The laser Doppler method is also employed for the evaluation of therapeutic
interventions. J€unger et al. examined the impact of a low-frequency pulsed current on
the microcirculation of venous ulcers [22]. Arora et al. [23] showed a significantly
improved microcirculation in neuropathic diabetic feet after a successful lower
extremity revascularization [23]. Also, its effectiveness was examined with regard to
the application of wound dressings to chronic wounds, and to comparison with a
vasodilating therapy of peripheral artery occlusire disease [23].

Moreover, the method was also employed for the evaluation of the extent of skin
burns. Findings showed a significantly improved predictability of the outcome of a
burnwound comparedwith amerely clinical evaluation [24]. In 1993, a study byNiazi
et al. showed 100% accord of LDI with histology, whereas the agreement in clinical
assessment was only 65% [25]. These findings were confirmed in numerous studies.

51.4.2.4 Collagenosis and Rheumatic Diseases
In addition to progressive sclerosis of the skin and viscera, rarefication especially of
the terminal vessels is considered one of the most important pathogenetic mechan-
isms in systemic scleroderma. This rarefication can lead to necroses of the distal
phalanges of thefinger, being a sure visible sign of the advancement of the disease. At
the same time, vascular regulation is faulty, which soon leads to a secondary
Raynaud�s phenomenon in patients with scleroderma.

In 1994, Seifalian et al. [26] examined LDI, LDF, and thermography on both healthy
patients and those with systemic scleroderma [26]. Whereas a good correlation was
found between LDI and LDF, this did not apply to thermography. Perfusion of the
finger inpatientswith systemic sclerodermawas lower than inhealthy test persons [26].

Clark et al. [27] performed a study of 40 patients with Raynauds�s phenomenon (33
of whom suffered from systemic scleroderma), and compared them with 17 healthy
volunteers [27]. Hands and fingers of the persons were examined by both LDI and
thermography, and the difference between them was measured. The study�s focus
was on the correlation of these two methods. Only a poor correlation was shown in
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this examination. LDI is more sensitive to blood flow changes and therefore more
likely to show inhomogeneities than the highly damped temperature response.
Therefore, one method cannot substitute for the other [27].

In a study of 44 patients suffering from systemic scleroderma, Correa et al. [28]
demonstrated a significantly decreased blood flow in the fingers of the patients
comparedwith healthy test persons [28]. Thefindings could be confirmed at any point
in time after cryostimulation. Both in patients and in healthy test persons, blood flow
decreased significantly after cryostimulation. In the healthy test persons, however,
blood flow recovered after an average of 27min, whereas this recovery did not occur
in the patients with scleroderma. These findings, however, did not correlate with the
morphologic microvascular abnormalities detected by nailfold capillaroscopy [28].

Further studies aimed to evaluate the impact of therapies on systemic scleroderma.
Sadik et al. [29] could not prove an improvement in perfusion by the application of
atorvastatin [29]. Rosato et al., however, showed that patients suffering from systemic
scleroderma who were administered bosentan because of their pulmonal hypertonia
also presented a higher perfusion of the hands [30].

Moreover, LDI has also been applied in inflammatory joint disease. Ferrell et al.
examined11 patientswith rheumatoid arthritis of the interphalangeal joints [31].Here,
a significantly increased perfusion of the affected joints was detected. Themethod was
also employed in order to prove the impact of locally applied gels or intra-articular
steroid injections on the hyperemia [31]. In a later study, Ferrell et al. compared LDI
with ultrasound and pain score [32]. The results proved particularly the advantages of
LDI in the examination of inflammatory joint disease in its early stages [32].

51.4.3
Conclusion

LDI is particularly well suited for the evaluation of blood perfusion, and in that regard
for the examination of cutaneous microcirculation. Therefore, LDI has a role in the
evaluation of diseases with impairedmicrocirculation such as chronic wounds, or as
an aid in the evaluation of blood flow changes in autoimmune skin disorders
including collagenoses. In these diseases, LDI may be useful both for a diagnostic
evaluation and formonitoring of therapeutic efficacy.Whether thismethodwill play a
role in the routine diagnostic work-up of other diseases remains to be evaluated in
future studies and also depends on the continuing development of thismethodology.

51.5
Confocal Laser Scanning Microscopy (CLSM)

51.5.1
Technical Principle and Development

The principle of confocal laser scanning microscopy (CLSM) was first described in
the 1950s and patented byMinsky in 1961, long before the invention of lasers [33, 34].
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The first commercially available system was realized by Rajadhyaksha et al. at
Harvard Medical School in 1995, based on an 830 nm diode laser that is used as
a point light source in a scanning mode providing horizontal tomographic
images [35]. The visualization of tissues is based on the different refractive indices
of the distinct tissue chromophores and cell structures. This effect is called reflec-
tancy, which is caused by the reflection and scattering of light from the piece of tissue
under examination [36]. Owing to the very small aperture, most of the reflected light
from outside the focal plane is eliminated. This permits a lateral resolution of
0.5–1 mmand an axial resolution (section thickness) of 3–5mm. In contrast to routine
histology, CLSM imaging is based on optical horizontal sectioning.

For morphologic evaluation, CLSM is generally applied in the reflectance mode
without exogenously applied fluorophores. This facilitates its use for imaging
of human skin in vivo. On the other hand, the application of fluorescent dyes
may be useful for the evaluation of cutaneous metabolism, cell to cell contacts, or
cell migration, thereby allowing the identification of targets by imaging in the
fluorescent mode. Fluorescein sodium is routinely used as a fluorophore
(application intradermal or to the skin surface). This fluorophore is safe for human
use in vivo, whereas many other dyes are permitted only for use ex vivo [37].

51.5.2
Applications

51.5.2.1 Topography of Normal Skin
UsingCLSM, the selective imaging of single cells and single layers of the epidermis is
possible. Due to the horizontal sectioning, thefirst layer to be evaluated is the stratum
corneum, which is characterized by anucleated corneocytes arranged in highly
refractive cell clusters. The stratum granulosum consists of 2–4 cell layers, the
single cells being between 20 and 25mm in size. The cell nuclei are displayed in the
center as dark, oval, or round structures that are surrounded by a narrow ring of
bright, granulous-appearing cytoplasm. The stratum spinosum displays polygonal,
rather small cells of size 15–20mm. These are arranged in a typical honeycomb
pattern that, at the papillary tips, shows first signs of pigmented basal cells. The cells
of the basal layer are between 10 and 12 mm in size. The basal cell layer itself consists
of more or less refractive cells that vary with respective Fitzpatrick skin phototypes,
according to their differentmelanin contents.Here, the content ofmelanin correlates
with the respective reflectancy and, thus, with the image brightness.

At the level of the dermoepidermal junction, the basal cell layer surrounds centrally
positioned dark papillae. Often, blood flow can be visualized within the papillae due
to the high reflectance of erythrocyte hemoglobin [38].

51.5.2.2 Skin Tumors
The value of CLSM in diagnostics of epithelial and pigmented skin tumors has
already been surveyed in numerous clinical studies. Thereby, CLSM may be useful
not only for the diagnostic classification of proliferative skin lesions but also for the
definition of tumor margins prior to Mohs� surgery or the detection of subclinical
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disease. Chapter 52 and 53 provides a detailed outline of the applicability of CLSM for
examination of melanoma and non-melanoma skin cancer.

51.5.2.3 Vascular Skin Lesions
Reflectance confocalmicroscopy allows for the examination of small vessels and their
anatomic and flow characteristics in vivo and in real time. Hence the method is
applicable to the evaluation of vascular lesions. Some key features are listed below.

CLSM examination of spider angioma produces images of whorled canalicular
structures in themid- and upper dermis. Vesselsmeasure 40–50 mm in diameter and
show a high flow [39].

CLSMexamination of cherry angioma shows a large number of dilated and tortuous
dermal capillaries which are up to 50–100mm wide and of medium flow. The
structure is lobular and shows fine fibrous septa [39].

CLSM evaluation of pyogenic granuloma shows an increased number of elongated
dermal capillaries only 5–10mm in size. Further characteristics are the detection of
lymphocyte rolling and the marked luminescence of canalicular structures. The
epidermis additionally shows spongiosis and exocytosis [39].

Kaposi�s sarcoma displays inflammatory single cells or aggregates in epidermis and
dermis, and also numerous spindle cells. Apart from erythrocyte extravasates and
hemosiderin deposits, an increased number of dilated and anastomosed cells can be
detected in the stroma [40].

Owing to the small number of cases, the ultimate role of CLSM in the diagnosis of
vascular alterations remains to be determined in larger clinical and correlative studies.

51.5.2.4 Inflammatory Skin Diseases
Pilot studies have examined a large number of inflammatory skin lesions by CLSM.
For most entities, however, randomized multicenter studies are still lacking.

Typical histologic features for acute contact dermatitis could be visualized by
CLSM: cell nuclei in the stratum corneum (parakeratosis), intraepidermal vesicula-
tion, inflammatory cells within the epidermis, and an increase in papillary vessels [41].

In search of allergen-specific results of CLSM compared with the clinical evalu-
ation of the patch test (PT), varying images of the reactions to 2% cobalt chloride and
5% nickel sulfate could be proved [41]. The examination of positive patch test
reactions showed an increased suprabasal epidermal thickness on days 2 (D2), and
3 (D3) for cobalt chloride. Fairly often, vesicle formation and an overall increased
suprabasal epidermal thickness for nickel sulfate appeared in patients with a positive
reaction to nickel. In two out of three doubtful positive PTs to cobalt chloride, CLSM
images presented characteristics of irritant reactions and one characteristic of a
positive allergic reaction [41]. The dynamic evolution of allergic contact dermatitis
(ACD) and irritant contact dermatitis (ICD) was also investigated [42]. Here,
significant differences in both the time course and the severity of the single features
were observed. In this study, structural changes of the stratum corneum were
identified as a discriminative feature of ICD. Similarly, the initial presence of
superficial disruption is highly indicative of irritant reactions [42]. In ACD, this
pattern may only be observed later in the course, or in very extensive reactions.
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The degree of epidermal spongiosis, vesicle formation, and exocytosis, however,
did not show significant differences between ICD and ACD.

CLSM criteria for the diagnosis of psoriasis correspond well with those established by
histology and include hyperparakeratosis, loss of the stratum granulosum, elongation of
the rete ridges, and dilatation of the papillary vessels [43]. In a study of 75 patients with
psoriasis, a sensitivity of 89% and a specificity of 95% were shown [44]. Further entities
examined in this study include mycosis fungoides and lupus erythematodes. In both
diseases, the specificity was high (>92%), but the sensitivity was low (63%) [44].

51.5.2.5 Infections
Infectionsof the skinare the cause ofmanydermatoses.At the same time, they are able
to trigger existing dermatoses, especially as a super antigen. Bacterial,mycotic, or viral
infections have been studied by CLSM in both reflectance and fluorescence modes.

CLSMwas applied to the diagnostics of secondary syphilis. Themethod allowed for
the proof of treponema in the stratum spinosum, but again, these findings are
awaiting more extensive evaluations [45].

Staphylococcus andCandida strains have also been examined. The yeast and hyphal
forms ofC. albicans could be proved byCLSMwithin a biofilmusing thefluorescence
mode (FITC-labeled). These findings allow future studies on the effectiveness of
antimicrobial agents in order to eliminate the biofilms, a review of prophylactic
application of antimycotics, and examination of biomaterials [46].

51.5.2.6 Drug Delivery
CLSM has been applied in numerous surveys in order to study the extent of substance
deposition in the skin and their routes of penetration. Owing to improvements of this
methodby the supplementary implementation of a reflectancemode, examinations canbe
performed without administration of any additional fluorophores. This permits examina-
tions in vivo in humans, and thus a more precise evaluation of locally applied drugs.

In most cases, fluorescent samples were used in order to permit of quantitative
measurements. Examination of liposomes and the impact of chemical penetration
enhancers were of priority here. Most of the studies, however, were performed on
skin models, on skin ex vivo, or in animal experiments in order to avoid damage
caused by the potential toxicity of the fluorophores applied.

Far-reaching investigations were also performed on matter transportation prior to
photodynamic therapy,whichplays an important role in the therapy of non-melanoma
skin cancer. In these studies, the influence of dimethyl sulfoxide on the penetration
of 5-aminolevulinic acid in vitro and the resulting protoporphyrin IX accumulation in
vivo were analyzed by confocal microscopy [47]. Also, the impact of physical methods
such as iontophoresis and ultrasound on the penetration were examined [48].

51.5.3
Conclusion

Owing to its high resolution and a relatively large imaging area, CLSM allows for
the noninvasive evaluation of inflammatory and neoplastic alterations of the skin.
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In contrast to routine histology, CLSM permits the imaging of dynamic processes,
which allows for evaluation of disease evolution and therapeutic effects. Also,
research has shown that CLSM permits the detection of subclinical disease
manifestations.

51.6
Multiphoton Laser Imaging

51.6.1
Technical Principle and Development

Maria Goeppert-Mayer described the principle of fluorescence excitation of mole-
cules by multiple photons in 1931, but could not prove the process experimental-
ly [90]. The experimental confirmation of the theoretical prediction was provided by
Kaiser and Garrett in 1961 [50], shortly after the development of the first laser
systems. On the basis of these findings, the first microscope-based on multiphoton
process was developed in 1990 [51]. The effect of the second-harmonic generation
(SHG) was already detected at the beginning of the 1960s. In 1974, amicroscope was
developed based on the SHG effect, which was later refined into a scanning
microscope.

The principle of multiphoton imaging is the simultaneous absorption of two or
more photons by a fluorophore and emission of one photon at a shorter wavelength,
that is, with higher energy. The process requires high photon flux densities that are
obtained either by a consistently high laser power or by very short pulses with high
peak power [49]. The advantage of using ultra-short pulses is the low average total
energy in the tissue, thus avoiding tissue damage.

Owing to the complex structure of the skin, there is a variety of fluorescent
biomolecules. Among them, the most important include the nicotinic acid deriva-
tives NADH and NADPH in their reduced state, which contribute significantly to
tissue fluorescence [52–54]. Oxidized (NAD and NADP) nicotinic acid derivatives
have, however, no fluorescent properties. The highest concentration of NADH and
NADPH is found in the mitochondria, but they are also present in the cytoplasm. As
an electron transporters and cofactors of numerous redox reactions, they are
important indicators of cell metabolism.

With regard to endogenous pigments in cutaneous tissue, melanin and lipofuscin
have fluorescent properties. Porphyrins are found as organic dyes in the hemoglobin
of red blood cells and show a high absorption in the near-infrared spectral range.
Another important and prominent epidermal fluorophore is keratin.

While most of the fluorophores are located intracellularly, elastin and
collagen as extracellular matrix proteins also have fluorescent properties. A
characteristic phenomenon of fibrillar collagen is its ability for SHG. In
sum, the photons emitted from the dermis consist of both autofluorescence
and SHG effects [55].
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51.6.2
Applications

51.6.2.1 Topography of Normal Skin
The high lateral and axial resolution, each of only a few microns, allows the in vivo
visualization of microstructures of cutaneous tissue, whereby single cells and even
subcellular structures may be described (Figure 51.4). To date, both penetration depth
and thefield of vieware restricted to about 200mmin in vivomultiphoton laser tomography
(MLT). Nevertheless, its use in dermatologic science has been proved in several studies. By
depth-resolved semiquantitative assessment of autofluorescence (AF) and SHG, it was
shown that MLTprovides a novel in vivo imaging tool for the measurement of epidermal
morphometric parameters such as epidermal thickness, whichmay on the other hand be
useful for the observation over time of dynamic changes in skin disorders and therapeutic
side effects or in cosmetic research and development [56].

51.6.2.2 Skin Tumors
Multiphoton laser tomography or microscopy has been applied both in the diag-
nostics of malignant melanomas and in the classification of nonmelanocytic skin
tumors. The specific diagnostic criteria and the preciseness that can be achieved by
the method are described in Chapter 52 and 53 (Figure 51.5).

51.6.2.3 Skin Aging
Skin aging is essentially characterized by alterations of the elastic and the collagenous
fiber network. In the course of the aging process of the skin, so-called solar elastosis

Figure 51.5 Multiphoton laser imaging atypical melanocytes.
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appears, which is an accumulation of inferior elastic fibers in the skin. At the same
time, the number of mature collagenous fibers decreases. Both fiber qualities can be
recorded by MLT. Elastic fibers can be quantified by measuring the autofluorescence
causedbymultiphotonprocesses.Collagenousfibers,however, canbe recordedvia the
SHGeffect. Since the excitationmaximumof both theSHGeffect and theAFof elastic
fibers lies within the blue spectral range, fibers of both qualities are best excited at
820 nm. Inan ex vivo studyof a few skin samples, Lin et al. [57]were able to show for the
first time a negative correlation of test persons� age with an index derived from both
these values (SAAID). SAAID is defined as: SAAID¼ (SHG�AF)/(SHG þ AF),
SHGandAF being a dimension of corresponding numbers of photonsmeasured in a
rectangle [57]. These resultswere reviewed in vivo. In this survey,which covered 18 test
persons aged between 21 and 84 years, both the AF of the elastic fibers and the SHG
effect were measured. SAAID was calculated. The score proved a statistically verified
negative correlation with the age of the test persons [58].

In another study, young healthy volunteers using indoor tanning facilities and
older peoplewere comparedwith appropriate controls by semiquantitative evaluation
of the dermal matrix composition with a DermaInspect multiphoton laser tomo-
graph. Highly significant differences between the sun-protected volar forearm and
the dorsal forearm and also between young and old test persons were found [59].

Another study focused on age-dependentmorphologic changes of the dermal fiber
network. Using a filter system, the fibers of collagen and elastin were optically
separated. Several parameters were defined to describe the fiber network and the
parameters were found to be different on comparing young and old volunteers [59]
(Figures 51.6–51.9).

Figure 51.6 Multiphoton laser imaging collagen in young skin.
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Figure 51.7 Multiphoton laser imaging elastin in young skin.

Figure 51.8 Multiphoton laser imaging collagen in old skin.
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51.6.2.4 Drug Delivery
As a noninvasive imaging tool, MLT is suitable for the measurement of the
effectiveness and the kinetics of percutaneous substance transport [60]. After
application of different NaCl solutions, swelling and shrinking of corneocytes were
observed depending on the salt concentration [61]. Application of penetration
enhancers resulted in visible corneocyte disruption, disturbance of the intracellular
keratin network, and pore formation [62]. The penetration of fluorescing nanopar-
ticles into hair follicles and wrinkles could be proved by MLT [63]. In a recent study,
Gratieri et al. examined the penetration characteristics of quantum dot particles
(4 nm). Even for those small particles, a penetration into intact skin could not be
proved [64]. However, penetration was proved only 10min after rubbing the particles
into damaged skin. Hence, for the time being, nanoparticles are not considered
suitable carriers in substance transport [64].

Moreover, MPT results obtained by Lee et al. [61] showed the disruption of the
intracellular keratin networks and intercellular cohesion of corneocytes by the
penetration enhancer of a depilatory cream [61]. Prior treatment of the stratum
corneumwith a depilatory creamcan detach corneocytes and lead to the development
of intracellular pores in the remaining corneocytes by disrupting the intracellular
keratin. Due to these processes, shunts for drug penetration are created [54].

Furthermore, Yu and co-workers applied various model fluorescent drugs ex vivo,
the AF characteristics of which differ from those of keratin, thus enabling the
dynamics of drug penetration in the stratum corneum to be elucidated [63, 65].

The penetration dynamics of the model substance oleic acid have also been
visualized and quantified by MLT [66].

Figure 51.9 Multiphoton laser imaging elastin in old skin.
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51.6.3
Conclusion

Todate,multiphoton imaging is not a diagnostic tool in routine clinical practice, but it
has been applied in study settings for the diagnosis of various skin diseases,
including skin tumors (malignant melanoma [67], basal cell carcinoma [68], squa-
mous cell carcinoma [69], inflammatory skin disorders (pemphigus vulgaris [70],
psoriasis [71], photoaging [72], and intrinsic aging [73]).

The advantages ofMLTas a noninvasivemethod are its high resolution, the specific
effect of SHG, and the possibility of fluorescence lifetime detection.

51.7
Raman Spectroscopy

51.7.1
Technical Principle and Development

Raman spectroscopy (RS) helps in gathering information on the molecular archi-
tecture, the structure, and the interactions within a sample. In the process, light
radiation leads to changes in oscillation and rotational energy levels of the
molecules. RS is a method that measures Raman dispersion radiation, that is,
nonelastic photon scattering.

Different laser types are employed in Raman spectrometers, including continu-
ously operating gas lasers, Nd:YAG lasers which are mainly employed in the form of
Fourier transform spectrometers, and semiconductor junction lasers. The excitation
radiation requires monochromatic light in the ultraviolet–visible range and the
infrared light of a highly intense radiation beam.

Depending on different wavelengths, RS allows the examination of the stratum
corneum, the entire epidermis, and even the chemical architecture down to the
dermis. Owing to their maximum penetration depth of 200mm, shorter wavelengths
below 830nm are only suitable for examinations of the epidermis. Excitation wave-
lengths of more than 1000nm, however, also permit examinations of the dermis [74].

When combined with confocal microscopy, RS allows the capture of both the
chemical structure and morphologic aspects of the tissue of interest [75]. Thus, the
chemical composition of a tissue can be assigned to a specificmorphologic structure.
At the same time, the sensitivity of substance transport and substance penetration are
improved [75].

51.7.2
Applications

51.7.2.1 Molecular Structure of Normal Skin
Gniadecka et al.were able to prove significant differences between theRaman spectra
of healthy skin, hairs, and nails [76]. The major spectral differences in the confor-
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mational behavior of lipids and proteins were of causal nature. Although the
examined proteins of all three samples were of the same secondary a-helix structure,
there were differences with regard to the positioning of the S-S stretching bands and
to the degree of folding. The analysis of the lipid peaks showed a highly ordered,
lamellar crystalline structure with an increased lipid fluidity of the entire skin
compared with nails and hairs [76].

Detailed analyses performed in subsequent studies focused on the stratum
corneum as the primary component of the epidermal barrier function. The thickness
of the stratum corneum (axial resolution 2 mm) could be exactly defined by means of
confocal RS. Also, the semiquantitative analysis of important components such as
stratum corneum lipids or natural moisturizer factor (NMF) components such as
lactate, urea, and urocanic acid could be accomplished [77]. The composition and
arrangement of lipids in the epidermis, especially in the stratum corneum, are of
particular importance for the barrier function. Thus, a subtyping of neutral lipids,
(cholesterol, cholesterol esters, cholesterol sulfate, triglycerides, free fatty acids,
squalene, and alkanes), polar lipids (phosphatidylcholine, phosphatidylserine, phos-
phatidylethanolamine, spingomyelin), and sphingolipids (cermamides I–VII,mono-
hexosylceramides) was analyzed based onRaman spectra and supplemented byX-ray
diffraction, differential calorimetry, and fluorescence or infrared spectroscopy [78].
Confocal RS also allowed the localization and analysis of substance mixtures of
complex structure, such as NMF (main components: 2-pyrrolidone-5-carboxylic acid
andurocanic acid). These factors, which are formedby afilaggrin protein breakdown,
are useful biomarkers for the filaggrin genotype [79]. RS was also suitable for
comparing different methods for distance measurement of the stratum corneum.

In the course of the further development of laser technology, longer excitation
wavelengths were applied, allowing the examination of the epidermis, and also the
qualitative analysis of the upper dermis. By using a wavelength of 1064 nm, Naito
et al. were able to examine lipids and proteins of the dermis, but also the cutaneous
appendages (sebaceous glands and hair follicles) [74].

Nakagawa et al. employed RS in order to analyze the water content of the
dermis [80]. By adjusting the exposure time and depth increment, the signal-to-
noise ratio of the Raman spectra could be significantly improved. A comparison of
different age groups showed a significantly higher water content in the skin of older
volunteers. Furthermore, Lademann et al. succeeded in defining the contents of
b-carotene and lycopene (carotenoids) in the skin [81].

51.7.2.2 Inflammatory Skin Diseases

Psoriasis Vulgaris
Psoriasis is a chronic inflammatory disease with a pronounced disorder of the
epidermal metabolism and subsequent alterations in the molecular composition of
the stratum corneum.

Wohlrab et al. examined thestratumcorneumofhealthy test personscomparedwith
patients suffering from atopic dermatitis and psoriasis vulgaris, applying RS to
unaffected skin areas [82]. The in vitro Fourier transformed Raman spectra

796j 51 Skin Diagnostics



showedfirstofalldifferenceswithregardto lipids (spectralrange1112–1142nm).After
statistical evaluation, this approach allowed the differentiation of the skin of healthy
test persons and both the inflammatory dermatoses even in unaffected skin areas.

The analysis of psoriatic scaling fromdifferent areas of the body and of normal skin
of healthy test persons showed no differences between the spectra with regard to the
anatomic locations. The Raman spectra did not show any significant differences in
lipid band positions whereas the crystalline lipid structure was disrupted in psoriatic
scales. Nevertheless, therewere great spectral differenceswith regard to themolecular
structure of the proteins. Comparedwith normal skin, the peak position of the amide I
bandwas shifted towards longerwavelengths, suggestinganunfoldingofproteins [82].

Atopic Dermatitis
Being a very heterogeneous inflammatory skin disease, atopic dermatitis (AD) is
modified and triggered by numerous immunologic, genetic, and environmental
factors. The filaggrin gene (FLG), which codes for the protein filaggrin, is of great
importance in pathogenesis. The classification of Ramanprofiles indirectly allows for
an evaluation of different filaggrin genotypes which strongly influence the compo-
sition of the NMF. O�Regan et al. examined 132 well-characterized patients with
medium to severe atopic dermatitis [83]. The studywas performedusing confocal RS,
and the results were correlated with the clinical findings and also with the FLG
genotype. Based on the examination results, a clear distinction could be made
between FLG-related and an unrelated AD. Furthermore, the analysis of the NMF
composition allowed the definition of a subset of FLG-related AD, and also differ-
entiation between one or two mutations [83].

Gonz�ales et al. examined newborns over the course of 1 year, studying the protein
filaggrin. Owing to significant differences between the respective Raman spectra, a
statistical analysis allowed for prognoses on the development of a filaggrin-related
atopic dermatitis [84].

Infections and Wound Healing
In different studies, especially in animal models, RS has been employed for the
evaluation of wound healing processes. The definition of specific peaks that corre-
spond to elastin or keratin permits a differentiation between normally healing
wounds and those undergoing a retarded healing process. Andrew Chan et al.
evaluated all phases of acute wound healing (inflammation, proliferation including
re-epithelialization and remodeling) after acute traumatization [85]. The protein
profiles of the proteins involved in the wound healing process, and also their
subclasses, were analyzed. Along with acute wounds, mainly chronic wounds are
the target of noninvasive diagnostic methods. This is due to the great impairment of
affected patients, and to the limited therapeutic success. Among others, the
interaction of oleic acid with wound dressings applied for proteinase inhibition
was tested by means of RS. Proteases are of critical importance for wound
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chronification. A profile definition may effectively support the choice of suitable
local therapy methods.

Not only in wound healing but also in numerous dermatoses, infections are highly
relevant. Willemse-Erix et al. examined various skin isolates of multiresistant
coagulase-negative strains of Staphylococcus epidermidis [86]. Here, RS allowed a
clear differentiation between the specific isolates. Additionally, the high throughput
allows for a similar analysis of multiple colonies in a patient.

Drug Delivery
RS, especially combined with CLSM, is a method suitable for examination
of substance transport and substance penetration within and through the skin.

As carotenoids are antioxidant substances, various studies have been performed to
analyze their content and distribution in the skin. Owing to their capacity as radical
scavenger, carotenoids significantly influence skin aging processes. It has been
shown recently that skin with a higher carotenoid content displays less aging signs
than skin with a lower carotenoid content [87]. Specific carotenoid profiles could be
determined by means of RS. These Raman spectra also permit the semiquantitative
definition of carotenoid (e.g., lycopene) and retinol (vitamin A1) contents. For
example, Hesterberg et al. showed that a special diet with ecologic eggs led to a
significantly increased content of carotenoids in the skin. Also, protective antioxidant
effects of carotenoids after exposure of the skin to infrared light has been shown [88].

Further studies were performed on the effectiveness of penetration enhancers, on
tolubuterol, and on the quantification of metronidazole in the skin [89].

51.7.3
Conclusion

RS, originally developed for in vitro studies, is gaining rapid importance in clinical
studies. Especially superficial parts of the skin, that is, stratum corneum and in some
cases down to the dermis, can be studied. The composition of the skin and subse-
quently specific skin diseases have been studied by RS. Recently, alterations at the
molecular level have been addressed by RS in atopic dermatitis, psoriasis, infections,
and wound healing, and drug delivery studies have also been performed. However
many questions are still remain to be answered in this field, for example, standards on
theway inwhich clinic studies can be performed. RS is a powerful tool allowing clinical
and basic research to gain rapid in vivo insight into molecular processes in the skin.
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52
Non-Melanoma Skin Cancer
Martin Kaatz, Susanne Lange-Asschenfeldt, Martin Johannes Koehler, and
Uta Christina Hipler

52.1
Introduction

Basal cell carcinoma (BCC) is the most common skin tumor, and overall one of the
most frequently occurring tumors. Over the last three decades, incidence rates have
increased steadily and about one-third of all Caucasiansmust be expected to develop a
BCC at some point in their lives. Although the tumor is metastasizing only under
special circumstances, it may nonetheless pose a considerable therapeutic problem,
depending on its size and localization.

Squamous cell carcinoma (SCC) of the skin often develops out of precursors –
mainly actinic keratoses – which have histopathologically been classified as in situ
SCCs. Although early actinic keratoses may undergo a regression process,
the probability of developing an invasive SCC increases depending on the
thickness of neoplastic alterations, and host factors such as genetic or iatrogenic
immunosuppression.

Exposure to UV light poses the most important etiological factor in skin tumor-
igenesis, hence the preferred development of SCC in sun-exposed parts of the skin,
such as the face hands, and forearms. Other possible causes of SCC development
include chronic wounds, burn injuries, and exposure to radiation.

Numerous issues arise with regard to the application of noninvasive imaging.
These issues cover all areas of tumorigenesis, prevention, diagnostics, and therapy,
and also the diagnostic classification of tumors and the assessment of their lateral
expansion and penetration depth. This applies particularly to the evaluation of tumor
margins, part of which, depending on the tumor type, are clinically not easily
determined. Other possibilities are the assessment of preclinical lesions and the
monitoring of therapeutic success. Efficacy and tolerance of protective methods also
play a role in matters of prevention. Additionally, noninvasive imaging can help
clarify scientific issues with regard to tumorigenesis.
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52.2
Dermoscopy

52.2.1
Basal Cell Carcinoma

The diagnosis of (pigmented) basal cell carcinomas is based on features such as
arborizing vessels, leaf-like structures, large blue–gray ovoid nests, multiple blue–-
gray globules, spoke-wheel areas, and ulceration [1–3].

52.3
Optical Coherence Tomography (OCT)

52.3.1
Basal Cell Carcinoma

Epithelial skin tumors and basal cell carcinomas aremore easily visualized in optical
coherence tomography (OCT) than pigmented lesions due to the usually lowmelanin
content of these tumors. This makes it easier to define clearly the dermoepidermic
junction zone [4, 5]. In 2004, Bechara et al. employed OCT in order to perform initial
studies on the specific features of basal cell carcinomas [6]. The analysis of three
superficial BCCs proved subepidermally an echo-rich band that corresponded to the
tumor aggregates verified by histology. These aggregates were separated from the
surrounding stroma by a narrow, echo-poor band. In a follow-up examination of 43
BCCS, among which there were 23 nodular and 10 multifocal-superficial, OCT
allowed the definition of distinctions between different types of BCC. The most
important OCT criteria for a BCC were the plug-like signal-intensive structures
corresponding to the histology of the dense tumor cell aggregates, honeycomb-like
signal-poor structures correlating to the adjacent tumor lobules, and signal-free
cavities in the imaging of a supervascularization. The frequency of occurrence of
these criteria was found to be different in the single BCC types. The last two of these
criteria (70 and 80%, respectively) were found particularly in infiltrative BCC,
whereas the plug-like signal-intense structures were detected mainly in the super-
ficial (80%) and, slightly less frequently, in the nodular BCCs (52%). The comparison
of penetration depth measurement methods for BCCs <2mm in size proved an
overestimated thickness for both high-resolution ultrasound and OCT. The OCT
results, however, were significantly closer to those achieved by histology than the
penetration depths measured by high-frequency ultrasound (HFUS). In a blind
study, OCT images of 64 BCCs and 39 actinic keratoses were evaluated by dermatol-
ogists and pathologists. It was found that dermal tumor cell clusters can be
distinguished from the surrounding stroma with sensitivities and specificities of
79–96%. OCT also allowed for the differentiation of solid versus sclerodermatous
BCCs.However, a differentiation betweenBCCand actinic keratosis had an error rate
of 50 versus 52% and was thus proved impossible (Figure 52.1).
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52.3.2
Actinic Keratosis and Squamous Cell Carcinoma

Actinic keratoses predominantly emerge in parts of the body that are exposed to UV
light, and that in many cases have already been obviously damaged by sunlight. In
several studies, OCT could prove a differentiation between sun-damaged skin and
surrounding unaffected areas by detection of a significant thickening of the viable
epidermis and/or stratum corneum. Images of sun-damaged skin were character-
ized by an increased signal in the epidermis and rapid attenuation of light. The
imaging of actinic keratoses under examination was characterized by a great
variability and heterogeneity, with dark bands in the epidermis possibly correspond-
ing to hyperkeratosis.

The compacted keratin is weakly scattering, and a thickened keratin layer was
seen in corresponding histology. In OCT, the epidermis of actinic keratoses often
displays distinct horizontal reflections due to flaking within the keratinized region
(Figure 52.2). In cases of a significantly widened stratum corneum, a distinct

Figure 52.1 OCT of BCC at forehead.

Figure 52.2 OCT of actinic keratosis.
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boundary was observed between the keratinized region and underlying epidermis.
On comparing intralesional skin with perilesional skin, both OCT and histology
could prove an acanthosis. Unlike undiseased skin, the epidermis in actinic
keratosis images could appear relatively hyperintense, possibly because of an
increased backscatter from the dysplastic cells or parakeratosis. Also, a distinct
boundary at a depth consistent with the epidermal–dermal junction was regularly
observed. Vertical shadowing from skin flakes was common. Attenuation in the
dermis, however, was often strong, similar to severely sun-damaged sites. There
were, however, great differences in the comparison of the single lesions. The
differentiation of actinic keratoses from the surrounding skin resulted in a
sensitivity of 73% and a specificity of 65%. These could even be increased for
single OCTcriteria (presence of a dark band in the epidermis) to 86% sensitivity and
83% specificity. The clinical–dermatologic assessment achieved a sensitivity of 98%
and a specificity of 62%.

The preciseness of thickness measurement in OCT compared with HFUS was
also surveyed on actinic keratoses. Results for the lesion thickness were more
exact in OCT, even though in actinic keratoses also there was an apparent
overestimation [7].

In summary, it can be stated that OCT could prove qualitative and statistically
significant quantitative differences in OCT image features of skin with varying
degrees of sun damage, and between undiseased skin and actinic keratosis.

Nevertheless, the differentiation between actinic keratoses and BCCs was limited,
with a high error rate of �50% [6, 8].

52.4
Confocal Laser Scanning Microscopy (CLSM)

52.4.1
Basal Cell Carcinoma

In the first study on the noninvasive diagnostics of BCCs by confocal laser scanning
microscopy (CLSM), 12 patients with histologically diagnosed BCC were examined.
Typical features included an increased number and bore of the vessels, loss of normal
architecture, and a strongly reflectant stroma contrasting with the dark tumor
parenchyma [9].

Specific criteria were established in 2004 in a multicenter study on 152 lesions, 83
of which were diagnosed as BCC. The criteria comprised elongated, monomorphous
cell nuclei, a polarization of these cell nuclei along the same axis (palisading), an
inflammatory cell infiltrate, an increase and dilatation of dermal vessels, and a loss of
the epidermal honeycomb structure (Figure 52.3). With the presence of four out of
five criteria, sensitivity and specificity were 82.9 and 95.7%, respectively. At the same
time, CLSM allows for a distinction of BCC subtypes, especially of superficial and
solid BCCs. Also, pigmented BCC may be identified by detection of strong contrast
due to the high melanin content, whereas the differentiation of the morpheaform
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BCC appears to be more difficult due to the few strayed tumor nests extending into
the dermis [10].

By means of horizontal mapping, the architecture of larger tumor lobules may be
evaluated, allowing the use of CLSM for margin-controlled surgery. One study on 45
excisions reported sensitivity and specificity values of 97 and 89%, respectively, which
were confirmed in another study. Since the duration of the CLSM examination was
only about 7.5min, the use of this method promises an acceleration of those surgical
procedures [11, 12].

52.4.2
Actinic Keratoses and Squamous Cell Carcinoma

The value of CLSM in diagnostics of epithelial and pigmented skin tumors has
already been surveyed in numerous clinical studies. Epithelial in situ carcinomas of
the actinic keratosis type were examined in 2000 [13]. In that pilot study, hyperker-
atosis, pleomorphism, and architectural disarraywere described as criteria for actinic
keratoses. In subsequent studies, both a high sensitivity (80%) and specificity (96%)
of the method compared with routine histology could be proved. In a study on 46
actinic keratoses, sensitivities and specificities of 80–99% were reached [14]. In
another study on 30 actinic keratoses, values of 89–94% were obtained. The main
features were parakeratosis and/or hyperkeratosis, stratum corneum disruption,

Figure 52.3 CLSM of BCC. Morpheaform variant, tumor lobules (dashed circle, TU), pigmented
cells of dendritic shape.
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individual corneocytes, pleomorphism, and architectural disruption in stratum
granulosum and stratum spinosum [15] (Figure 52.4).

However, in this study, hyperkeratotic actinic keratoses were excluded due to
the limited penetration depth allowed by the method. The assessment of the
lesion�s horizontal extension beyond the clinically visible lesion (subclinical
changes) turned out to be excellent. Hence, the method also qualifies for
monitoring. Invasive SCC displays similar, if more severe, criteria in CLSM.
Vertical extension, however, cannot be recorded owing to the limited penetration
depth of the method [13, 16].

52.5
Multiphoton Tomography (MPT)

52.5.1
Basal Cell Carcinoma

Especially superficial BCCs were suitable for examination by multiphoton tomo-
graphy (MPT), which was mainly due to the limited penetration depth of this
method. For nearly all of the lesions examined, a significantly increased epidermal
thickness compared with perilesional skin could be proved. Also, a large part of

Figure 52.4 CLSM of an actinic keratosis. Clinical II epidermal disarray and keratinocyte
pleomorphism (arrowheads) with different shapes and sizes of dark appearing nuclei.
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the BCCs examined showed a pronounced hyperkeratosis that was at least 60 mm
thick and highly fluorescent, which hindered the imaging of the underlying
epidermis. In these cases, no specific characteristics could be defined in the
epidermis. In a large part of the lesions that showed a less pronounced hyper-
keratosis, the epidermis was twice as thick as in the surrounding areas of
unaffected skin. Therefore, no dermal papillae could be proved even at a depth
of 100–130 mm. The tumor cells produced a monomorphous image. Arrangement
was, as far as could be evaluated, palisade-like. Also, although rarely, elongated
nuclei and cytoplasms could be proved in the lower third of the epidermis, which
were oriented in the same direction in the x–y plane, a feature described as nuclei
polarization. Speckled perinuclear fluorescence was observed in the subcorneal
epidermis of all examined lesions but was also present in the corresponding
normal perilesional skin in most cases.

In nodular BCC, in which the important histological alterations of the dermis
can be proved, evaluation was limited. Comparing intralesional conditions with
those in the surrounding areas, MPT could not detect any differences in the
epidermis. Only one-third of the tumors examined presented typical nodular
aggregates of tumor cells within the dermis. The tumor nests lacked contiguity
with the overlying normal epidermis, and the basal cells within these nests
presented large, oval nuclei, little cytoplasm, and peripheral palisading. The
autofluorescence of these cells was comparable to that of the cells found in the
superficial BCC.

In a further study, additional characteristics of the BCC were defined by
multiphoton imaging. In the multiphoton images, BCC was characterized by
clumps of autofluorescent cells in the dermis. The tumor cells showed a relatively
large nucleus and a higher nucleus-to-cytoplasm ratio. Another prominent feature
revealed by multiphoton imaging is the alteration of extracellular matrix in the
BCC stroma. In the stroma within and surrounding the cancer clumps, second-
harmonic generation (SHG) diminishes whereas autofluorescence signals
increase. The decrease in SHG indicates that the collagen molecule packing has
been disrupted and can reflect an up-regulated collagenase activity in cancer
tissue [17, 18].

52.5.2
Actinic Keratoses and Squamous Cell Carcinomas

In most of the actinic keratoses examined, the stratum corneum proved to be
abnormally thick, reaching values up to 30–40 mm. Inside the thickened stratum
corneum, fluorescent nuclei compartments within the corneocytes were observed.
This morphologic and fluorescent feature has earlier been described to occur in the
presence of hyperkeratosis. In two hyperkeratotic lesions, large, rounded bundles of
keratin were observed within the stratum corneum, corresponding to so-called
keratin pearls. The lower layers of the epidermis displayed an architectural disarray
with polymorphous keratinocytes (Figure 52.5). The stratum basale, however, could
be submitted to only a limited evaluation, which was due to the limited penetration
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depth of the method. The reasons for this limitation were the hyperkeratosis and the
epidermis widened due to acanthosis [19].

52.6
Laser Doppler Imaging

52.6.1
Basal Cell Carcinoma

Histology shows that expanding tumors, and BCCs in particular, are accompanied by
increasing vascularization. Among others, laser Doppler imaging is one way of
imaging this vascularization in vivo. St€ucker et al. [20] performed a study on 16 BCCs
with thismethod, providing a two-dimensional image of the blood flow. In the tumor
regions, blood flowwas always higher than in the surrounding areas, although not as
strongly increased as in patients with melanocytic nevi or malignant melanomas. In
BCCs, however, a fairly homogeneous increase in perfusion all over the tumor was
found.Nevertheless, the peakflow reached lower values than those reached especially
in malignant melanomas. Owing to the wide variability of results, a reliable status
differentiation by means of laser Doppler imaging is considered impossible [20].

Well-structured studies on the perfusion of actinic keratoses and squamous cell
carcinomas are as yet lacking.

Figure 52.5 MPT of an actinic keratosis. Architectural disarray stratum spinosum.
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52.7
Raman Spectroscopy

52.7.1
Basal Cell Carcinoma

The capabilities of Raman spectroscopy in diagnostics of BCCshave been reviewed in
numerous ex vivo surveys.

Raman spectral intensities of carotenoids in human skin have been found to be
increased in BCC, compared with the surrounding skin. At the same time,
differences in lipid and protein structures between BCC and normal skin biopsies
were proved. With supplementary employment of the respective Raman inten-
sities, a complete separation between these tissue types could be achieved [21].
Simple analysis of confocal Raman spectra obtained from various skin depths
showed a 95% separation between normal skin and BCC [22], Confocal Raman
maps of BCC sections have also been shown to identify tumor margins accurately,
with 100% sensitivity and 93% specificity. When applying high-wavenumber
Raman bands (2800–3125 cm�1), BCC could be discriminated from perilesional
tissue.

These results formed thebasis for depth-resolved in vivodiagnostics using confocal
Raman spectroscopy in the form of a hand-held device. The in vivo studies achieved a
specificity of 100% and a sensitivity of 91%.

Morphometricmeasurements of the depth of the proximal tumormargin from the
skin surface was possible in 66% of cases (six out of the nine BCCs). The measured
depths of the tumor margins were 49, 69, 89, 169, 223, 234, 593, 888, and 961 mm
from the surface.

Several of these differences reveal that the pathologic spectra can largely be
separated by protein- and lipid-related Raman activity.

In addition, compared with conventional Raman spectroscopy, polarized Raman
microspectroscopy provides additional relevant information on the molecular order-
ing of molecular biomolecules. Also, it offers a refined discrimination between the
tumor tissue and the normal epidermis.

The depolarization ratios of the bands corresponding to phenylalanine (623,
1339 cm�1), tyrosine (644 cm�1), polysaccharides (1128 cm�1), and trans hydro-
carbon chains (1128 cm�1) in spectra of the tumor were lower than those recorded
in the normal epidermis, representing potential markers to discriminate the
tumor tissue and the epidermis. The depolarization ratios of the bands of the
peritumoral stroma corresponding mainly to lipids (1065 cm�1), collagens, and
various other proteins (920, 940, 1065, and 1128 cm�1) were different from those
of the healthy dermis.

The differences in spectra between the peritumoral and the normal dermis were
lower than the differences between the tumor tissue and the normal epidermis.

The use of polarized Ramanmicrospectroscopy shows that depolarization ratios of
selected vibrations could be potential diagnostic markers to distinguish between the
tumor and normal epidermis, and between peritumoral and normal dermis [23].

52.7 Raman Spectroscopy j813



52.7.2
Actinic Keratoses and Squamous Cell Carcinomas

The spectral intensities of carotenoids were also increased in actinic keratoses,
comparedwith the surrounding skin. At the same time, therewere obvious variations
in Raman spectra between normal skin and hyperkeratotic lesion samples, which are
considered to be related to lipid concentration. In subsequent depth-resolved in vivo
studies, a correct allocation of abnormal spectra could be achieved in 75% of the
actinic keratoses or SCCs. Other than in BCCs, the spectra of SCC tissues generally
show a moderate probability for normal tissue [24].
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53
Pigmented Skin Lesions
Martin Kaatz, Susanne Lange-Asschenfeldt, Peter-Elsner, and
Sindy Zimmermann

53.1
Introduction

Cutaneous melanoma is a malignant tumor that arises frommelanocytic cells and is
potentially the most dangerous form of skin tumor. Simultaneously, cutaneous
malignant melanoma is the most rapidly increasing cancer in white populations,
increasingly also affecting adolescents and young adults [1, 2]. The frequency of its
occurrence is closely associatedwith the constitutive color of the skin and depends on
the geographic zone. The incidence of malignant melanoma in Europe varies from
6–10 per 100 000 per year inMediterranean countries to 12–20 per 100 000 per year in
Nordic countries. Individuals with large numbers of common nevi, congenital nevi
and with atypical nevi (dysplastic nevi) are at greater risk [1].

The prognosis for patients with high-risk or advanced metastatic melanoma
remains poor, despite advances in this field. Patient outcome and curability depend
on timely recognition and excision at early stages of tumor progression. This
situation encourages extensive research on new imaging technologies for early
melanoma detection and differentiation from benign melanocytic nevi or other
non-malignant pigmented lesions.

53.2
Dermoscopy

Dermoscopy (epiluminescence microscopy) allows for visualization of characteristic
features of selected skin lesions that would otherwise be invisible to the naked eye
[3–6]. Thismethod has been studied extensively for the evaluation of pigmented skin
lesions, where by predictions with respect to the status of the lesion may be made.

Two extensive meta-analyses in which studies from different clinical and exper-
imental settings were assessed showed an increase in the diagnostic accuracy in the
detection ofmelanomaswhen employing dermoscopy [7–9]. The diagnostic accuracy
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expressed as the relative diagnostic odds ratio was 15.6 (95% CI 2.9–83.7) times
higher for dermoscopy than for mere visual inspection [10]. It must be kept inmind,
however, that the user�s experience is crucial to diagnostic accuracy, allowing a
decreased excision rate in melanocytic lesions.

According to an expert consensus, after documentation of clinical information on
the patient and the lesion, the first dermoscopic step is the distinction between
melanocytic and non-melanocytic lesions [6, 11]. In this context, dermoscopic criteria
for melanocytic lesions are taken into consideration, including the presence of a
pigment network, aggregated globules, streaks, homogeneous blue pigmentation
and parallel pattern (Figure 53.1). The second step comprises the description of
dermoscopic structures and patterns by standardized terms and optionally the use of
a diagnostic algorithm in order to differentiate between benign and malignant
tumors. Finally, a specific final diagnosis or differential diagnoses should be
provided. With respect to pigmented lesions, the most critical step is the differen-
tiation of benign melanocytic nevi from malignant melanoma. In a study on inter-
observer diagnostic agreement, pattern analysis showed the best diagnostic
performance among the second-step procedures with an inter-observer agreement
of k¼ 0.55 and an intra-observer agreement of k¼ 0.85. Alternative algorithms
including the ABCD rule [12], theMenzies score [13], and the seven-point list [14] had
inferior diagnostic values. Pattern analysis includes the standardized description
of the global pattern, determination of absence or presence and description (typical
vs. atypical or regular vs. irregular) of a pigment network, dots/globules, streaks, a

Figure 53.1 Dermoscopy of malignant melanoma.
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blue–whitish veil, blotchy hypopigmentation, regression structures, and vascular
structures [11]. Among these criteria, the most powerful predictors for a melanoma
were an atypical pigment network, irregular dots and globules, irregular blotches,
and the presence of regression structures, whereas global patterns described as
globular, cobblestone, homogeneous, or starburst were most indicative for nevi
(Figures 53.1 and 53.2).

Recent advances in computer-assisted dermoscopy may be applied for the follow-
up of suspicious melanocytic skin lesions. Sequential digital dermoscopy (SDD)
comprises the digital acquisition of dermoscopic images and their storage, allowing
for a longitudinal observation of the dynamic changes of a lesion. In several studies,
an improvement in the diagnostic power compared with routine dermoscopy was
shown [15–17]. These elaboratedmethodswere applied especially for the follow-up of
high-risk patients and for the evaluation of the dynamic change of lesions that do not
fulfill dermoscopic criteria [8, 18, 19].

53.3
Optical Coherence Tomography (OCT)

Optical coherence tomography (OCT), which is based on the principle of Michelson
interferometry using light of short coherence length, has been employed for a variety
of dermatologic applications in the past decade. However, few studies evaluated the

Figure 53.2 Dermoscopy of nevus.
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use of this method for the differentiation of melanocytic skin lesions. In a study with
75 patients, criteria for the differentiation of benign and malignant melanocytic
lesions by OCT were established by Gambichler et al. [20]. Criteria that were more
frequently associated with malignant melanoma compared with melanocytic nevi
include marked architectural disarray and a blurred dermo-epidermal junction [20]
(Figures 53.3 and 53.4). Controlled studies on sensitivity and specificity of the
method are lacking, however.

Figure 53.3 OCT of malignant melanoma.

Figure 53.4 OCT of nevus.
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53.4
Confocal Laser Scanning Microscopy (CLSM)

Confocal laser scanningmicroscopy (CLSM) is based on an 830 nmdiode laser that is
used as a point light source in a scanning mode providing horizontal tomographic
images. The visualization of tissues is based on the different refractive indices of the
distinct tissue chromophores and cell structures.

There have been numerous studies on CLSM for the evaluation of pigmented skin
lesions. Initial investigations have shown that CLSM is particularly suitable for the
evaluation of melanocytic lesions, since melanin provides a very strong contrast.
In an investigation on 117 melanocytic lesions including 27 malignant melanomas,
the sensitivities and specificities of five observers were reported to be 59–96 and
94–100%, respectively [21]. In another study of 125 melanocytic lesions, CLSM was
compared with dermoscopy, resulting in similar specificities of 83 and 84%,
respectively. In contrast, a much higher sensitivity was obtained by CLSM (97 vs.
89%) [22].

Typical features described for the malignant melanoma include the �non-edged
papillae,� irregular nests of atypical melanocytes, a pronounced dissolution of the
normal epidermal structure, the existence of large, highly refractive cells with a
prominent nucleus in the epidermis, and large dendritic cells with long, irregular
branches, and also atypical nests of cerebriform morphology [23].

In contrast, benign melanocytic nevi are characterized by small, monomorphic,
round to oval cells at the dermo-epidermal junction (junctional nevi), or at the
junction and in the superficial dermis (compound nevi). Papillae are particularly well
defined (so-called �edged papillae�). Furthermore, both the visualization of regular,
homogeneously structured nests of melanocytes and a regular structure of the
epidermis are considered to be decisive criteria for the classification of a lesion as
benign nevus.Here, the structure of the epidermismay follow either a honeycomb or
a cobblestone pattern. Dysplastic nevi display irregularly structured papillae with
modified shapes, and also the existence of atypical melanocytes at the junction
zone [21, 24] (Figure 53.5).

A number of further skin lesions with pigment disturbance were examined.
Seborrheic keratoses are characterized by a cerebriform architecture of the
epidermis, well-defined, round, black areas filled with whorled refractive material
(horn cysts), and enlarged papillary rings lined by brightly refractive cells
(pigmented keratinocytes). Plump bright cells (melanophages) may be present
in the dermis. Vitiligo presents a complete loss of dermal papillary rings at
the dermo-epidermal junction and no bright cells in the epidermis. Dendritic
melanocytes may be found at the basal layer in repigmented skin. The features
of lentigo include hyperrefractive dermal papillary rings with ovoid to annular
or polycyclic contours at the dermo-epidermal junction. Plump bright cells
(melanophages) may be present in the dermis. Melasma is characterized by
increased cobblestoning and the presence of dendritic melanocytes at the basal cell
layer [25].

53.4 Confocal Laser Scanning Microscopy (CLSM) j821



53.5
Multiphoton Laser Tomography (MPT)

The principle of multiphoton imaging is the simultaneous absorption of two
or more photons by a fluorophore and emission of one photon at a shorter
wavelength, that is, with higher energy. While most of the fluorophores are located
intracellularly, elastin and collagen as extracellular matrix proteins also have fluo-
rescent properties. A characteristic phenomenon of fibrillar collagen is its ability for
second-harmonic generation (SHG). In sum, the photons emitted from the dermis
consist of both autofluorescence and SHG effects. Due to high resolution and the
properties of melanin and its components for autofluorescence, a recent study
examined the significance of MPT in the diagnostics of malignant melanomas. The
investigation included 83melanocytic skin lesions, including 26melanomas. In this
study, distinct morphologic differences in melanoma compared with melanocytic
nevi were identified by multiphoton laser tomography (MLT). Sensitivities and
specificities values up to 95 and 97%, respectively, were achieved for diagnostic
classification.

The most significant diagnostic criteria include architectural disarray of
the epidermis, poorly defined keratinocyte cell borders and the presence of pleo-
morphic or dendritic cells [26] (Figures 53.6 and 53.7). Remarkable differences

Figure 53.5 Irregular/non-edged papillae with sparse clusters/some large bright cells (circle).
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Figure 53.6 MPT of malignant melanoma: stratum granulosum with atypical melanocytes.

Figure 53.7 MPT of malignant melanoma: stratum spinosum, dendritic cells.
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in real-time behavior of keratinocytes in contrast to melanocytes were detected.
The fluorescence lifetime distribution was found to correlate with the intracellular
amount of melanin [27]. Spectral analysis of melanoma revealed amain fluorescente
peak around 470 nm in combination with an additional peak close to 550 nm
throughout all epiclermal layers [27].

53.6
Raman Spectroscopy

Raman spectroscopy is an optical technique that probes the vibrational activity of
chemical bonds, and each molecule has a spectral signature characteristic of its
modes of vibration. These spectral signatures can be used to identify unknown
substances in a sample, or to differentiate samples according to their chemical
constituency.

Cartaxo et al. conducted a survey of 10 excision biopsy samples of malignant
melanoma, nine benign melanocytic nevi, and 10 healthy skin samples ex vivo
[28]. In this pilot study, a high correlation of the Fourier transform Raman
spectra was observed between the elements of the same group. A great variation
was found in the pigmented nevi and in the malignant melanoma group,
whereas no significant variation of the spectra was observed for normal control
skin sites. Measured in the vibrational modes for polysaccharides, tyrosine, and
amide-I, the discriminatory analysis showed an efficiency of 75.3% in the
differentiation of the three groups. In further examinations of small groups of
patients, lymph node and brain metastases of malignant melanoma could also be
differentiated [29, 30].

53.7
Laser Doppler Imaging

Laser Doppler perfusion imaging (LDPI) is a sophisticated technique for measure-
ment of cutaneous blood flow that possesses broad applications within dermatology.
Themajor advantages of LDPI includemeasurement of bloodflowover an area rather
than at a single site and measurement without contacting the skin, which could
potentially influence blood flow.

Vascularization is an important element especially of tumor growth. Therefore, for
the noninvasive differentiation of skin tumors, the vascular pattern is taken
into account, in most examination methods. St€ucker et al. measured blood flow
patterns in basal cell carcinomas, benign nevi, and malignant melanomas with a
laser Doppler imager [31]. The results showed the highest perfusion in junctional
nevi and malignant melanomas. This technique, however, is preferably employed in
combination with other examination methods owing to its low sensitivity and
specificity.
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54
Monitoring of Blood Flow and Hemoglobin Oxygenation
Sean J. Kirkpatrick, Donald D. Duncan, and Jessica Ramella-Roman

54.1
Introduction

The primary means of supplying nutrition and oxygen to the skin is the micro-
vasculature. This same network of vessels also plays a key role in wound repair and
thermoregulation. Because of this, reliable measures of cutaneous blood flow are
necessary for a variety of pharmacological and physiological studies [1], and also for
a number of direct clinical applications, including evaluating skin blood flow
reserve in diabetic patients [2], assessing cutaneous flow in patients suffering from
hypertriglyceridemia [3], determining vascular resistance for the differential
diagnosis of vascular disease [4], investigating the effects of locally applied pressure
on the development of pressure ulcers [5], studying the changes in blood flow
following burns [6], and assessing the changes in the microvascular blood flow
dynamics associated with photodynamic therapy [7]. From a historical perspective,
there have been numerous approaches for measuring blood flow and inferring
perfusion (the product of the scalar flow velocity and the concentration of red blood
cells in the probed area). In general, these approaches can be divided into two
categories: laser Doppler velocimetry techniques (both point and scanning
approaches) and laser speckle techniques. The distinction between the two cate-
gories may be somewhat artificial; however, for ease of discussion we will maintain
this classification.

The assessment of oxygen saturation of skin has been used in the monitoring of
edema and erythema [8], in the demarcation of certain skin lesions and tumors [9, 10],
including the evolution ofKaposi�s sarcoma (KS) [11], and formonitoring the progress
of skin ulcers [12, 13]. Near-infrared imaging spectroscopy [14] was used to obtain
maps of oxygen saturation of thermal burns and to separate superficial from deep
burns, while other groups showed that SO2 can be used to quantify skin inflammation
due to an irritant [15]. Finally, SO2was shown to be ametric of interest when assessing
the onset of autonomic dysreflexia [16]. The experimental methodologies mentioned
utilize the time averages of skin SO2, thus implying that the arterial, venous, and
capillary SO2, can be lumped into one unique number (reported SO2 values vary
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between 0.5 and 0.7).When arterial flow is isolated, such as in pulse oximetry, normal
values of SO2 exceed 0.98. Only time-averaged techniques are considered here.

54.2
Laser Doppler Approaches to Quantifying Cutaneous Blood Flow

For cutaneous blood flow, one can generally divide laser Doppler measurements into
the categories of point-wise and regional. While both categories rely on the same
physical phenomenon, the frequency shift observed when light of a given wavelength
is scattered by a moving object, the hardware and software implementations are
different.Moreover, the character of themotion estimates is also different. Point-wise
measurements rely on a small measurement volume, typically �0.1mm3 and less,
that is defined by two or more laser beams that cross at an oblique angle. Many
commercial systems exist (e.g., TSI, Dantec Dynamics, Measurement Science Enter-
prise) that are capable of providing (without calibration) absolute velocities in one,
two, or three dimensions. Such systems can provide vectorial velocity measurements
within vessels of sizes down to the regiondefinedby the beamcrossing volume. These
systems are typically referred to asheterodynebecause one of the laser beams,which is
typically frequency shifted, provides an interferometric reference for the other.
Because of this frequency shift, themeasurement provides both direction and velocity.

Regional measurement is provided by laser Doppler perfusion systems [17]. In
this category are the optical fiber-based probe systems [laser Doppler perfusion
monitoring ( – LDPM] and systems that employ a scanned laser or area illumination
and CCD or CMOS detectors [laser Doppler perfusion imaging (–LDPI] (Moor
Instruments). All of the LDPx systems rely on a measurement of Doppler shift as
well, but have a limiting resolution that is large compared with the cutaneous
vasculature structure. The Doppler shift that they perceive is due to motion in a
variety of directions, thus resulting in a broadened Doppler spectrum. Multiple
scattering within the interrogation volume further broadens this Doppler spec-
trum [18]. A measure of motion is derived by inspecting the width of this Doppler
spectrum. As a result, such measurement concepts provide qualitative measure-
ments of regionalflow, that is, perfusion. Such systems are often termed homodyne
because the reference is provided by scatter from supposedly stationary tissues
outside the vasculature. They have been useful in a variety of research [19] and
clinical applications [20] where the objective is to measure perfusion changes
resulting from some stimulus. Any attempt to provide quantitative assessment
of volumetric flow using such systems, however, is fraught with difficulties. An
example is the difficulty in establishing a �biological zero� [21], that is, a zero
instrument reading when biological motion has supposedly been halted. Such a
condition is typically established using a pressure cuff. Motion persists, nonethe-
less, due simply to Brownian motion. A standardization of sorts for these LDPx
measurements can be provided by using an in vitro calibration with an aqueous
suspension of microspheres. The subsequent in vivomeasurements, however, still
represent a regional, qualitative estimate of motion for the reasons outlined above.
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One reoccurring issue with Doppler measurements of whatever kind is that
velocity does not equal flow. Although this is true, they are in fact highly correlated.
For example, for flow of a Newtonian fluid within a vessel, the velocity profile is
parabolic (Poiseuille flow). As a result, the volume flow can be inferred from a
measurement of the centerline velocity. Blood, however is non-Newtonian; at low
shear rates it displays an elevated viscosity, attributed to the agglomeration of cells,
whereas at high shear rates the lowered viscosity is attributed to deformation of
cells [22]. Nevertheless, a number of studies [23–25] suggest that for vessels between
155 and 2000mm the effect can be ignored. As a result, a measurement of centerline
velocity together with knowledge of the configuration of the vessel, can be used to
infer volume flow rate.

54.3
Laser Speckle Methods for Blood Flow Estimations

The concept of estimating flow based on the contrast of a time-integrated laser
speckle pattern was introduced 30 years ago by Fercher and Briers [26]. As originally
proposed, the concept was to illuminate a vascularized tissue with a coherent light
source and take a photograph with a particular exposure time. The concept relies on
the fact that an image formed in coherent illumination has a high-contrast, speckled
appearance. Further, if the illuminated object moves, the speckles translate and
scintillate. If the exposure time is long compared with the speckle fluctuation time,
the imaged speckles are blurred, that is, the contrast is reduced. Contrast,K, is simply
defined here asK�sI/mI, where sI and mI are the standard deviation and themean of
the measured intensity, respectively, typically assessed over a small window of say
5� 5 or 7� 7 pixels. Therefore, in principle, the idea is to infer a temporal correlation
time constant from the observed speckle contrast and subsequently relate this
time constant to the flow velocity. Since that time, numerous variations on the
same theme have been proposed and implemented [27–30]. Regardless of the
specifics, the general concept has remained the same, namely, the idea is to infer
a temporal correlation time constant from the observed speckle contrast and
subsequently relate this time constant to the flow velocity.

Laser speckle contrast imaging (LASCI), laser speckle contrast analysis (LASCA),
and all of the numerous other titles given to this same general approach have strong
appeal, namely, the hardware requirements are minimal, requiring only a laser
source and a camera, and the technique is fullfield, thus holding promise for fullfield
velocity estimates. In addition, the approach always yields results (i.e., a moving
speckle pattern) and it can be relatively straightforward to demonstrate a correlation
between velocity and speckle contrast [27, 31, 32]. The challenge is to provide a
quantitative relationship between these parameters, and this has yet to be demon-
strated in a convincing fashion. A number of the issues that have impeded the
progress of LASCI from a correlative technique to a truly quantitative technique were
reviewed by Kirkpatrick and co-workers [33, 34]. Recently, Boas and Dunn [35]
reviewed the history of and developments in laser speckle contrast imaging, using the
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formalisms of quasi-elastic light scattering and diffusing wave spectroscopy as a
theoretical starting point. These related techniques have very similar underlying
statistical theory; however, their data collection and data analysis requirements differ
substantially from those of LSCI, and care must be taken by the user when viewing
LSCI from this vantage point.

LSCI has a further advantage, that is, the simplicity at which the spatial resolution
can be altered from the size of small arteries and veins up to larger areas. Dunn
et al. [36] and Zhou et al. [37], for example, have exploited the temporal effects in LSCI
to investigate changes in regional blood perfusion.

Laser speckle contrast imaging is a promising tool for assessing flow in the
cutaneousmicrovasculature. At present, its greatest potential lies perhaps in assessing
relative changes in regional blood perfusion. Challenges such as speckle movement
not associated with blood flow (e.g., rigid body motion associated with respiration),
multiple scattering, and the presence of a spectrum of decorrelation times in the
observed speckle patterns still need to be rigorously investigated and dealt with in
order to make LSCI a truly quantitative tool for blood flow velocity measurement.

54.4
Oxygenation

Experimental systems for the assessment of SO2 in the skin are varied and
application dependent. Nevertheless, two main categories can be established –

fiber-based systems and imaging systems. When using fiber-based systems, only
very localized information can be gathered as fiber probes tend to be only a few
millimeters in size. These systems have several advantages, first and foremost
being that diffusion-based models of light propagation in the skin may be used
(depending on fiber geometry [38]). Moreover, since fibers generally are interfaced
with spectrometers, hundreds of wavelengths can be measured in relatively short
time. The redundancy in the data can be used to quantify different metrics of
interest apart from SO2, such as melanin, water, or biliriubin content. Imaging
systems generate spatial maps of SO2 and are preferable when monitoring
extended lesions. These systems are noncontact and can be useful in clinical
scenarios where infection is an issue.

The measurement of skin oxygen saturation starts generally with the assessment
of the skin absorption ma, scattering coefficient ms, or reduced scattering coefficient
ms. Once these global parameters have been calculated, the specific chromophores
and scatterers can be inferred [11, 39]. The assessment of the skin optical properties
from skin reflectance spectra or wavelength-dependent images depends largely on
the instrumentation used.Whenfibers are used, diffusion theorymay apply provided
that the source–detector separation is longer than five mean free paths, MFP¼ 1/
(ma þ ms

0) [10]. Several authors have used this approach [16, 38, 39] using probes
arranged in a configuration with one source fiber and several detector fibers at
increasing distance from the source. The detectors are connected either to multiple
spectrometers [16] or to optical switches and a single spectrometer [9, 40]. This type of
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probe can be used tomeasure oxygen saturation at different depths, where the longest
source–detector separation corresponds to thedeepest penetration in the tissue. Some
uncertainties exist when using diffusion-based models due to boundary conditions
and the fact that shallow penetration is desired. A diffusive probe can be used in these
cases, [41] where a thin Spectralon slab is inserted between the collector fiber tips and
the skin; the slabs act as a diffuser. Yet another approach is the use of look-up table
(LUT) inverse models [42], where an LUT is generated from diffuse reflection data
obtained with tissue-simulating phantoms. The phantom optical properties at several
wavelengths need to be known and are measured with benchtop techniques, such as
integrating spheres and inverse adding doubling (IAD)models [40]. An iterative least-
squares fit is ultimately used to formulate the inverse model.

Reflectance-based imaging systems are constructed with a black and white imager
(CCDorCMOS) combinedwith either afilterwheel and several narrowbandfilters or
a liquid crystal tunable filter (LCTF). Spectroscopic snapshot systems have also been
used based either on division of aperture [13] or the addition of a custom mosaic
filter [40]. Often cross-polarizers are used on the source and detector to eliminate
specular reflection. Imaging spectroscopy for the assessment of SO2 relies heavily on
empirical parametric models, as even in diffusive media such as skin, diffusion
theory cannot be used. Exceptions are structured illumination systems, where the
light source is spatially modulated, and contains DC and AC components that can be
separated with a phase-shifting technique [43]. From these two components, the bulk
absorption and scattering coefficient of skinmay be calculated and ultimately oxygen
saturation obtained [39].
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Sensing Glucose and Other Metabolites in Skin
Elina A. Genina, Kirill V. Larin, Alexey N. Bashkatov, and Valery V. Tuchin

55.1
Introduction

Recent technological advances in the photonics industry have led to a resurgence
of interest in optical imaging technologies and real progress towards the
development of noninvasive clinical functional imaging systems. Application
of optical methods to physiological condition monitoring and cancer diagnostics,
and also for treatment, is a growing field owing to the simplicity, low cost, and
low risk of these methods. The development of noninvasive measurement
techniques for monitoring of endogenous (metabolic) agents in human tissues
is very important for the diagnosis and therapy of various human diseases
and might play a key role in the proper management of many devastating
conditions.

Glucose is amonosaccharide sugar with chemical formula C6H12O6. It is one of the
most important carbohydrate nutrient sources and is fundamental to almost all
biological processes as it required for the production of ATP and other essential
cellular components. The normal range of glucose in human blood is 70–160mgdl�1

(3.9–8.9mM; 1mM¼ 18.0mgdl�1) depending on the time of the lastmeal, the extent
of physical tolerance, and other factors [1]. Freely circulating glucose molecules in the
bloodstream stimulate the release of insulin from the pancreas. Insulin (a large
peptide hormone composed of two proteins bound together) helps glucosemolecules
to penetrate the cell wall by binding to specific receptors in cellmembranes, which are
normally impermeable to glucose. Diabetes is a disorder caused by decreased
production of insulin, or by decreased ability to utilize insulin in transport of the
glucose across cell membrane. As a result, a high and potentially dangerous concen-
tration of glucose can be accumulated in the blood (hyperglycemia) during the
disease [2]. Therefore, it is of great importance to maintain blood glucose concen-
tration within the normal range in order to prevent possibly severe complications.

A significant role for physiological glucose monitoring is in the diagnosis and
management of several metabolic diseases, such as diabetes mellitus (or simply
diabetes). A number of invasive and noninvasive techniques have been investigated
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for glucosemonitoring [3]; however, the problem of noninvasive glucosemonitoring
in a clinically acceptable form has not yet been solved.

While the standard analysis of blood currently involves puncturing a finger and
subsequent chemical analysis of collected blood samples, in recent decades nonin-
vasive blood glucose monitoring has become an increasingly important topic of
investigation in the realm of biomedical engineering. In particular, the introduction
of optical approaches has brought exciting advances to this field [4].

Tissue metabolites play an important role in the state of the human organism. For
example, bilirubin-IXa, ametabolite of normal heme degradation, occurs in blood as
a water-soluble complex with human serum albumin. It can cause life-threatening
neurotoxic effects in babies with hyperbilirubinemia if its level becomes too high and
it partitions into the brain [5]. Therefore, noninvasive monitoring of the bilirubin
level in serum is very important in some clinical cases.

The defense mechanism of the skin is based on the action of antioxidant
substances such as carotenoids, vitamins, and enzymes. b-Carotene and lycopene
represent more than 70% of the carotenoids in the human organism. The topical
or systemic application of b-carotene and lycopene is the general strategy for
improving the defense system of the human body. For the evaluation and
optimization of this treatment, it is necessary to measure the b-carotene and
lycopene concentrations in the tissue, especially in the human skin as the barrier
to the environment [6].

Many optical techniques for sensing different tissue metabolites and glucose in
living tissue have been developed over the last 50 years. Methods based on fluores-
cence [7–17], near-infrared (NIR) and mid-infrared (mid-IR) spectroscopic [18–26],
Raman spectroscopic [22, 27–29], photoacoustic [30, 31], optical coherence tomog-
raphy (OCT) [32–36], and other techniques are discussed in this chapter.

55.2
Light–Tissue Interaction

Optical sensing techniques are defined by light–tissue interaction. This interaction
depends on the optical properties of tissue components and structures. The absorp-
tion depends on the type of predominant absorption centers and water content in
tissues. Absorption formost tissues in the visible region is insignificant except for the
absorption bands of blood hemoglobin and some other chromophores [37]. The
absorption bands of proteinmolecules aremainly in the near-ultraviolet (UV) region.
Absorption in the IR region is essentially defined by the water absorption spectrum
and its concentration in tissues. In the NIR spectral range, the main light absorbers
are water and lipids, which are present in different tissues in various quantities. In
this spectral range, the absorption bands of water in skin with maxima at 930,
970 [38], 1197, 1430, and 1925 nm [39] and lipids with maxima at 1212, 1710, and
1780 nm [40, 41] are observed. The absorption bands of oxyhemoglobin withmaxima
at about 415, 540, and 575 nm are observed in the visible spectral range [42, 43].
Absorption of water in this spectral range is negligible.
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Fluorescence arises upon light absorption and is related to an electronic
transition from the excited state to the ground state of a molecule. Fluorescence
spectra often give detailed information on fluorescent molecules, their confor-
mation, binding sites, and interaction within cells and tissues or other molecules.
On excitation of biological objects by UV light (l� 370 nm), autofluorescence of
proteins and also of nucleic acids can be observed. Autofluorescence of proteins is
related to the amino acids tryptophan, tyrosine, and phenylalanine with absorp-
tion maxima at 280, 275, and 257 nm, respectively, and emission maxima between
280 nm (phenylalanine) and 350 nm (tryptophan) [44–47]. Fluorescence from
collagen or elastin is excited between 400 and 600 nm with maxima around
400, 430, and 460 nm. Fluorescence of collagen and elastin can be used to
distinguish various types of tissues, for example, epithelial and connective
tissues [46–49].

The reduced form of coenzyme nicotinamide adenine dinucleotide (NADH) is
excited selectively in the wavelength range 330–370 nm. NADH is most concen-
tratedwithinmitochondria, where it is oxidizedwithin the respiratory chain located
within the inner mitochondrial membrane, and its fluorescence is an appropriate
parameter for detection of ischemic or neoplastic tissues [46, 49]. Flavin mono-
nucleotide (FMN) and flavin adenine dinucleotide (FAD) with excitation maxima
around 380 and 450 nm have also been reported to contribute to intrinsic cellular
fluorescence [46].

55.3
Fluorescence Measurements

Fluorescent kinetic probes have been used to obtain information on the antiox-
idant activity of the skin and eye pigment melanin and its biogenetic precursors
5,6-dihydroxyindole and 5,6-dihydroxyindole-2-carboxylic acid [50]. These consti-
tute the major monomeric building blocks of eumelanin, the brown and dark
melanin type. These precursors occur in relatively high local abundance in the
melanocytes and keratinocytes, and their enhanced blood or urine levels provide
biochemical markers for malignant melanoma and a diagnostic tool for its
therapy [50].

Porphyrin molecules, for example, protoporphyrin, coproporphyrin, uropor-
phyrin, and hematoporphyrin, occur within the biosynthetic pathway of hemoglo-
bin, myoglobin, and cytochromes. Abnormalities in heme synthesis, occurring in
cases of porphyries and some hemolytic diseases, may enhance considerably the
porphyrin level within tissues [44]. Several bacteria, for example, Propionibacterium
acnes, and bacteria within dental plaque (biofilm), such as Porphyromonas gingivalis,
Prevotella intermedia, and Prevotella nigrescens, accumulate considerable amounts of
protoporphyrin [51, 52]. Therefore, acne and oral and tooth lesion detection based
onmeasurements of intrinsicfluorescence specific to porphyrinmolecules appears
to be a promising method of disease diagnostics. For example, time-gated fluo-
rescence spectroscopy was successfully applied to the detection of the tumor within
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tissues based on the strong autofluorescence signal coming from accumulated
porphyrins [53].

A number of fluorescence-based techniques have been developed and applied
in attempts to sense blood glucose concentration [4, 7–10]. The techniques can be
subdivided into two general categories: glucose oxidase (GOx)-based and affinity-
binding sensors. Sensors in the first category use the electroenzymatic oxidation
of glucose by GOx in order to generate an optically detectable glucose-dependent
signal [7]. In the late 1990s, research towards a reagentless glucose sensor, using
the deactivated apo-GOx enzyme [8], was started, which used the enzyme as a
receptor rather than a catalyst. This work showed that apo-GOx retained its high
specificity and in many ways paved the way for advances in the development of a
new biosensor genre [9, 10]. Several methods for optical detection of the products
of this reaction and, hence, the glucose concentration driving the reaction have
been presented [11–13]. A simple approach for creating a sensor based on this
reaction is to incorporate an oxygen-sensitive dye such as a ruthenium complex
[7, 13]. Ruthenium(II) complexes exhibit fluorescence quenching in the presence
of oxygen; therefore, a decrease in local oxygen concentration can be detected as
an increase in fluorescence of a ruthenium-based dye. Incorporating GOx and a
ruthenium dye together results in a sensor whose fluorescence increases with
increase in glucose concentration, since increased glucose concentration will lead
to an increased consumption of O2. A disadvantage of this simple approach is
that a decrease in local oxygen content may not be distinguished from a rise in
glucose concentration.

Fluorescent affinity-binding sensors utilize competitive binding between glucose
and a suitable labeled fluorescent compound to a common receptor site. Several
methods are based on F€orster resonance energy transfer (FRET) and on competition
between glucose and dextran for concanavalin-A (ConA) binding sites [7]. The assay
components are ConA labeled with an energy acceptor, or an energy donor, and
dextran labeled with the complementary molecule for FRET [14, 15]. Glucose
displaces the dextran labeled with the fluorophore at the ConA binding sites and
consequently FRET-based quenching occurs as its fluorescence it critically depen-
dent on the distance between donor molecule (e.g., ConA) and acceptor molecule
(e.g., dextran). The use of ConA as the membrane-bound molecule affords a very
sensitive technique because of the strong affinity of ConA to glucose. Using this
approach, glucose concentrations can bemeasured by a decrease in amplitude of the
fluorescence peak with increasing glucose concentration. In either approach, the
fluorescence techniques appears to be very specific to glucose and sensitive to glucose
concentration, without interference from other constituents frequently found in
blood and tissues.

Although no fluorescence-based sensing devices are yet commercially available, it
appears that a number of the techniques have been sufficiently developed to expect
that clinically-viable devices are just over the horizon, and more activity in trials will
be observed in the next few years. Advances in nanomaterials such as quantum dots
will likely allow improvements in optical stability and choice of excitation/emission
wavelengths for various transduction methods [16, 17].
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55.4
IR Spectroscopy

Measurements of the absorption and scattering of NIR light traveling through tissue
may provide a usefulmeans to quantify functional parameters of tissues, such as total
hemoglobin concentration and blood oxygen saturation and glucose [54]. The optical
absorption methods for glucose measurements are based on the concentration-
dependent absorption of specificwavelengths of light by glucose or othermetabolites.
In theory, a beam of radiation may be directed through a blood-containing portion of
the body and the exiting light analyzed to determine the content of glucose by
assessing the absorption spectrum.

For example, the mid-IR spectral bands of glucose and other carbohydrates have
been assigned and are dominated by C�C, C�H, O�H, O�C�H, C�O�H and
C�C�H stretching and bending vibrations [22]. The 800–1200 cm�1

fingerprint
region of the IR spectrum of glucose has bands at 836, 911, 1011, 1047, 1076, and
1250 cm�1, which have been assigned to C�H bending vibrations [22]. A
1026 cm�1 band corresponds to a C�O�H bending vibration and the 1033 cm�1

band can be associated with the n(C�O�H) vibration [22] or the n(C�O�C)
vibration [55]. Therefore, it might be possible to utilize these spectrum
�fingerprints� to quantify the concentration of carbohydrates in the sample with
good specificity.

Despite the specificity offered by IR absorption spectroscopy, its application to
quantitative blood glucosemeasurement is limited. A strong background absorption
by water and other components of blood and tissues severely limits the pathlength
that may be used for transmission spectroscopy to roughly 100 mm or less. Further,
the magnitude of the absorption peaks and the dynamic range required to record
them make quantification based on these sharp peaks difficult. Nonetheless,
attempts have beenmade to quantify blood glucose using IR absorption spectroscopy
in vitro and in vivo [8, 23–26].

A new concept for in vivo glucose detection in themid-IR spectral range is based on
the use of two quantum cascade lasers emitting at wavelengths 9.26 and 9.38mm to
produce photoacoustic signals in the forearm skin [56]. One of the wavelengths
correlates with glucose absorption, whereas the other does not. Determination of
glucose concentration in the extracellular fluid of the stratum spinosum permits the
deduction of the glucose concentration in blood, because the two factors correlate
closely with each other. This method allows one to improve glucose specificity and to
remove the effect of other blood substances.

In contrast to the mid-IR range, the incident radiation in the NIR spectral range
passes relatively easily through water and body tissues, allowing moderate path-
lengths to be used for the measurements. Therefore, a large amount of effort has
been devoted to the development of NIR spectroscopic techniques for the nonin-
vasivemeasurement of blood glucose [18]. TheNIR region is ideal for thenoninvasive
measurement of human body compositions because biological tissue is relatively
transparent to light in this region, the so-called therapeutic window. The molecular
formula of glucose is C6H12O6 and several hydroxyl and methyl groups are present.
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They are mainly hydrogen functional groups whose absorption occurs in the NIR
region. For glucose, the second overtone absorption is in the spectral region
1100–1300 nm and the first overtone absorption is in the region 1500–1800 nm [19].
In the range 1400–1500 nm, there is a peak that corresponds to the absorption peak of
water. This information provides the theoretical basis for the measurement of blood
glucose using NIR spectroscopy [19, 20].

The concept of noninvasive blood glucose sensing using the scattering properties
of blood is an alternative to the spectral absorption method. The method of NIR
frequency-domain reflectance is based on changes in glucose concentration, which
affect the refractive index mismatch between the interstitial fluid and tissue fibers,
and hence reduced scattering coefficient m0s [57, 58]. The refractive index n of the
interstitial fluid modified by glucose is defined by the equation [44]

nglw ¼ nw þ 1:515� 10�6 � Cgl ð55:1Þ

where Cgl is glucose concentration in mg dl�1 and nw is the refractive index of
water [58]. As the subject�s blood glucose rise, m0s decreases (see Figure 55.1). Key
factors for the success of this approach are the precision of the measurements of the
reduced scattering coefficient and the separation of the scattering changes from

nmedium
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+
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Figure 55.1 Mechanism of glucose-induced
changes in the scattering coefficient of a
medium: the increase in glucose concentration
in themedium (shown as blue ellipses) changes
the refractive index of the medium by
þ dnglucose, decreases the refractive index

mismatch between scattering centers (shown
as green circles) and the medium, and, hence,
reduces the scattering coefficient (the scattering
of light is shown as thin red arrows and incident
light is shown as thick red arrows).
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absorption changes, as obtained with the NIR frequency-domain spectrometer [57].
Evidently, other physiological effects related to glucose concentration could account
for the observed variations of m0s and, as it wasmentioned earlier, the effect of glucose
on the blood flow in the tissue may be one of the sources of the errors in m0s
measurements.

One critical difficulty associated with in vivo blood glucose assay is the extremely
low signal-to noise ratio of the glucose peak in the NIR spectrum of human skin
tissue. Therefore, themain problem inNIRglucosemonitoring is the construction of
calibration models [19, 20, 59, 60].

The calibration models typically developed from controlled experiments such as
oral glucose tolerance tests might have a better opportunity to provide an acceptable
correlation between blood glucose level and the reduced scattering coefficient. At
present, the utilization of several experiment data sets for quantitative modeling is
most useful to avoid the chance of poor temporal correlation. In one study [59], partial
least-squares regression was carried out for the NIR data (total 250 paired data set)
and calibration models were built for each subject individually. The selection of
informative regions in NIR spectra for analysis can significantly refine the perfor-
mance of these full-spectrum calibration techniques [60].

A floating-reference method of calibration has been described [20, 21]. The key
factor and precondition of the method are the existence of a reference position
where diffuse reflectance light is not sensitive to the variations in glucose con-
centration. Using the signal at the reference position as the internal reference for
human body measurement can improve the specification for extraction of glucose
information [20].

55.5
Photoacoustic Technique

The photoacoustic technique is based on sensitive time-resolved detection and
analysis of laser-induced pressure waves using an ultrasound transducer. Both in
vitro and in vivo studies have been carried out in the spectral range of the transparent
�tissue window� around the 1 mm, to assess the feasibility of photoacoustic spec-
troscopy (PAS) for noninvasive glucose detection [30]. The photoacoustic (PA) signal
is obtained by probing the sample with monochromatic radiation, which is mod-
ulated or pulsed. Absorption of probe radiation by the sample results in localized
short-duration heating. Thermal expansion then gives rise to a pressure wave, which
can be detected with a suitable acoustic transducer. An absorption spectrum for the
sample can be obtained by recording the amplitude of generated pressure waves as a
function of probe beam wavelength [30]. The pulsed PA signal is related to the
properties of a turbid medium by the equation [30]

PA ¼ k bnn=Cp
� �

E0meff ð55:2Þ
where PA is the signal amplitude, k is a proportionality constant, E0 is the incident
pulse energy, b is the coefficient of volumetric thermal expansion, n is the speed of
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sound in themedium,Cp is the specific heat capacity, n is a constant between one and
two, depending on the particular experimental conditions, and meff¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3maðma þm0sÞ

p
.

In thePAS technique, the effect of glucose can be analyzed by detecting changes in the
peak-to-peak value of laser-inducedpressurewaves due to changes in the absorptionor
scattering as a function of the glucose concentration [31, 61].

Investigations have demonstrated the applicability of PAS to the measurement of
glucose concentration [31, 32]. The greatest percentage change in the PA response
was observed in region of the C�H second overtone at 1126 nm, with a further peak
in the region of the second O�H overtone at 939 nm [30]. In addition, the generated
pulsed PA time profile can be analyzed to detect the effect of glucose on tissue
scattering, which is reduced by an increase in glucose concentration [62].

Monitoring of the photoisomerization of bilirubin–human serum albumin
(BR–HSA) complex is very important in the phototherapy of jaundiced newborns.
This complex represents a chromophore–protein interaction. Isomerization reac-
tions of BR–HSA have revealed a detectable structural volume change when studied
by photothermal techniques such as laser-induced optoacoustic spectroscopy. ThePA
signal from solutions of BR–HSA together with the signal amplitude from the
calorimetric reference was used to calculate the structural volume change within
detection limits [63].

55.6
Raman Spectroscopy

Raman spectroscopy is a powerful technique for the analysis and identification of
molecules in a sample. Raman spectroscopy measures inelastically scattered light
that results from oscillations and rotations of atoms and atomic groups inmolecules
(see Figure 55.2). It can provide potentially precise and accurate analysis ofmetabolite
concentrations and biochemical composition. Raman spectra can be utilized to
identify molecules because these spectra are characteristic of variations in the
molecular polarizability and dipole momentum. Enejder et al. [28] accurately
measured glucose concentrations in 17 nondiabetic volunteers following an oral
glucose tolerance protocol.

b-Carotene and lycopene have different absorption values at 488 and 514.5 nm and,
consequently, the Raman lines for b-carotene and lycopene have different scattering
efficiencies with 488 and 514.5nm excitations. These differences were used for the
determination of the concentrations of b-carotene and lycopene. The Raman signals
are characterized by two prominent Stokes lines at 1160 and 1525 cm�1, which have
nearly identical relative intensities [6]. Thus, resonance Raman spectroscopywas used
as a fast and noninvasive optical method of measuring the absolute concentrations of
b-carotene, lycopene, and other carotenoids in human skin andmucosal tissue [6, 64]
and for the determination of the influence of IR radiation on their degradation [65].

In contrast to IR and NIR spectroscopy, Raman spectroscopy has a spectral
signature that is less affected by water, which is very important for tissue
studies. In addition, Raman spectral bands are considerably narrower (typically
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10–20 cm�1 [29]) than those produced inNIR spectroscopy. Raman spectroscopy also
has the ability for the simultaneous estimation of multiple metabolites, requires
minimumsample preparation, andwould allow for direct sample analysis [7]. Like IR
absorption spectra, Raman spectra exhibit highly specific bands that are dependent
on concentration. As a rule, for Raman analysis of tissue, the spectral region between
400 and 2000 cm�1, commonly referred to as the �fingerprint region,� is employed.

Different molecular vibrations lead to Raman scattering in this part of the
spectrum. In many cases, bands can be assigned to specific molecular vibrations
ormolecular species, aiding the interpretation of the spectra in terms of biochemical
composition of the tissue [7].

Because of the reduction of elastic light scattering on tissue optical clearing, more
effective interaction of a probing laser beam with the target molecules is expected.
The optical clearing agents increase the signal-to-noise ratio, reduce the systematic
error incurred as a result of incompletely resolved surface and subsurface spectra,
and significantly improve the Raman signal [66].

55.7
Occlusion Spectroscopy

An approach known as occlusion spectroscopy (OS) was established as a noninvasive
method to evoke blood-specific variations of spectral characteristics [67]. The OS
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Figure 55.2 Basic principle of Raman
spectroscopy: (a) a small portion of photons
incident on a target molecule scatters with a
shift in photon energy due to molecular

vibrations; (b) energy diagram representing the
process of Stokes and anti-Stokes scattering
(note: there is no transfer of electron population
to the �virtual state�).
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technique is based on the observation that the cessation of blood flow triggers a
change in time of the optical characteristics of blood in vivo. Because a state of
temporary bloodflow cessation at themeasurement site is created, the average size of
aggregates, which are the main scattering centers, begins to grow. Consequently, the
mean free path, the light scattering pattern, and the mean absorption coefficients
start to evolve with a growth in average size of the scattering particles [68].

The key element of OS is the fact that light scattering changes, originated solely by
the blood, drive the optical response of the media. Light scattering fluctuations are
associated with both the red blood cells aggregation process and the mismatch of
refractive indices of the aggregates and their surroundingmedia. Glucose present in
blood increases the refractive index of plasma and thus decreases the scattering
coefficient of blood. Based on a method of parameterization, increased sensitivity to
the changes in glucose concentration in blood plasma is achieved [68]. There are still
many obstacles in the modeling of aggregation assistance signals in the blood since
red blood cells aggregation kinetics vary strongly from subject to subject.

55.8
Reflectance Spectroscopy

The measurement of bilirubin levels in the serum of newborn infants is a very
important problem. Hyperbilirubinemia is a common symptom of neonates due to
the accumulation of bilirubin in the serumbecause the liver has not yet developed the
enzymes for oxidizing bilirubin for excretion by the kidneys. An optical fiber-based
spectrometer has been used for noninvasive monitoring of cutaneous bilirubin
(which correlates with serum levels of bilirubin) [69]. It is possible to deduce the
bilirubin levels in the skin directly regardless of variations in background scattering,
cutaneous melanin, and cutaneous blood content using first principles of optical
transport.

The bilirubin absorption adds to the optical density in the region around 480 nm.
The bilirubin concentration, C (mg cm�3), is related to the absorption coefficient,
ma.bi1i (cm

�1), by the extinction coefficient, e [cm�1 (mg cm�3)�1]:

ma:bi1i ¼ eC ð55:3Þ
Hence the absorption coefficient ma.bi1i must be deduced in order to specify the
amount of bilirubin in the skin. The optical reduced scattering coefficient, m0s, can be
determined by measurement of skin specimens using an integrating sphere spec-
trophotometer. ma and m0s allow the prediction of the reflectance of the skin R and the
collection efficiency f [69]. Also, the factor fstdRstd for the Teflon standard has to be
determined. The predicted measurement M� is calculated as M� ¼ f �R. Then the
predicted andmeasurement values,M� andM, are compared using a simplex routine
and the value of ma is updated. Iterative cycling of this algorithm converges on a stable
deduced value of ma using the appropriate f �. This algorithm is applied to each
wavelength being considered for analysis. The result is a true absorption spectrum,
ma(l), which is then analyzed for the blood and bilirubin content.
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This method can be useful to deduce directly the skin bilirubin levels optically
without resorting to calibration by a training set of optical versus laboratory serum
measurements on some test newborn population [69].

55.9
Polarimetric Technique

The polarimetric technique for blood glucose monitoring utilizes a physical effect
such asoptical rotationof thepolarizationplanebyglucosemolecules. This featurehas
been used extensively in industry to detect glucose in aqueous solutions. The basic
principle of polarimetry is the following: linearly polarized light passing through a
medium containing chiralmolecules (such as glucose) experiences rotation of a plane
of polarization (see Figure 55.3). The degree of this rotation,w, depends on the optical
pathlength, L, the concentration of chiral molecules, C, and an intrinsic property of
chiral molecules to rotate polarized light, called the specific rotation constant, a:

w½ �Tl;pH ¼ a

LC
ð55:4Þ

where the subscripts l and pH and the superscript T indicate dependence of the
specific rotation constant on wavelength, pH, and temperature, respectively.

Several groups have tried to utilize this idea to measure glucose concentration in
the aqueous humor of the eye [70–73]. A major disadvantage of this method is that
glucose-induced changes in the signal are very small and difficult to measure: the
angle of rotation for a 1 cm optical pathlength is less than 0.00004� per 1mgdl�1.

With the exception of transparent ocular tissues, the human body is highly
absorbing and scattering in the UV–IR range, and the validity of Eq. (55.4) is
questionable. Specifically, (i) light is highly depolarized upon tissue multiple scat-
tering, so even the initial detection of a polarization-preserved signal from which to
attempt glucose concentration extraction is a formidable challenge; (ii) the optical
pathlength in turbid media is a difficult quantity to define; (iii) other optically active
chiral species are present in tissue, thus contributing to the observed optical rotation
and hiding/confounding the specific glucose contribution; and (iv) several optical
polarization effects occur in tissue simultaneously (e.g., optical rotation, birefrin-
gence, absorption, depolarization), contributing to the resultant polarization signals
in a complex interrelated way and hindering their unique interpretation [74, 75].

 Laser
Polarizer

Sample
Analyzer Photodetector

φ

Figure 55.3 Basic principle of the polarimetric approach for glucosemonitoring: linearly polarized
light passing through a medium containing molecules of glucose experiences rotation of a plane of
polarization; w is the degree of this rotation.
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Despite these difficulties, it was shown recently that even in the presence of severe
depolarization, measurable polarization signals can be obtained reliably from highly
scattering media such as biological tissue. Vitkin and co-workers [75] demonstrated
surviving linear and circular polarization fractions of light scattered from optically
thick turbid media, and measured the resulting optical rotations of the linearly
polarized light with the help of a comprehensive turbid polarimetry platform,
comprising a highly sensitive experimental system, an accurate forward model that
canhandle all the complex simultaneous polarization effectsmanifested by biological
tissues, and an inverse signal analysis strategy that can be applied to complex tissue
polarimetry data to isolate specific quantities of interest (such as small optical rotation
that can be linked to glucose concentration). Additionally, application of this method
to relatively transparent tissues (such as the cornea of the human eye)might improve
the detection sensitivity of the polarimetric methods [76].

55.10
OCT Technique

AnOCT-basedmethod for glucose assessment in tissues has been proposed and its
capability for highly sensitive noninvasive monitoring of blood glucose concen-
tration was demonstrated in number of animal and clinical studies [32–35, 77]. The
basic principle of thismethod is to detect and analyze backscattered photons from a
tissue layer of interest within the coherence length of a laser sourcewith a two-beam
interferometer in the NIR spectral range. OCT technology originates from low-
coherence interferometry (a nonscanning/imaging version of OCT) and typically
employs a Michelson interferometer, with a broadband laser in the source arm, a
beamsplitter, and a photodetector in the detector arm (see Figure 55.4). Light
backscattered from the sample is combinedwith light returned from amirror in the
reference arm of the interferometer, and a photodiode detects the resulting
interferometric signal. Interferometric signals can be formed only when the optical
pathlength in the sample arm matches the reference arm length within the
coherence length of the source. Therefore, by changing the optical pathlength in
the reference arm, one-dimensional in-depth profiles of light scattering (A-scans)
could be reconstructed in real time with a resolution of about a few microns at
depths up to several millimeters.

As mentioned earlier, diffusion of glucose into the interstitial space leads to an
increase in the refractive index of the interstitial fluid (ISF), and thus to refractive
index matching of collagen fiber (and other tissue components – scatterers) and
ISF [64]. Since the scattering coefficient of tissues depends on the refractive index, n,
mismatch between ISFand tissue components (fibers, cell components), an increase
in tissue glucose concentrationwill increase the refractive index of the ISF,whichwill
decrease the scattering coefficient of the tissue as a whole. Since the OCT technique
measures the in-depth light distribution with high resolution, changes in the in-
depth distribution of the tissue scattering coefficient and/or refractive index are
reflected in changes in the OCT signal that could be analyzed [32–35, 77].
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The OCT studies performed in animals (New Zealand white rabbits and Yucatan
micropigs) and normal human subjects (during oral glucose tolerance tests) dem-
onstrated (1) capability of the OCT technique to detect changes in scattering
coefficient with an accuracy of about 1.5%; (2) a sharp and linear decrease in the
OCTsignal slope in the dermis with increase in blood glucose concentration; and (3)
the accuracy of glucose concentration monitoring may be substantially improved if
optimal dimensions of the probed skin area are used [32–35, 77]. The results suggest
that the high-resolutionOCT technique has a potential for noninvasive, accurate, and
continuous glucose monitoring with high sensitivity. However, an OCT method
based on analysis of the in-depth amplitude distribution of low-coherent light in skin
might have insufficient sensitivity and repeatability and lack of a proper calibration
method. Therefore, the development of novel algorithms (e.g., phase-sensitive
measurements) and/or combination with other noninvasive sensing modalities are
currently being actively investigated by several groups.

55.11
Conclusion

This chapter demonstrates the variety of optical techniques for sensing glucose and
other metabolites in skin. Significant efforts have been made by numerous groups
and companies in the past two decades to develop a biosensor for noninvasive blood
glucose analysis. These approaches include NIR absorption and scattering, polar-
imetry, Raman spectroscopy, photoacoustics andOCT.The ability of these techniques
to assess blood glucose and other metabolites concentration is summarized in
Table 55.1.

Figure 55.4 General schematic of an OCT system. l is the central wavelength of the laser source,
Dl is the bandwidth of the laser source, M is themirror, S is the sample, BS is the beamsplitter, and
PD is the photodetector.
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Table 55.1 Optical techniques for sensing glucose and other metabolites.

Method Ability Ref.

Fluorescent glucose-
oxidase based sensors

Use the electroenzymatic oxidation of glucose alone
or in combination with oxygen-sensitive dye. Fluo-
rescence of the sensor increases with increase in
glucose concentration. Sensitivity to decrease in O2

[7–13]

Fluorescent affinity-
binding sensors

Use binding between agent and a labeled fluorescent
compound. Fluorescence of the sensor increases with
increase in glucose concentration.Specificity to glucose

[14, 15]

NIR absorption
spectroscopy

Uses absorption spectral fingerprints of glucose in
�therapeutic window.� Low sensitivity of agent con-
centration measurement in physiologic range

[19, 20]

NIR scattering
spectroscopy

Use of the change in reduced scattering coefficient
with blood glucose concentration due to matching
effect. Sensitivity to other physiological effects related
to glucose increase

[57, 58]

Mid-IR spectroscopy Uses spectrum �fingerprints� to quantify the concen-
tration of carbohydrates in tissue with good specificity

[22–26]

Raman spectroscopy Uses specific spectral bands that are less affected by
water. Provides potentially precise and accurate
analysis of metabolite concentration. However, it is
difficult to isolate glucose from the background
spectrum caused by other tissue components

[6, 28, 64, 65]

Occlusion
spectroscopy

Uses light scattering fluctuations, originated by the
blood. Sensitivity to the changes in glucose concen-
tration in blood plasma

[67, 68]

Reflectance
spectroscopy

Uses optical measurements of body composition.
Allows noninvasive estimation of cutaneous bilirubin
concentration

[69]

Photoacoustic
technique

Uses absorption of probe radiation by the sample that
results in localized short-duration heating and then
gives rise to a pressure wave, which can be detected
with a transducer. Sensitivity to the changes in tissue
glucose concentration and bilirubin structural volume

[30–32, 63]

Polarimetry
technique

Uses optical rotation of the polarization plane by
glucose molecules. Measurable polarization signals
can be obtained from highly scattering media such as
biological tissue.Amajor disadvantage is that glucose-
induced changes in the signal are very small and
difficult to measure: the angle of rotation for a 1 cm
optical pathlength is less than 0.00004� per 1mgdl�1

[70–75]

OCT technique Uses backscattered photons from a tissue of interest
within the coherence length of the laser source with a
two-beam interferometer in the NIR spectral range.
Sensitivity to the changes in blood glucose concen-
tration. Requires proper calibration

[32–35, 77]
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Despite significant efforts, the described techniques for noninvasivemonitoring of
glucose concentration have faced limitations associated with low sensitivity and
accuracy and insufficient specificity of glucose concentration measurement in the
physiologic range. Therefore, further development of the methods is important for
noninvasive diagnosis of various human diseases and blood glucosemonitoring and
is the subject of current research efforts by several groups.
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56
Psoriasis and Acne
Bernhard Ortel and Piergiacomo Calzavara-Pinton

56.1
Psoriasis

Psoriasis is a common skin disease, where areas of affected skin become red,
thickened, and scaly, and may be pruritic. Large body areas can be affected. In a
susceptible genetic background, the pathogenetic process involves an immune
response involving T cells, dendritic cells, polymorphonuclear cells, multiple cyto-
kines, angiogenesis, epidermal hyperplasia, and altered keratinocyte differentiation.
Many successful therapies target T lymphocytes that drive the inflammatory
process [1].

56.1.1
General Principles of Phototherapies

Photon-based treatments of psoriasis consist of repeated controlled phototoxic
exposures of involved skin. Solar phototherapy (heliotherapy) is based on empirical
improvement of psoriasis with sun exposure [2]. Artificial radiation sources have
made therapeutic applications more available, controllable, and versatile. The
availability of ultraviolet (UV)-emitting fluorescent tubes permits the widespread
use of phototherapies in modern dermatology. Specific modalities include photo-
therapy, where UV radiation alone is used, whereas photosensitizers are adminis-
tered in photochemotherapy and photodynamic therapy. The advantage of the
photon-based therapies over other treatment modalities is that photons only reach
superficial layers of the skin organ, limiting potential adverse effects.

Treatments are commonly done by whole-body exposure (Figure 56.1), but
localized irradiation may be preferable with limited disease. The response of
unaffected skin is dose limiting with total body irradiations, as skin affected by
psoriasis is more resistant to phototoxic exposures. Initial irradiations are deter-
mined by phototesting (quantified erythema response threshold in normal skin) [3]
or by estimation of individual sensitivity depending on the skin phototype. Subse-
quent doses are gradually increased depending on the skin response. Increments are

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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either by the same amount or by a percentage of the previous exposure [4]. Linear
increases result in slower response and higher cumulative dose. Percentage
increases usually yield faster response and lower cumulative exposure, but have a
higher frequency of unwanted phototoxicity. Certain protocols do not increase
irradiations beyond a fixed target dose. Treatment frequency is two to five times
per week for ultraviolet B (UVB) phototherapy and two to four times weekly for
photochemotherapy. Some regimens include maintenance therapy, a continued
therapy after at least 95% improvement or complete response, with stable radiation
dose and progressively reduced frequency [5]. No standard regimens exist for
photodynamic therapy. Multiple photosensitizers and different radiation sources
make phototherapies very versatile (Figure 56.2).

56.1.2
Ultraviolet B Phototherapy

UVB radiation is delivered by fluorescent tubes, metal halide lamps, or excimer
sources. Broadband (280–320 nm), narrowband (311 nm), andmonochromatic UVB
(308 nm) are available. Most therapeutic radiation sources also emit wavelengths
outside the therapeutic spectrum, such as ultraviolet A (UVA), visible, and infrared
radiation. Because of the latter, cooling by ventilation may be beneficial to avoid
patient discomfort from heat. Moderate doses of unsensitized UVA radiation
(320–400 nm) are of limited benefit in psoriasis by itself or if added to UVB. The
action spectrum of antipsoriatic efficiency peaks in the wavelength range around

Figure 56.1 Bird�s-eye view of a patient in an irradiation device lined by vertical fluorescent tubes
with reflectors. The segments of the scheme represent different booth geometries.
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310–315 nm (Figure 56.3). Several technical developments have applied this finding
and removed the shorter, more erythemogenic while therapeutically less effective
UVB wavelengths from the treatment spectrum.

Figure 56.2 Variable parameters are selected for phototherapies of psoriasis, and their multitude
illustrates the versatility of photon-based regimens in this common dermatosis.

Figure 56.3 Spectra of radiation sources for UVB phototherapy demonstrate the progressive
narrowing of the therapeutic spectrum to the wavelength range around 310 nm, where antipsoriatic
efficiency is best.
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Selective ultraviolet phototherapy (SUP) applied this principle first in a com-
mercial setting and was more efficient than broadband UVB. SUP did not work
as well as psoralen with ultraviolet A (PUVA) photochemotherapy [6] and was
therefore not very widely used. The more recent availability of narrowband
ultraviolet B (NB-UVB, 311 nm) fluorescent tubes coincided with increasing
concerns about adverse effects of PUVA. NB-UVB compared favorably with both
broadbandUVB andPUVA [7, 8]. Therefore NB-UVB is at present the first choice in
most phototherapy centers (Figure 56.4). Additional radiation sources include
xenon chloride excimer lasers that deliver high-intensity pulse trains of 308 nm
radiation, thus requiring only short exposure times, but only of small areas [9].
Excimer lamps are useful for treating larger areas, but their output spectrum may
include shorter wavelengths.

56.1.3
Photochemotherapy

PUVA photochemotherapy uses psoralens that are delivered topically or orally
to photosensitize skin. The subsequent UVA (320–400nm) exposure excites the
psoralen molecule resulting in photochemical processes that cause a phototoxic
reaction. Repeated controlled PUVA exposures lead to remission of psoriasis
(Figure 56.5) [10]. Three psoralens are being used for PUVA of psoriasis (8-methox-
ypsoralen, 5-methoxypsoralen, trimethylpsoralen). Topical delivery may use aqueous
solutions of psoralens for soaks of small areas, such as hands or feet, or forwhole-body
immersion (bath PUVA).Other topical preparations of psoralens are available, such as
lotions, gels, and creams. 8-Methoxypsoralen (8-MOP) and 5-methoxypsoralen
(5-MOP)areavailable fororaldelivery for treatmentofpsoriasis.Total body irradiations
are done in units as shown in Figure 56.1 that are equipped with UVA fluorescent
tubes. Small irradiation units are available for localized exposure, for example, as
needed in palmoplantar psoriasis. Metal halide lamps generally have a higher output
and therefore require shorter exposure times; however, they require carefulfiltering of
theUVBportion [11]. The spectral sensitivity of psoriasis treatedwith8-MOPandUVA
appears to be higher in the UVA-2 range (320–340 nm) than in the UVA-1 range

Figure 56.4 A patient with psoriasis before and at the end of a course of phototherapy using NB-
UVB fluorescent tubes.
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(340–400 nm). The fluorescent UVA lamps used most often for PUVA have an
emission continuum peaking at 352 nm. Sources peaking around 325nm appear to
be much more efficient but have not been used widely for PUVA [12]. Differences
between PUVA and UVB phototherapy include a delayed erythema response after
PUVA. Maximum erythema is observed after 72–96h with oral 8-MOP and at 120 h
after bathwater sensitization, while the skin response to UVB peaks within 24h.
Therefore,PUVAexposuresaregivenontwoconsecutivedaysonly (notmore than four
per week) to avoid cumulative excessive phototoxicity [13].

56.1.4
Photodynamic Therapy

Photodynamic therapy (PDT) is a modality in which photochemical generation
of singlet oxygen plays a central role. Originally devised as cancer treatment, a
wide range of applications have been developed over recent decades. The treat-
ment of psoriasis with PDT has been reported with several different sensitizers.
Hematoporphyrin derivative [14], tin protoporphyrin [15], and benzoporphyrin
derivative [16] have been used for systemic sensitization. Persistent remission in a
treated area after a single exposure has been reported, but most regimens require
repeated exposures for consistent improvement of psoriatic skin. Topical sensiti-
zation has been evaluated with a number of exogenous photosensitizers, but no
standard PDT regimen is available at present [17, 18].

Most recently, a specific type of PDT, aminolevulinic acid (ALA)-based PDT (ALA-
PDT) has been explored for the treatment of psoriasis. This modality is discussed
detail in Chapter 52 for the treatment of skin cancers. In brief, exogenous ALA

Figure 56.5 Apatient before and after a course of oral photochemotherapy using 5-MOP.Note that
PUVA induces an intense tan in addition to clearing psoriasis.
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[or itsmethyl ester,methyl aminolevulinate (MAL)] induces the formation of excess
protoporphyrin IX in target cells. Psoriatic skin has constitutively elevated levels of
endogenous porphyrins, but not enough to be clinically photosensitive [19].
Additional porphyrin accumulation due to ALA exposure sensitizes psoriatic skin
sufficiently for PDT [20]. At present, ALA-induced porphyrins are prevalent as
photosensitizers. ALA-PDT treatment is complex, requiring topical ALA applica-
tion to the psoriatic skin, a waiting period for porphyrins to accumulate in the
lesions, and subsequent irradiation with visible light [21, 22]. In addition to the
need for repeated, time-consuming treatments, ALA-PDT of psoriasis is often
intensely painful during irradiation, severely compromising its acceptance by
patients [23]. It is safe to say that no convenient or broadly applicable clinical
regimen for ALA-PDT of psoriasis is available at present [24].

56.1.5
Laser Therapy

Visible radiation from the pulsed dye laser (PDL, 585–595 nm) is being widely used
for the treatment of telangiectasia. Widened capillary loops in the papillary dermis of
psoriatic skin have been similarly targeted with good success (Figure 56.6) [25, 26].
The treatment is based on the principle of selective photothermolysis. There is no
standard regimen; a range from three to six treatments every 2–6 weeks has been

Figure 56.6 Micrograph of psoriatic skin. The capillary loops in the papillary dermis (asterisks) are
obliterated by PDL treatments. Other phototherapies primarily target the inflammatory infiltrate
cells in the dermis around the vessels.
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reported. Although fairly effective, the cost and the small field of laser light delivery
make this approach useful only in patients with limited disease.

56.1.6
Mechanisms of Action

Each phototherapeutic modality has its own set of molecular targets and responses.
UVB exposure leads to DNA photoproduct formation, predominantly pyrimidine
dimers,which result inDNArepair, alterations of transcriptional regulation, cytokine
release, and – in those cells that are not reparable – apoptotic cell death. Apoptosis of
infiltrating lymphocytes has been associated with therapeutic response to NB-
UVB [27]. With UVA exposure, psoralens form cross-links between complementary
strands of theDNAhelix. Although singlet oxygen production and formation of other
psoralen adducts, such as with RNA and proteins, have been demonstrated, theDNA
cross-links appear critical for the therapeutic effect. Cross-link formation results in
reduced epidermal keratinocyte proliferation. In addition to effects on keratinocytes,
the critical effect of bothUVB and PUVA in psoriasis appears to be themodulation of
cutaneous immunological activities and the induction of apoptosis of lesional
lymphocytes [28]. ALA-PDT is mediated predominantly through the action of singlet
oxygen and other reactive species. Multiple cellular–molecular effects on cytokine
expression and lymphocyte apoptosis are in concordance with the effects of other
phototherapeutic modalities [29], but details are yet to be explored. ALA-PDT and
other forms of PDTmay also target the vasculature in psoriatic skin. In addition, low-
dose whole-body exposures to verteporfin have demonstrated immunomodulatory
effects that may be beneficial in psoriatic disease [30].

Pulsed laser treatments decimate papillary neovasculature that plays a pathoge-
netic role in psoriasis. Reduced blood flow and decreased T cell numbers in
responsive plaques have been demonstrated [31].

56.1.7
Adverse Effects

The most common short-term side effects of phototherapies are symptoms of
excessive phototoxicity, ranging from pruritus over sunburn to painful blistering.
Careful dosimetry and patientmonitoring help prevent these. If they occur, they are
managed by symptomatic treatment and subsequent dose adjustment. Increased
pigmentation is an effect that – besides esthetic considerations (that may be
favorable) – is not desirable for phototherapy, as it increases the dose requirements;
consequently, patients who tan more easily will require longer exposures and
higher cumulative irradiations. Tanning is most relevant with PUVA (Figure 56.5)
and UVB. Oral 8-MOP can cause nausea and vomiting. 5-MOP is tolerated much
better and can be substituted for 8-MOP in patients with such symptoms where
available [32]. Uncontrolled environmental UVA exposure has to be carefully
avoided after psoralen ingestion to avoid added skin phototoxicity; eye protection
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must also be worn after taking psoralens. Other photosensitizers (ALA-derived
porphyrins, exogenous tetrapyrroles) also induce various, substance-specific per-
iods of persistent photosensitivity and require protection from accidental light
exposure for that time.WithALA-PDT, pain during light exposure is a very common
feature and may be ultimately limiting to this application [24]. Oral intake of ALA
may cause nausea and hypotension, but this route is not commonly used for
psoriasis treatment. The most important unwanted long-term effect of photo-
therapies is carcinogenesis. UVB is a known complete carcinogen, but the
carcinogenic effect of therapeutic exposures to broadband UVB is small compared
with PUVA. Extended use and high cumulative exposures to PUVA are associated
with increased risks of non-melanoma skin cancer andpossibly alsomelanoma [33].
Interestingly, bath PUVA with trimethylpsoralen (TMP) does not appear to be
associated with increased skin cancer rates [34]. NB-UVB therapy does not
significantly increase the risk of skin cancers according to recent analysis [35].
PUVA and UVB are immunosuppressive and this effect may contribute to both
therapeutic efficacy and carcinogenesis. PDT has not been associated with
increased cancer rates, but the observation period and patient numbers are too
limited for a reliable assessment. Pulsed visible light is not associated with
carcinogenesis.

Additional long-term effects of chronic UVA and UVB exposure include acceler-
ated photoaging with elastosis, wrinkling, dryness, and lentigines.

56.1.8
Summary

Photon-based treatments psoriasis are versatile, cost-effective, and among the most
powerful tools in the therapeutic armamentarium for psoriasis. Well-developed
designs of the regimens, careful documentation of adverse effects, and a track
record of safety and efficacy make phototherapies an important part in everyday
management of psoriatic skin disease [4].

56.2
Acne

Acne is a very common dermatosis affectingmost teenagers and people at other ages
less frequently. It is a disease of the pilosebaceous unit (hair follicle plus sebaceous
gland) with a multifactorial pathogenic process involving hormonal sensitivity,
bacterial growth, inflammation, and altered epidermal differentiation [36]. Patients
affected by acne may present with comedones (open and closed), inflammatory
papules, pustules, and deep-seated cysts. Therapy includes daily topical and some-
times oral administration of antibiotics, anti-inflammatory agents, antiseptics,
retinoids, and other agents. Many patients desire alternative treatments, and several
light-based methods have been promoted.
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56.2.1
General Principles of Phototherapies

Many acne patients experience transitory improvement with sun exposure but it is
not certain what part of the solar spectrum contributes most to this effect. Come-
dones show red fluorescence, which has been correlated with constitutive copro-
porphyrin accumulation in Propionibacterium acnes that populates pilosebaceous
units (Figure 56.7). P. acnes has been considered an important pathogenic factor.
Light therapy aims at destroying P. acnes through photosensitization by endogenous
porphyrins. In addition, prominent damage to sebaceous glands was reported in
mouse skin after PDTwith systemic ALA [37]. Also, topical indocyanine green (ICG)
appears to penetrate the pilosebaceous unit [38]. These findings indicated the
possibility of relatively selective targeting of sebaceous glands in acne patients using
photon-based regimens. Conceptually, infrared radiation thermally targets inflam-
matory infiltrate cells and sebaceous glands.

56.2.2
Ultraviolet Phototherapy and PUVA

UV radiation was considered a useful therapeutic option at a time when few
specific agentswere available for themanagement of acne. Critical evaluation showed
that PUVA is useless in acne management and unsensitized UV radiation is of very
limited therapeutic benefit at best [39]. At present, UV radiation-based treatments are
discouraged as acne is often managed using multiple agents, some of which are UV
photosensitizers. In addition, UV radiation is considered comedogenic. Long-term
adverse effects of UV exposure in young patients are an additional concern.

Figure 56.7 Fluorescence image of the cheek of a 13-year-old girl with untreated acne. The
comedones show faint red fluorescence of coproporphyrin in the resident P. acnes.
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56.2.3
Visible Light Phototherapy

Light therapy of acne is based on the concept of photosensitizing P. acnes by its
endogenous porphyrins [40]. Multiple porphyrin absorption peaks allow photo-
activation by a number of visible light sources, which differ in relative tissue
penetration depth and dose requirements. Fluorescent lamps and light-emitting
diodes (LEDs) in the blue and red range, the potassium titanyl phosphate (KTP)
laser (532 nm), the PDL (585 nm), and intense pulsed light (IPL) (530–750 nm) have
been used with variable success in mild and moderate acne. Regimens vary largely
in terms of dosimetry and number and frequency of exposures, ranging from single
PDL treatments to twice-daily broadband red light exposures for 8weeks. One study
compared blue and blue plus red light exposures with topical 5% benzoyl peroxide
and found the combined blue and red light therapy to be most effective [41].
Infrared-emitting lasers, such as the Nd:YAG laser (1320 nm) and a diode laser
(1450 nm), have also been explored. Interestingly, whereas the Nd:YAG laser
improved the comedonal components [42], the diode laser persistently reduced
inflammatory lesions [43]. Only a few studies included placebo control groups.
Because of the large variation of protocols and the multitude of light sources, a
champion among acne phototherapies has not evolved. Neither has an action
spectrum been established. At present, it appears that phototherapies are definitely
not useful for severe and cystic acne. Recent evidence-based review articles
evaluated in detail relevant clinical trials of acne phototherapy [44, 45]. A careful
comparison showed recently that red light phototherapy was no less effective than
PDT using MAL and red light [46].

56.2.4
Photodynamic Therapy

The first study using ALA-PDT in acne showed efficacy of a single and four
consecutive weekly exposures [47]. Subsequent studies compared photosensitized
acne areas with areas treated with light alone. ALA, MAL, and ICG have been
evaluated and several lasers and broadband radiation sources have been used [48].
The difficulty in evaluating PDTregimens lies in the heterogeneity of the protocols.
In general, multiple treatments with weekly to monthly intervals work better than
single exposures, and the photosensitized areas do better than those treated with
light alone. In one study, in which all patients received topical 0.1% adapelene gel,
only the control group showed significant improvement, whereas with IPL treat-
ments and PDTusing MAL and IPL significance was not attained [49]. Only a few
trials have compared photon-based therapies with conventional treatments such as
topical 1% clindamycin or 5% benzoyl peroxide, and none compared light-based
treatments with standard multi-agent therapies. Finally, side effects may be
significant with ALA- and MAL-PDT. Recent reviews are available that compare
and critically evaluate various approaches [44, 45]. Although sebaceous gland
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targeting was an important concept initially, inflammatory acne lesions generally
respond better than comedones.

56.2.5
Mechanisms and Adverse Effects

Very little is known about the mechanisms of phototherapy in acne, although the
lethal photosensitization of P. acnes was considered an important component [47].
However, several authors refute the relevance of this mechanism [46, 50]. A number
of protocols have been shown to reduce sebum excretion, including ALA-PDT and
infrared laser treatment. In addition, shedding of infundibular keratinocytes that
obstruct the pilosebaceous opening and direct damage to the sebocytes may hypo-
thetically contribute to the therapeutic effect [47], although no data exist to support
these claims. It is more likely that sebaceous glands are modified in their function
rather than sustaining direct damage [50].With laser-based therapies, surface cooling
reduces unwanted epidermal effects while allowing impact on subepidermal struc-
tures.Unsensitized continuous-wave light treatments are not associatedwith adverse
effects. Laser treatments and IPL may cause pain and epidermal damage and topical
anesthesia and surface cooling are advisable. Adverse effects during ALA-PDT
treatment include pain, burning, and itching. After the treatment, an exacerbation
(a folliculitis-like reaction) is common, and epidermal hyperpigmentation may last
for months [47]. A conceptual concern about long-term compromise of sebaceous
glands is currently not supported by any evidence of their persistent involution after
light-based therapies.

56.2.6
Summary

Because of the great efficacy of pharmacotherapies in acne, it is difficult to equal or
surpass them with photonic regimens. Phototherapy is an option in patients who
cannot use other medications, such as pregnant women. The advantage of light-
based approaches lies in the high patient acceptance and the reduced frequency of
applications. On the other hand, adverse effects, such as pain, exacerbation, and
pigmentation, which accompany the more efficient PDT regimens, compromise
their appeal. The use of photon-based therapies in combination regimens deserves
further evaluation.
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57
Wound Healing
Bernard Choi

57.1
Introduction

Wound repair clearly is a critically important function for the human body. Several
factors affect the wound-healing process, including age and gender. The manner in
which the injury occurs (e.g., electrical burn wound versus scald burn wound) can
also modulate the resultant wound repair dynamics. Specific diseases, such as
diabetes, can impede the wound-healing process.

To accelerate wound repair, a large variety of methods have been proposed.
Wound occlusion with a bandage is one common approach, to maintain a hydrated
wound bed and also to restrict access to the wound site by pathogens. A more
advanced method of considerable interest is the use of light to modulate cellular
function and stimulate the wound-healing process.

The objectives of this chapter are twofold. First, it focuses on the wound-healing
response which ensues from selective optical injury to the microvasculature, with
application of amethod known as selective photothermolysis [1]. Second, a summary
is presented of recent applications of optical-basedmethods for both therapeutic and
diagnostic applications in wound healing. The list of applications is not compre-
hensive; instead, emphasis is placed to give the reader a sense of the diversity of
optical-based methods available.

57.2
Wound-Healing Response to Selective Optical Injury to the Microvasculature

Histological and functional analysis of normal and abnormal vasculature irradiated
with high-power, pulsed laser irradiation demonstrates that selective photothermal
injury can be achieved with minimal perceivable structural alteration of perivascular
tissue. This precise outcome is based on the principles of selective photothermolysis
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originally proposed by Anderson and Parrish [1]. A clinical application of selective
photothermolysis is targeted therapy of subsurface microvasculature, such as
port-wine stain (PWS) birthmarks [2]. Despite the immediate stoppage of blood
flow which routinely occurs, complete clearance of PWS birthmarks rarely occurs,
even after multiple (5–20) treatment sessions.

Hypotheses which describe the reason for the resistance of PWS birthmarks
to selective laser therapy are difficult to test, in large part because an animal
model with PWS currently does not exist. Nevertheless, one in vivo model which
has served as an important translational platform for novel treatment discovery is the
rodent dorsal window chamber [3]. With this animal model, Babilas et al. [4]
compared the 24 h microvascular response to selective laser injury with the
predictions of photodamage derived from computational modeling data using the
finite-element method. They observed that pulsed-dye laser therapy can reliably
photocoagulate vessels with diameters >20 mm, but this therapy is ineffective at
photocoagulating smaller vessels; these experimental findings were in agreement
with results of the finite-element modeling. According to the authors, these findings
may also offer a hypothesis describing the basis for healing and restoration of the
injured vasculature.

Heger et al. [5] described, in a comprehensive manner, the biological response to
coagulum formation in vessels. Based on published literature describing the impact
of specific growth factors and other molecules on thrombus organization, neovas-
cularization, and angiogenesis, they extrapolated these past findings to the biological
response of vasculature to photocoagulation. Similarly to Babilas et al. [4], they
postulated that incomplete photocoagulation, and hence partial thrombus formation,
are the primary cause of suboptimal outcomes after laser therapy of PWSbirthmarks.
They suggested that proposed hypothesis may help to define the role of a combined
optical–pharmacologic treatment approach, which could be used to aid phototherapy
of PWS birthmarks. This approach would involve photocoagulation accompanied by
local release of prothrombotic agents, to enhance the degree of vascular shutdown in
damaged vasculature.

Because some PWS birthmarks in patients are known to be resistant to selective
laser injury, monitoring the wound-healing response in a longitudinal fashion may
offer clues to the underlying reasons.With the rodent dorsal window chambermodel
of the microvasculature, Choi et al. [6] studied the response of the microvascular
network to selective optical injury. Results up to 24 h after laser injury support
previous work [4, 7] showing acute shutdown of the irradiated blood vessels,
presumably due to photocoagulation. The results also suggest that, thereafter, a
dramatic remodeling process occurs which involves blood-flow redistribution,
vascular repair, and ultimate restoration of bloodflow to the injured site (Figure 57.1).
The longitudinal investigation of the microvascular hemodynamics in response to
selective optical injury may offer a method for future studies to help researchers
to understand better the biological factors responsible for the repair process and also
to identify novel therapeutic approaches to achieve persistent vascular shutdown.
One promising method, identified with the methods described by Choi et al., is the
use of combined photodynamic and photothermal therapies [8].
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Previous research has demonstrated that rapamycin can inhibit angiogenesis.
Phung et al. [9] and Jia et al. [10] reported that topically applied rapamycin can inhibit
revascularization of sites irradiated with pulsed laser irradiation. The results suggest
that a combined light–drug-based treatment protocol may be appropriate for
enhanced therapy of PWS birthmarks and other cutaneous vascular abnormalities.

With microvascular photocoagulation, a purported initial biological response is
secretion of angiogenic growth factors by perivascular stromal cells. These growth
factors are expected to stimulate angiogenesis and revascularize the injured site. In
addition to stromal cells, pluripotent stem cells in the dermis may also modulate the
microvascular repair process. Loewe et al. [11] used immunohistochemistry to
develop a biological model describing the role of stem cells in the overall wound-
healing response to selective laser injury. They demonstrated that, following
pulsed laser irradiation of in vivo human skin bearing PWS vasculature, the
expression of Ki-67 (a marker of cell proliferation) and nestin (a stem cell marker)
is strongly upregulated. In contrast, markers for circulating endothelial stem
cells and mesenchymal stem cells were absent in the histologic sections, suggesting
that stemcells are not recruited during thewound-healing process following selective
laser injury. From these data, it was postulated that (a) pulsed laser irradiation
induces endothelial cell proliferation, hence leading to revascularization of the
injured site; and (b) terminally differentiated cells may become activated or �de-
differentiated� tomodulate thewound-healing process. Loewe et al. also reported that
the use of topical rapamycin in concert with pulsed laser irradiation reduces the
expression of Ki-67 and nestin and enhances the overall therapeutic efficacy.
The results are in agreement with previous preclinical findings [9, 10] and collectively
support a framework for a combined light–drug-based treatment protocol for PWS
birthmarks.

Figure 57.1 Vascular remodeling and blood
flow dynamics were evident during the 21 day
monitoring period, with the Day 0 �Before�
and Day 21 structural images having similar
appearances. Methods: a time sequence
of wide-field color reflectance images
(a) and corresponding speckle flow index
images (b) was acquired over a 21 day
monitoring period after pulsed laser irradiation
of selected sites. Two arteriole–venule pairs
(dashed circles in �Before� image) were
irradiated with simultaneous 532 and 1064 nm

laser pulses (upper circle, five 1ms laser
pulses at 27Hz repetition rate, 2 J cm�2

at 532 nm, 3.6 J cm�2 at 1064 nm; lower circle,
single 1ms laser pulse, 4 J cm�2 at 532 nm,
7.2 J cm�2 at 1064 nm). Note the diffuse
appearance of the speckle flow index image
at Day 21, due to the presence of a scattering,
overlying fascial layer. Color reflectance
image dimensions (H�V), 13� 10mm;
speckle flow index image dimensions,
9� 7mm. Adapted with permission
from Ref. [4].
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57.3
Recent Applications of Optical-Based Methods in Wound Healing

57.3.1
Low-Level Laser Therapy (LLLT) – Wound Healing

An excellent, concise overview of low-level laser therapy (LLLT) was provided by
Pinheiro [12]. Here we focus only on recent findings.

LLLTof biological tissue can affect tissue repair processes in vitro. However, several
groups have reported that in vivo application of LLLTdoes not improve wound repair.
A possible explanation is that LLLT can stimulate bacterial infection of the treated
wound site. Nussbaum et al. [13] studied bacterial growth at incisional wound sites
created on in vivo rat dorsal skin and irradiated with either 635 or 808 nm laser light.
When comparedwith bacterial growth at sites 3 days afterwound creation, irradiation
with 808 nm light resulted in a decrease in normal skin flora and an increase in
Staphylococcus aureus growth. The research suggests that disruption of normal skin
flora enables pathogens such as S. aureus to colonize the wound.

Previous research has demonstrated that LLLT can modulate tissue repair pro-
cesses. However, papers have reported negative findings in terms of the efficacy of
LLLT in human subjects. Fulop et al. [14] performed a meta-analysis of 23 papers
published between 2000 and 2007 to calculate a composite metric of LLLTefficacy in
preclinical animal studies and clinical studies. They reported that a significantly
positive effect of LLLT was observed in both animal and clinical studies. The
calculated efficacy was stronger in animals than in human subjects; it was postulated
that this trend is due to the higher degree of experimental control that is present in
animal studies. According to the authors, the results demonstrate that LLLT, overall,
does improve tissue repair after injury.

Mitomycin C is a chemotherapeutic drug with antineoplastic antibiotic properties,
but its effects on wound healing remain to be ascertained. Silva Santos et al. [15]
studied the effects of LLLTon skinwounds treatedwithmitomycinC. They postulated
that LLLT, which is known to stimulate fibroblast proliferation and collagen produc-
tion, can modulate the inhibitory effects that mitomycin C on collagen synthesis.
They reported that LLLT reduced the inflammatory response and increased both
collagendeposition andfibroblast proliferation in scalpelwounds created in the dorsa
of a rodent model and subsequently treated with mitomycin C.

57.3.2
LLLT to Aid Cerebral Nervous System Repair Processes

Anders [16] provided an excellent, brief overview of the current state of LLLT to
enhance repair of traumatic injury to the central nervous system. Here, we focus on
reviewing several key studies published recently.

Tissue plasminogen activator (tPA) is the only treatment option for patients
suffering from ischemic stroke. Successful treatment relies on tPA administration
within 3 h after stroke onset. As an alternate treatment approach, LLLT purportedly
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stimulates mitochondrial function and mitigates the risk of apoptosis in cerebral
regions affected by stroke. Zivin et al. [17] demonstrated a favorable outcome of
ischemic stroke with the use of LLLT. They observed that 36% of patients treated with
LLLTachieved a favorable outcome, compared with 31% of patients receiving a sham
therapy (i.e., no irradiation with laser light). It is important to note that the difference
between patient treatment response was not significant. LLLT can be performed at
any time after ischemic stroke, making it an attractive alternative in the clinical
management of stroke victims.

Knowledge of the precise mechanisms by which LLLT works could help in the
design of robust LLLT-based treatment protocols. One proposed mechanism by
which LLLT enhances wound healing is stimulation of mitochondrial activity via
absorption of the incident light by cytochrome oxidase c. Lapchak and de Taboada [18]
employed a luminescence assay to estimate ATP content in excised parietal/occipital
cortex from rabbits, after embolization. They performed experiments on three
groups of rabbits: (1) negative control (no embolization, no LLLT), (2) embolization
without LLLT, and (3) embolizationwith LLLT. It was found that embolizationwithout
LLLTdecreasesATP content, and embolizationwith LLLT increasesATP content by as
much as 77% above the content in the negative control group. It was suggested that
the potential mechanism by which LLLT improves the outcome of ischemic stroke is
enhanced mitochondrial function.

57.3.3
Wound Healing after Laser Cartilage Reshaping

Selective photothermal heating of cartilage can achieve a persistent shape change in
the irradiated sample. Recent studies have focused on the effects of laser irradiation
on chondrocytes, the cells in cartilage responsible for development of the extracel-
lular matrix in cartilage. Holden et al. [19] demonstrated that only collagen type II
gene expression, andnot that of collagen type I, is observed following laser irradiation
of cartilage. They used an Nd:YAG laser to irradiate nasal septum freshly extracted
from rabbits and assessed the gene expression of collagen types I and II using reverse
transcription polymerase chain reaction (RT-PCR). They determined that collagen
type II was absent from the irradiated site but expressed in regions surrounding the
site. Collagen type I gene expression was not observed, suggesting that photothermal
modulation of cartilage does not induce a traditional wound-healing response.
Instead, based on the findings, it was suggested that laser irradiation of cartilage
results in the formation of hyaline cartilage, which consists primarily of collagen type
II and thus indicates an optimal wound-healing response.

57.3.4
Novel Diagnostic Applications of Biophotonics to Study Wound Healing

Current methods to monitor dermal wound repair are limited. Gross clinical
assessment of the wound is highly dependent on the prior experience and training
of the clinician. Histologic analysis requires the use of destructive biopsies.
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Zhuo et al. [20] found that nonlinear optical microscopy (NLOM) is capable of
chronic, nondestructive evaluation of scald wound repair in an in vivo rodent model.
They specifically analyzed second harmonic generation and two-photon excited
fluorescence signals. When they transplanted fluorescently labeled bone marrow-
derived mesenchymal stem cells (MSCs) to specific wound sites, they were able to
monitor the location of the MSCs and the dynamic collagen architecture using
NLOM. With the development of clinic-friendly NLOM instruments, clinicians may
soonbe able tomonitor, in a routinemanner, the progress of cutaneouswound repair.

57.4
Summary

This chapter has presented a summary of our current knowledge on the biological
response of themicrovasculature to selective optical injury, followed by an overview of
recently published studies describing the application of LLLT to enhance wound
healing and optical imaging methods to study noninvasively the wound-healing
response. With the current shift towards interdisciplinary preclinical and clinical
research, researchers arenowwell poised to conduct integrated studies at the interface
of the cutting edge of both optical technology and biology, to address key fundamental
questions on the biological processes which underlie the dynamics of wound healing.
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58
Diagnosis of Neoplastic Processes in the Uterine Cervix
Natalia Shakhova, Irina Kuznetsova, Ekaterina Yunusova, and Elena Kiseleva

58.1
Introduction

Malignant neoplasms of the female reproductive organs, including cervical cancer,
are among the principal causes of death: in 2005, about 500 000 cases of cervical
cancer and 260 000 related deaths were reported worldwide [1]. A significant increase
in the incidence of cervical cancer is observed forwomen in the early reproductive age
group (by 2% yearly on average) [2]. Detection and treatment of precancerous
abnormalities and early-stage cervical cancer can prevent up to 80% of invasive
diseases [1]. This situation requires accurate diagnostic techniques providing effec-
tive management of women with abnormal screening tests.

The paradigm of colposcopic examination after primary screening (Pap and HPV
tests) is still considered the standard for the evaluation of cervical neoplasia. The aim
of colposcopy is to identify disease, to obtain representative specimens for histolog-
ical verification, and to direct patient management. Unfortunately, recent research
shows that colposcopic grade and histologic lesion grade are not closely correlated [3].
The sensitivity of colposcopy-guided biopsy for precancerous abnormalities [cervical
intraepithelial neoplasia grade 2þ (CIN2 þ )] was estimated as only 54%, and for
individual physicians this statistical value varies between 28.6 and 81.5% [4, 5]. This is
connected with significant errors in colposcopic assessment, subjectivism, and a
considerable dependence on the experience of clinicians. However, even when
performed by trained and experienced personnel, colposcopic biopsy misses
26–42% of prevalent CIN2þ [6, 7]. The only compensating strategy for timely and
accurate diagnosis of early cervical cancer and high-grade premalignant lesion is
considered to be morphologic examination of specimens obtained by a large
excisional procedure or multiple random biopsies [7, 8]. Such an approach can
induce complications due to invasiveness and increase costs and time. In our
opinion, complementary application of noninvasive technologies [e.g., fluorescence
imaging, high-frequency ultrasound, optical coherence tomography (OCT)] in
colposcopy is appropriate for adequate management of Pap and HPV positive
women. It allows one to ensure adequate diagnosis and, at the same time, to avoid
over-treatment and over-expense.
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The goal of this chapter is to demonstrate the efficacy of OCT in the management
of cervical neoplasia (early cervical cancer and premalignant abnormalities).

58.2
Materials and Methods

This research was conducted in the Nizhny Novgorod Regional Hospital (Russia).
The study was approved by the Ethical Committee for scientific studies with human
subjects; written informed consent was obtained from all patients. A total of more
than 500 female patients with different cervical conditions have been examined with
OCT. The inclusion criterion was indication for colposcopy and the exclusion
criterion was age under 18 years.

The standard equipment for colposcopy andmethodologywith 5% acetic acid local
application (traditional colposcopic test) were used. OCT examinations were con-
ducted with a time-domain OCT device (Institute of Applied Physics, Russian
Academy of Sciences, Russia). The systemhas the following technical characteristics:
central wavelength, 1300 nm; radiation power, not exceeding 6.0mW; spatial reso-
lution, 15–20mm; in-depth scanning range, up to 2mm; lateral scanning range,
1–2mm; and acquisition time for two-dimensional 200� 200 pixel image, 1.5–2 s.
TheOCTsystem for cervical inspection performs using a detachable forward-looking
OCTprobewith an outer diameter of 2.7mm. The probe is applied to the cervical area
of interest under colposcope control. To reduce artifacts related to unintentional
movements of the probe and the studied object, the distal end of the probe has to be in
contact with the tissue. The images obtained are interpreted directly during the
patient examination.

In the previous stages, the initial approval of OCT for the detection of cervical
pathology and adaptation of OCT for the basic colposcopic procedure were carried
out. Criteria for OCTdetection of cervical neoplasia were elaborated and estimated in
a blind recognition test. The sensitivity was shown to be 82%, specificity 78%, and
error 19.2%, and the kappa value equals 0.65 [9].

At the present stage of clinical study, 135 female patients of reproductive age (mean
age 32� 1.3 years) have been examined after primary cervical screening using
OCT–colposcopy. Analysis of results was based onmorphologic verification (a group
of 100 patients) and 3 years of follow-up (a group of 35 patients).

58.3
Results

The suggested approach for increasing the efficacy of cervical cancer and precancer
diagnosis is based on the complementary use of colposcopy andOCT, and themethod
includes the following steps:

. colposcopy with acetic acid test;

. determination of atypical colposcopic findings (ACFs);
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. OCT examination of zones with ACFs;

. determination of OCT indications for biopsy;

. biopsy based on OCT indications;

. management of patient depending on histological results.

In previous studies, we distinguished three classes of OCT images: �benign,�
�suspicious,� and �malignant.�

We identify three types of images as being in the �benign� class (Figure 58.1). One
is two-layer structure with different optical properties of the layers (a moderately
scattering upper layer and a strongly scattering lower layer) and a highly contrasted
boundary between layers (Figure 58.1a). The second type represents images with a
disturbed structure of layers or without layer stratification identified, but with low-
scattering areas with high-contrast boundaries (Figure 58.1b). Keeping the imaging
depth at about 1.5mm is an important indicator of �benign�-type images. The third
type includes non-structured images but demonstrating a high signal to a depth of
1.5mm (Figure 58.1c).

The �malignant� class includes two types of images (Figure 58.2). Themost typical
indicator of �malignant� class is a non-structured image with a large decrease in
signal resulting in a low imaging depth (usually 0.5–1mm) (Figure 58.2a). The other
type,which is observedmuchmore rarely than thefirst type, is a two-layered structure
where each layer demonstrates high scattering and a substantial decrease in the
signal (Figure 58.2b). The images with a disturbed structure which cannot be clearly
identified as �benign� or �malignant� are classified as �suspicious.�

Our method of using OCT in cervical diagnostics required revision of the
approaches for image interpretation.At presentwe distinguish two groups of images:
�biopsy indication� and �no biopsy indication.� In our opinion, the biopsy must
be performed for cervical sites characterized by �malignant� or �suspicious� OCT
image types.

Approval of this approach was based on 100 clinical cases (randomized group),
which showed a high efficiency of OCT–colposcopy. All OCT images obtained in this
approval process were verified morphologically by biopsy performed based on
colposcopic data according to standard indications. It was shown that the colposcopic
data gave an indication for biopsy in 83%of caseswhereas cervical neoplasia (CIN2þ
and cervical microcarcinoma) was diagnosed in only 37% of cases. OCT images with
�biopsy indication� were obtained in only 36% of cases. According to our study, the

Figure 58.1 Examples of �benign� types of OCT images. All data have been morphologically
verified.

58.3 Results j881



complementary performance of OCT and colposcopy allows the specificity of
diagnostics of early-stage cervical cancer to be increased significantly. Concerning
the sensitivity of the method, OCTdemonstrated �benign� types of images in 1% of
cases corresponding morphologically to an in-between state (CIN2) which did not
allow us to replace totally the biopsy with OCT inspection in the final protocol. In our
opinion, refusal of a biopsy procedure should be accompanied by an OCT follow-up.

The final protocol for early-stage neoplasia (OCT–colposcopy and OCT–follow-up)
was performed with the main group of 35 patients of reproductive age. The total
follow-up duration was 3 years. The OCT–colposcopy procedures were performed
every 6 months. The control group included 20 patients. It was found that in the
control group the biopsy was performed for 13 out of 20 patients; in seven cases
repeated biopsy was required, and finally cervical neoplasia was diagnosed in two
patients. In the main group, indications for biopsy were found for 11 patients out of
35, and indications for repeated biopsy were absent; cervical cancer was diagnosed in
six patients. Hence over-biopsy in the control group was performed in 25 cases
compared with five cases in the main group. It is worth mentioning that during the
3 year follow-up, no cases of neoplastic changes in the cervix were diagnosed in
patients with OCT-based biopsy refusal.

58.4
Discussion and Conclusion

Colposcopy-directed biopsy remains the �gold standard� for cervical cancer diagno-
sis. However, the shortcomings of colposcopy require the development of new
techniques, and OCT is a promising candidate. Improvement of the specificity, but
not the sensitivity, by adding OCT to colposcopy was demonstrated in our study. Our
results are in agreement with those of other researchers [10].

In spite of some limitations, OCT–colposcopy can be successfully applied in
cervical cancer diagnosis. This technique is very helpful in female patients of
reproductive age, particularly in cases of questionable interpretation of colposcopic
data and limitations of or contraindications to biopsy. For example, 1% of cervical
cancers are detected during pregnancy and there are an increasing number of

Figure 58.2 Examples of �malignant� types of OCT images. All data have been morphologically
verified.
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premalignant lesions in these cases for which diagnosis and evaluation are not easy.
Colposcopy in pregnancy does not differ from that in the non-pregnant state, but as
the pregnancy advances, interpretation of colposcopy becomes progressively more
difficult [10]. OCT could be the method of choice in pregnancy. Another reasonable
category for adding OCT to colposcopy is aged patients, as they have a high risk for
biopsy complications.

Unfortunately, OCT in some way �suffers� from subjectivism like colposcopy.
Tominimize this factor, the development ofmathematical algorithms forOCT image
interpretation is suggested and epithelial brightness has been shown to be a
statistically significant distinguishing feature of cervical OCT images [11].
The sensitivity of OCT–colposcopy could be improved by increasing the scanning
rate, using a newly designed probe with a larger diameter, and so on [12].

In conclusion:

. OCT is an attractive technique for the detection of cervical neoplasia.

. It should be applied according to relevant indications and in an appropriate
scenario.

. Further improvements of the method are required.
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59
The Use of Single-Point and Ring-Shaped Laser Traps to Study
Sperm Motility and Energetics
Linda Z. Shi, Bing Shao, Jaclyn Nascimento, and Michael W. Berns

59.1
Introduction

Single-point laser trapping is a noninvasive biophysical tool which has been widely
applied to study physiologic and biomechanical properties of cells [1, 2]. Over the
past three decades, researchers have used laser trapping (tweezers) to quantify
sperm motility by measuring swimming forces [3–7]. These studies determined
that the minimum amount of laser power needed to hold the sperm in the trap (or
the threshold escape power) is directly proportional to the sperm�s swimming
force according to the equation F¼QP/c, where F is the swimming force, P is the
laser power, c is the speed of light in the medium, and Q is the geometrically
determined trapping efficiency parameter [3]. Sperm swimming force measure-
ments have been used to evaluate sperm viability after cryopreservation [5], as a way
to evaluate the motility of epididymal versus ejaculated sperm [4], and to examine
infertility in human patients [5]. In addition, a relationship between sperm velocity
and swimming force (escape power from trap) was found for human and dog
sperm [7, 8].

59.2
Single-Point Laser Trap

The more common single-point gradient trap that is used for sperm analysis is
shown in Figure 59.1. An Nd:YVO4 laser operating at 1064 nm is coupled to a Zeiss
Axiovert S100 microscope equipped with a phase III, 40�, NA 1.3, oil immersion
objective. The laser power in the specimen plane is attenuated by rotating an optical
polarizer mounted in a stepper-motor-controlled rotating mount. Two dual video
adapters are used to bring the laser into the microscope and simultaneously image
the spermwith phase contrast and fluorescencemicroscopy. The laser beam enters
the side port of the first dual video adapter and is transmitted to the microscope.
A filter is used to prevent back-reflections of infrared laser light from exiting the
top port of the adapter and allow reflected visible light coming from the specimen
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to pass to the second video adapter. The specimen is viewed in phase contrast using
red light from the halogen lamp and viewed in fluorescence mode using the arc
lamp as the excitation source. The fluorescence filter cube contains an HQ 500/
20 nm excitation filter and a dichroic beam splitter with a 505 nm cut-off wave-
length. The second dual video adapter attached to the top port of the first video
adapter uses afilter cube to separate the phase information (reflects>670 nm) from
the fluorescence (transmits 500–670 nm). The phase contrast images are filtered
through a filter and acquired by a charge-coupled device (CCD) camera (operating
at 40 frames per second) coupled to a variable zoom lens system (0.33–1.6�) to
increase the field of view. For the fluorescent images, a dual-view system splits the
red and green specimen fluorescence emitted resulting in an image in each color.
Fluorescent emission filters are placed in this emission-splitting system (green
fluorescence emitter, HQ 535/40 nm M; red fluorescence emitter, HQ 605/50 nm
M). The dual-view system is coupled to a digital camera that captures the images [9].

Figure 59.1 (a)Optical schematic showing the
components used to generate and control the
single-point laser tweezers; (b) imaging setup
showing illumination sources, filters, and
cameras used to image the sperm in both phase
contrast and fluorescence; (c) a collaborator

from Australia clicked on a selected swimming
dog sperm on the image screen in Australia,
which then activated RATTS in the California
laboratory, which tracked the sperm for 5 s, and
then held it in the trap for 10 s (d).
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An integrated system has been developed to analyze individual spermmotility and
energetics automatically. A two-level real-time automated tracking and trapping
system (RATTS) has been developed to quantify themotility and energetics of sperm
using real-time tracking (done by the upper-level system) and fluorescent ratio
imaging (done by the lower-level system). The communication between these two
systems is achieved by a gigabit network. The RATTS system can be operated
remotely through the Internet using the logmein website. Individual sperm can be
automatically trapped using laser tweezers to measure sperm swimming forces
during real-time tracking. Once the sperm is stably trapped, the custom-built
program can gradually reduce the laser power until the sperm is capable of escaping
the trap. This escape power can be converted to the actual amount of swimming force
needed to escape from the trap. By taking the ratio of the wavelengths of a
mitochondrial membrane dye, mitochondrial energetics can be monitored and
correlated with both sperm escape power (converted to swimming force in pico-
newtons by F¼QP/c) and sperm swimming speed. The latter two parameters are
linearly correlated. This two-level system to study individual sperm motility and
energetics has not only increased experimental throughput over single-level systems
by an order ofmagnitude, but also allowsmonitoring of spermenergetics prior to and
after exposure to the laser trap [10].

59.3
Ring-Shaped Laser Traps

The experimental setup for a ring-shaped laser trap system is presented in
Figure 59.2. The light beam from a continuous-wave ytterbiumfiber laser (1070 nm
wavelength) is collimated and expanded via the 3� beam expander. For better
performance of the trap, a refractive beam shaper is used to convert aGaussian laser
beam into a collimated flat-top beam.A telescope lens pair shrinks the shaped beam
so that the thickness of the light cone input to the objective is equal to the diameter

Figure 59.2 (a) Optical setup for ring-shaped laser trap system. (b) Tens of sperm are stopped or
moving along the ring focus.
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of the back aperture, hence the numerical aperture of the trapping beam is
maximized. The laser beam is divided and bent towards the optical axis at an
angle upon the Axicon lens, b¼ arcsin(n sin c)�c, where c is the base angle and n
is the refractive index of the Axicon. At the back focal plane of the focusing lens (FL),
a ring image is formed that is conjugate to the ring focus at the specimen plane.
After the tube lens (TL), the laser is sent into themicroscope and to the objective by
the dichroic mirror.

A continuous 3D ring-shaped laser trap can be used for multi-level and high-
throughput (tens to hundreds of sperm) sperm sorting and analysis. One potential
advantage of the ring trap is that it acts as a force shield for protecting the sperm that
are being measured from interference of other sperm. Additionally, the ring-
shaped laser trap could potentially be used for parallel sperm sorting based on
motility that may be stimulated by chemical agents (chemotaxis). This is a critical
feature of sperm in response to the diffusion gradient of chemicals released by the
egg and surrounding cells of the cumulus oophorus, which may lead to a better
understanding of infertility and provide new approaches for contraception [11].
Differentiating it from the single-spot laser trap, which focuses hundreds of
milliwatts on a sperm to achieve trapping, the ring trap utilizes only tens of
milliwatts, which allow the sperm to swim along the ring without stopping. As a
result, the effect of the optical force on sperm swimming patterns and physiology
could be investigated in more detail [2, 12].

59.4
Biological Studies

59.4.1
Sperm Competition

An important and controversial question in evolution is sperm competition. This
can be studied in primates using a laser trap in combination with custom-designed
computer tracking and trapping algorithms. Semen samples from chimpanzee,
rhesus macaque, human, and gorilla were analyzed. The mating systems for both
the chimpanzee and the rhesus macaque are multi-male, multi-female (females of
these speciesmate withmore than onemale within a short period of time). Gorillas
are polygynous, defined here as one male, multiple females – that is, the single
dominantmalemates with the females in the �harem� unit [13] and therefore, from
the female point of view, the gorilla is strictly monogamous. Human mating
patterns are variable, differing across cultures, but can be considered to be
predominantly polygynous (83% of societies), more rarely monogamous (16%),
and only very occasionally polyandrous (<1% [13]). Therefore, the sperm analyzed
in this study came from primates that represent a variety of mating patterns,
ranging from strictly polygynous (gorilla) tomulti-male,multi-female (chimpanzee
and rhesus macaque).
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The box plots for distributions of sperm swimming speed (VCL, Figure 59.3a)
and escape power (Pesc, indicative of force, Figure 59.3b) for the four primates are
shown. Pesc is measured by reducing the laser power after the sperm is trapped
until the sperm is capable of escaping the trap. Each species� swimming speed and
escape power distributions are statistically different (p< 0.05) using the Wilcoxon
rank sum test for equal medians. The medians of both measurements, VCL and
Pesc, show that rhesus and chimpanzee sperm swim with the fastest speeds
and strongest forces, whereas gorilla sperm swim with the slowest speeds and
weakest forces. Human sperm swimming speeds and forces lie between these two
extremes [14].

59.4.2
Sperm Energetics

The combination of single-point laser tweezers with custom computer tracking
software and robotics can be used to analyzemotility (speed and force) and energetics
[mitochondrial membrane potential (MMP)] of individual sperm. Domestic dog
sperm are labeled with a cationic fluorescent probe, DiOC2(3), that reports theMMP
across the inner membranes of the mitochondria located in the sperm�s midpiece.
Individual sperm are tracked to calculate VCL. The MMP is measured every second
over a 5 s interval during the tracking phase (sperm are swimming freely) and
continuously during the trapping phase. Figure 59.4 shows the ratio value prior to
trapping, during trapping, and after trapping plotted over time for two different
sperm. For the sperm in Figure 59.4a, there was an overall decline in ratio value over
time as the sperm was held in the trap. Once released from the optical trap, the ratio
value increased.However,within 5 s, it did not fully recover to the original value that it
had prior to being trapped. Similarly, the sperm swimming speed, VCL, did not
recover to its pretrapping value. For the sperm in Figure 59.4b, there was a slight
decrease in ratio value while the sperm was in the trap. Again, neither swimming
speed nor ratio value fully recovered [15].

Figure 59.3 Box plots of the distributions of (a) swimming speed (VCL) and (b) escape force (Pesc)
for all four primates. Inset in (b) shows an expanded view of human and gorilla distributions to
emphasize the difference in median values.
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59.5
Conclusion

We have described two methods of optical trapping, the more common single-point
gradient trap and the ring-shaped laser trap. The single-point gradient trap has found
wide application in cell biology, in particular for studies on spermmotility, energetics,
evolution (sperm competition), and human infertility. The ring-shaped laser trap is a
more recent development, and shows promise for sperm sorting and analytics
because of the potential for greater throughput than trapping of single sperm in
a point trap.
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60
Laser Thinning of the Zona Pellucida
Hanna Balakier

60.1
The Zona Pellucida

The zona pellucida (ZP) is a specialized extracellular matrix that surrounds
mammalian oocytes and early-stage embryos [1]. It is composed of a network of
cross-linked filaments usually consisting of three or four highly conserved, zona-
specific glycoproteins. The ZP is multifunctional and it plays a crucial role in
oogenesis, fertilization, and preimplantation development. The ZP is produced
during the early development of the ovarian follicles and it increases in thickness as
oocytes increase in diameter [1, 2]. At the blastocyst stage, the ZP is no longer
essential and the embryomust hatch out of its coat in order to implant in the uterine
endometrium [3, 4]. Any disturbance of this process may cause implantation
failure, leading to infertility.

Increased ZP thickness, deficiency in the production of embryonic enzymatic
lysins which thin the ZP during embryo development, and the phenomenon of
zona hardening are all possible causes of unsuccessful hatching and reduced
implantation rates in human IVF (in vitro fertilization [3–5]) cycles. It seems
that zona hardening may especially influence the implantation potential of the
embryo, since although it occurs naturally at fertilization or in aging oocytes, it is
increased further by suboptimal in vitro culture conditions and oocyte/embryo
cryopreservation.

Several experimental techniques have been used to assist embryo hatching in
order to improve implantation and clinical pregnancy rates after IVF treatment.
Using mechanical and chemical methods, piezo-vibrators, or lasers, ZP manipula-
tions can be performed either by opening the ZP by creating a hole or by zona
pellucida thinning (ZPT), reducing zona thickness without breaching it [3, 4].
Regardless of the assisted hatching (AH) technique used, the type of ZP handling
(intact or fully-breached)may have important implications for the developmental fate
of the embryo [6].
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60.2
Laser Assisted Hatching

The introduction of laser techniques in the field of human-assisted reproduction has
led to a variety of applications facilitating the efficient manipulation of the ZP and
spermatozoa [7, 8]. These include procedures such as laser AH, biopsy of embryonic
cells, laser-assisted intracytoplasmic sperm injection (ICSI), sperm viability testing,
and the production of hemizone. The use of several types of lasers has been validated
in animal and human clinical studies, and currently a noncontact 1.48mmdiode laser
system is the simplest, most reproducible, and safest method available for use in IVF
laboratories [9].

LaserAHis on course to supersede previousmechanical and chemicalmethods for
opening or thinning theZP.Of the twomethods, laser ZPTappears to be less invasive
and associated with higher clinical outcomes than ZP opening [4, 10]. This suggests
that breaching of the ZP could be detrimental to the implantation potential of the
embryo due to the loss of cells and blastocyst �herniation� through the hole, and it
could deprive the embryo of protection by the ZP against infectious or immunologic
attacks. Therefore, laser ZPT is more frequently utilized for AH of fresh or frozen
embryos before their transfer to the uterus [7, 8].

In theory, the AH by artificial laser ZPT should increase both the hatching
potential of the embryo and IVF clinical outcomes. However, the number of
studies, especially randomized ones, is limited [6], and the existing data are
controversial, showing decreased [11], similar [12], or increased [13–15] implan-
tation/pregnancy rates in the laser ZPT group versus control group without AH.
These conflicting results might arise from the study design, patient characteristics,
sample size, and variability in the laser technique used, such as the length/depth of
ZP thinning and laser pulse duration.

Although clinical indications and the impact of laser ZPTare not yet fully defined,
this technique could be particularly beneficial for patientswith repeated, unexplained
implantation failures [14]. Some embryo implantation problems in these patients
may be explained by the inability of the embryos to hatch, but it is unknown whether
underlying defects are related to the structure or function of the ZP, the impairment
of the production of embryonic/uterine lysins, or other factors.

As recently shown, laser ZPT can also be successfully applied to frozen–thawed
human embryos by the slow freezing or vitrification method [13, 15]. It has also
become apparent that increasing the area of laser thinning from a small ablation
(30–40mm) to one-quarter or half of the zona may considerably improve IVF
outcomes [13–15]. Evaluation of the impact of the size of ZPT area, 25 versus
50%, on vitrified–warmed cleavage-stage embryos, clearly demonstrates that thin-
ning half of the ZP results inmuch higher implantation/pregnancy rates (32/46.7%)
compared with one-quarter of ZPT (16/25.0%) [15]. Interestingly, retrospective
analysis of laser AH by the creation of small (40 mm) and large (50% of ZP) holes
in the ZP at the blastocyst stage in frozen–thaw cycles suggests that the pregnancy,
implantation, and delivery rates are better in the 50% opening group (74, 52, 65%,
respectively) compared with the 40 mm opening group (43, 27, 38%) [15].
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It is unclear why the ZPT facilitates embryo implantation, and why AH of half
rather that one-quarter of the ZP generates better results. Is this simply a matter of
the different patterns of embryo hatching, that it is more �natural� and easier to
hatch via a wider area versus a smaller �8�-shaped neck in which the embryo can
become trapped? Other questions are which ZP structural changes are important,
and whether they are related to the immune recognition of the embryo in ways that
might enhance implantation? Are such changes induced by the laser ZPT? It is
currently hypothesized that the ZP can act as an intrinsic source of signals
activating the maternal immune recognition of the developing mammalian
embryo [16]. Moreover, blastocyst hatching in different species, including humans,
appears to be regulated by trophectodermal projections, which most likely are
involved in the delivery of embryo-derived zona lysins to the ZP, causing its lysis [5].
Does AH affect the secretion of embryonic lysins which thin the ZP? A study on
mouse embryos has shown that neither ZP thinning nor opening by acid Tyrode�s
solution changes the secretion of trypsin-like proteases involved in blastocyst
hatching [17]. Whether similar mechanisms operate in human embryos awaits
further investigations. In summary, the information on the cellular/molecular
mechanisms of blastocyst hatching and ZP lysis is scarce and these areas require
more systematic and thorough study.

60.3
Laser-Assisted ICSI

Laser ZPT has been proposed as a method to improve the efficiency of routine ICSI
procedures, simultaneously providing both a reduction ofmechanical stress on the
oocytes andAH. This approachmay increase oocyte survival rate, embryo hatching,
and possibly IVF clinical outcomes, but recent results are preliminary and need to
be confirmed by a large randomized study. The size of the thinned area of the ZP
prior to ICSI should also be carefully evaluated with regard to safe embryo hatching
and avoidance of additional AH at later stages that might create multiple ZP
herniations which are known to contribute tomonozygotic twinning (MZT; embryo
splits into genetically identical embryos). Similar laser ZPT has been adopted
recently in animal experiments [7, 8]. This ZP treatment appears to be extremely
beneficial, especially in mice, where regular ICSI results in very low survival rates.
There is also a potential for future applications of ZPT in domestic and endangered
species.

60.4
Safety Aspects of ZPT

The technical and clinical safety aspects of laser ZPT require further investigation.
For example, ZPTover a larger area (25 and 50%) of the embryo involves a relatively
high amount of energy, which may lead to penetration beyond the ZP, harming the
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embryo. To avoid adverse effects, proper laser calibration, short pulse duration, and
safe working distance are recommended [18]. Evidently, safety also depends on the
properties of the laser. Improvements in noncontact laser technology have achieved
better accuracy and safety in ZPT [9]. The earliest laser used pulses as long as 15ms,
later 2–5ms, and currently it is possible to apply pulses of only 300 ms [15]. It remains
to be seen whether a superior laser system can be developed which will be more
precise and generate minimal heat.

The recent promising results of laser ZPTneed to be confirmed on a larger scale in
randomized clinical trials. The other challengewill be to determine the impact ofZPT
on several important clinical outcomes, including live birth rate, multiple pregnan-
cies, MZT, congenital malformations, and chromosomal aberrations in children
born from this technique [6]. So far, there are only three published follow-up reports
on children born after laser ZP opening, and there has been no evidence of increased
incidence of chromosomal aberrations or major congenital malformations from the
laser treatment [4]. Similar data for laser ZPTare not available. MZT is a particularly
important unsolved problem in IVF. The incidence ofMZT in assisted conceptions is
2.25 times higher than in natural conceptions, and some techniques such as
blastocyst transfer and ICSI seem to carry a higher risk of MZT than the others.
The etiology and exact mechanisms leading to this phenomenon are controversial,
and the literature providesmultiple theories [19]. A combination of factors is likely to
be involved, including ovarian stimulation, ICSI, AH, blastocyst culture, and ZP
structural changes. Larger scale clinical studies on MZT from single embryo
transfers and confirmation of zygosity with DNA analysis are warranted before
definitive conclusions can be drawn. Further multidisciplinary studies are also
required to define the impact of laser ZPT for optimizing IVF outcomes.
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61
Transfection of Cardiac Cells by Means of Laser-Assisted
Optoporation
Alena V. Nikolskaya, Vladimir P. Nikolski, and Igor R. Efimov

61.1
Introduction

The first optoporating lasers developed were in the ultraviolet (UV) range because of
strong absorption by the membrane constituents in this spectral region [1, 2].
However, the use of UV light could irreversibly damage cells [1, 3, 4]. Alternatively,
the use of near-infrared (800 nm) femtosecond and infrared (1064 nm) nanosecond
lasers for efficient injection of impermeable dyes and gene transfection has been
suggested [5, 6].

The use of visible laser irradiation for optoporation at 488 nm has also been
demonstrated. It exploited the fact that the dye Phenol Red, a usual component of cell
culture media, has strong absorption at this wavelength. It was hypothesized that
laser absorption induced a local rise in temperature, which led to changes in
membrane permeability that were considered reversible and relatively harmless to
the irradiated cells [4, 7].

However, several cellular components have significant absorption at 488 nm and
the possibility of deleterious effects still exists, such as generation of toxic reactive
oxygen species (ROS) and irreversible mitochondrial permeability transition pore
(mPTP) opening [8–10].

We therefore aimed to improve the laser-assisted optoporation techniques with
several impermeable fluorochromes, which could facilitate deposition of energy at
the cell membrane and limit damage to intracellular compartments.

61.2
Methods

61.2.1
Primary Cultures of Neonatal Rat Cardiac Cells

Primary neonatal cardiac cellswere obtained fromventricles of 3–4-day-oldWistar rat
pups (Harlan) using a modification of the method described by Fast and Cheek [11].
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The small pieces of ventricle were minced with scissors and dissociated in Hank�s
balanced salt solution (HBSS, without Ca2þ and Mg2þ ) (Invitrogen) containing
trypsin (0.1%) (Boehringer) and pancreatin (60mgml�1) (Sigma). The solution of
dispersed cells was supplemented with neonatal calf serum (10%) (Boehringer)
to stop enzyme activity, centrifuged, and resuspended in UltraCulture medium
(BioWhittaker) supplemented with vitamin B12 (20 mgml�1) (Sigma), L-glutamine
with penicillin–streptomycin (100 mgml�1) (Sigma), and bromodeoxyuridine
(0.1mM) (Sigma). The cell suspension was preplated in large culture flasks and
incubated for 2 h to isolate the fibroblast-enriched fraction. The myocytes remaining
in suspension were collected and plated at a density of 2.5� 105 cells cm�2 on to
300mm diameter glass-bottomed Petri dishes (EMS) precoated with a collagen,
laminin, and fibronectin mixture and grown for 2–7 days before experimentation.
The culture medium was exchanged the day after preparation and every second day
thereafter. All animal protocols were approved by theWashingtonUniversity Animal
Studies Committee.

61.3
Experimental Design

For all experiments on laser-assisted optoporation, a standard Nikon C1 confocal
microscope with a three laser launcher integrated with a fluorescent upright Nikon
i80 microscope was used. Transfection and optoporation tests were performed at
21 �C on the microscope stage.

To estimate the size of the effected targeted spot, a glass slide was painted with a
marker pen, allowed to dry, and placed in the microscope light path with a 0.45 NA
10� lens. Following focusing, the blue laser pulsewas applied, causing the formation
of a hole in the paint. The effective size of the hole was estimated to be less than 4 mm,
which corresponds to 4� lateral optical resolution (r¼ 1.22l/2NA). The selected
areas of cells were located in premarked regions. Cells were selected for transfection
using a custom graphic software interface, which allowed us to define the set of
targeted positions with individual exposure times on the imaged cell area. This
procedure allows desirable patterns to be drawn for beam exposure, making targeted
transfection possible. Tominimize cell damage while obtaining the initial navigation
image and focusing on the area of interest, an He–Ne laser (633 nm, continuous
wave, 6.75mW nominal output power) attenuated 32 times was used in the DIC
transmitted light mode.

The blue beam of the argon laser (488 nm, continuous wave, 17mW nominal
output power) was focused at the cell membrane. Laser wounding was done by
aiming the beam at a selected position for 2–10 s, depending on the enhancing dye
concentration. The total procedure lasted 2–5min for 20–30 targeted cells. At the site
of beam incidence, the cell membrane had modified permeability and allowed
impermeable dye or plasmid vector present in the culture media to penetrate inside
the cell.

904j 61 Transfection of Cardiac Cells by Means of Laser-Assisted Optoporation



61.4
Results

We investigated the use of 488 nm laser irradiation for dye-assistedmicroinjection of
membrane-impermeable fluorochromes, such as propidium iodide (PI), and exog-
enous membrane dyes, such as FM 1-43, and also green fluorescent protein (GFP)
encoding plasmid into neonatal cardiac cells. We also investigated the implemen-
tation of the samemembrane dye, FM 1-43, for further absorption enhancement and
perfecting focusing on the membrane surface with additional pharmaceutical
treatments for apoptotic and necrotic damage prevention to improve transfection
efficiency and ensure cell survival.

The exposure times for reversible membrane permeabilization were established
by monitoring accumulation and retention of FM 1-43 (5 mgml�1) (Invitrogen), PI
(20 mgml�1) (Sigma), and calcein-AM (10mM) (Invitrogen). The short-term viability
of exposed cells was evaluated 15–20min after irradiation (Figures 61.1 and 61.2). PI
membrane-impermeable cationic dye reveals strong red fluorescence after binding
to nucleic acids. PI served two purposes: as an indicator of membrane permeabiliza-
tion when added to the medium before irradiation, and as a vital stain when it was

Figure 61.1 Laser-assisted injection of FM1-43 into cultured cardiomyocytes. (a) Image of the area
of interest with cells selected for optoporation in the presence of FM 1-43 in culture media; (b) the
same area after optoporation; (c) drawing of specially shaped area.

Figure 61.2 Cells optoporated in the presence of FM 1-43 and PI; calcein-AM was added after
optoporation. (a) Dual-channel registration (PI, FM 1-43, and calcein) after 5min of dye
accumulation; (b) red channel (PI and FM1-43) after 5min; (c) green channel (calcein) after 10min.
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added to the medium 15–20min after irradiation it distinguished dead from living
cells. FM 1-43–styryl dye that has been widely used to demonstrate membrane
disruption/resealing [12–14] was used to test membrane injury. This dye is imper-
meable to intact cell membranes, and specifically fluoresces only when incorporated
into the lipid environment such as a cell membrane. The fluorescence of an
optoporated cell increases several-fold (with changed emission spectra) owing to
the presence of endo-membranes that become stained with the dye. Resealing of the
membrane halts this increase in fluorescence. Calcein acetomethyl ester (calcein-
AM) is widely used for cell survival assays. The viability of cells subjected to
optoporation was assessed by incubating them with calcein-AM for 10min. Accu-
mulation and retention of this dye in irradiated cells indicate cell viability. For
facilitating laser light absorption, in addition to Phenol Red (contained in media),
cells were stained with various membrane dyes as further absorption enhancers.
We selected FM 1-43 as a nontoxic dye the main absorption band of which
corresponds to the laser wavelength. Membrane staining of cultured cells increased
the optical density at the wavelength corresponding to the dye absorption spectrum.
Moreover, as a membrane fluorescent stain, this dye allowed precise focusing on
the membrane itself by means of z-stack positioning with maximum projection
fluorescence intensity.

After a series of pilot experiments, exposure times of 10 s for 15mg l�1 and 2 s for
40mg l�1 of Phenol Red were selected for the control transfection procedures. These
conditions correspond to the longest irradiation times that allowed transient opto-
poration of the cells but still did not produce detectable short-term injury to the cells.

The efficiency of optotransfection was assessed by monitoring expression of GFP
in cardiac myocytes after laser-assisted optoporation in the presence of 5 mgml�1 of
plasmid containing the reporter gene for GFP from Aequorea victoria jellyfish.

In order to protect cells against long-term apoptotic damage that may be caused by
mPTP irreversible opening or ROS accumulation generated through photodynamic
treatment [15], cells were preincubated with cyclosporin A (0.2 mM) (Sigma) for
30min before laser exposure and supplemented with the ROS scavengers, NO
donors SIN-1 (125 mM) (Sigma), and SNAP (100mM) (Invitrogen).

Before the experiment, regular culturemediumwas aspirated and substitutedwith
fresh OPTI-MEM (Invitrogen) or M199 (Invitrogen) medium with HEPES buffer.
OPTI-MEM was initially phenol free. The nominal concentration of the Phenol Red
in M199 medium was 15mg l�1. In some experiments, culture media was addition-
ally supplemented with Phenol Red solution (Sigma) to obtain the different con-
centrations (15, 20, 40mg l�1). In experimentswithmembrane-stained cells, the cells
were incubated with FM 1-43 (5mgml�1) (Invitrogen) for 10min and unbound
dye was then removed. GFP plasmids (5 mgml�1) were added to the culture dishes
before irradiation. Assigned areas of individual cells were exposed to the incident
laser beam, such that the beam was focused on their membrane.

Following optoporation, cells were incubated for 30min with the GFP plasmids.
After laser exposure, 1000� antioxidant supplement (1mlml�1) (Sigma), CaCl2
(2mM) (Sigma), and surfactant Pluronic-F68 (1mM) (Sigma) were added to the
medium to facilitate membrane resealing. Poloxamer 188 (P188, Pluronic F68) was
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shown to seal cells after electroporation [16–19], heat shock [20, 21], mechanical and
barometric traumas [14, 22, 23], and high-dose ionizing radiation [24, 25]. Successful
transfection was confirmed after 48–72 h through pronounced green fluorescence,
which was at least five times higher than the intrinsic fluorescence of the cells and
was distributed over the cytoplasm (Figure 61.3).

Figure 61.3 Cells optotransfected within selected areas: (a) fibroblast-enriched culture;
(b) myocyte-enriched culture; (c) enlarged optotransfected myocyte.

Figure 61.4 Effect of different optoporation parameters on optotransfection outcome: 2 s with
40mg l�1 versus 10 s with 15mg l�1 of Phenol Red. (a) Percentage of optotransfected cells
expressing GFP; (b) percentage of irreversibly damaged cells.
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The percentage of transfected cells was determined for each area of illuminated
cells on the basis of counting individual cells expressing GFP; mean values and
standard deviations were calculated from all areas of irradiated cells (Figure 61.4).

The percentages of cells expressing GFP 72 h after optotransfection are shown in
Figure 61.4a for the two types of laser exposure: 2 s with 40mg l�1 and 10 s with
15mg l�1 of Phenol Red. From 24 separate experiments, the transfection efficiency
for 2 s exposure was estimated as 5.1� 3.5%, and from 20 experiments, the
transfection efficiency for 10 s exposure was estimated as 3.25� 3.4%. The percent-
age of irreversibly damaged cells for the same exposure conditions was determined
through 12 short-term viability assays (PI accumulation and calcein retention) and
was 5.6� 3.6% for 2 s exposure and 72.3� 10.5% for 10 s exposure (Figure 61.4b).

When cells were irradiated without light-absorbing dye inOPTI-MEMphenol-free
media, the optoporation efficacywas almost negligible, andno short-termmembrane
damage was observed after several minutes of exposure.

For a comparison of transfection rates, a standardmethod of lipofection was used.
The lipofectamine transfection rate was 10–15%. However, as expected, it was
spatially indiscriminate.

61.5
Conclusion

Laser-assisted optoporation appears to be a resourceful tool for cultured, attached
cardiac cell transfection. It is possible to perform this method with a standard
confocal microscope. It can be applied to different cell types, including those which
are not easy to transfect with conventional methods.

Decreasing exposure times sufficient for optoporation resulted in increasing
transfection outcome, which could be due to reducing the risk of triggering
apoptosis. Results of laser-assisted optoporation were similar to findings reported
in the literature for noncardiac cells with the same concentration of Phenol Red.
Additional enhancement of light absorbance with the membrane dye FM 1-43
allowed not only an improved focusing technique, but also a further decrease in
exposure time sufficient for optoporation, and highlighted the opportunity to use this
dye for cell viability and permeability tests.
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62
Laser Surgery: an Overview
Roberto Pini, Francesca Rossi, and Fulvio Ratto

62.1
Introduction

Nowadays lasers are in routine clinical use, and the continual development of
technological solutions is opening up new frontiers in micro- and nano-surgery,
thus enabling the implementation of new surgical applications.

With the use of lasers and delivery systems that may be developed with the current
technology on offer, new minimally invasive surgical procedures can be conceived.
This expression denotes a wide variety of laser procedures, aimed at minimizing the
surgical damage to the patient, with the advantages of safer and more effective
operations, shorter healing times, and lesser risk of postoperative complications.
Examples of these laser surgeries include endoscopic laser surgery, laparoscopic laser
surgery, laser-induced suturing, and precise tissue manipulation and cutting.

Endoscopic laser surgery is usually performed with the help of small endoscopic
cameras, several thin rigid instruments, and a laser delivery system, which may be
either rigid or flexible depending on the particular application. The surgical tools are
inserted towards the surgical target through natural body cavities and small artificial
incisions (keyhole surgery). In comparison with the usual open surgery, there are
several advantages for the patient, such as less pain, less strain on the organism,
faster recovery, and smaller injuries and scar formation (esthetics). An example of
endoscopic laser surgery is laser lithotripsy, inwhich kidney stones are photodisrupted
noninvasively by delivering pulsed laser light with optical fibers through the urinary
duct. Endoscopic procedures in the human abdomen are typically termed laparos-
copy.Originally developed forminimally invasive treatment of the uterus andovaries,
the use of laparoscopic surgery has today expanded to a wide variety of conditions
seen by the general surgeon, such as appendectomy and gall bladder removal. Its
benefits to the patient over open surgery include faster healingwith smaller scars and
fewer postoperative infections. These advances, together with the advent of durable
delivery fibers, have made laparoscopic laser surgery a cost-effective and convenient
solution for patients and physicians alike.

Precise laser microcutting and microsuturing can be included among these
minimally invasive laser procedures. An example is intra-tissue cutting by femto-
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second lasers, which is currently applied for clinical use in corneal surgery for the
resection of accurate corneal flaps during corneal reshaping in order to correct visual
defects, and also in transplant of the cornea. In the latter case, femtosecond laser
cutting can be associated with another minimally invasive technique, laser welding,
which is used to replace conventional suturing, providing lesser inflammation
reactions and faster healing times.

In general, laser surgery can be considered minimally invasive provided that most
of the side effects are carefully evaluated and controlled, which means that the laser
action must be confined to a well-defined volume of tissue, where the surgery is
intended to occur. Possible side effects include the following:

1) Uncontrolled heat damage to surrounding healthy tissues, which is mainly due
to two factors: (a) incorrect evaluation of the laser penetration depth into the
tissue, owing to, for example, underestimation of the light scattering and
nonlinear optical absorption processes; (b) diffusion of the heat generated by
photothermal conversion well beyond the treatment volume, which may be due
to laser pulse durations exceeding the conditions of heat confinement (see
Section 62.2.1.3).

2) Mechanical damage to adjacent tissue structures, caused by the development of
laser-induced photoacoustic effects, such as thermoelastic stresses within the
tissue, recoil pressure pulses generated by material ejection from the tissue
surface, cavitation bubble formation in soft tissues, and spallation of superficial
tissue layers, up to dramatic photofragmentation processes induced by uncon-
trolled plasma formation at the laser focus, followed by shockwaves expanding at
supersonic speed.

In this introduction, we briefly overview the principles of the interactions between
laser light and biotissues in order to provide basic and simple arguments whichmay
help to make the application of lasers in surgical procedures safer, more precise, and
better controlled.

62.2
Laser–Tissue Interactions

The interaction of light radiation with biological matter depends upon the irradiation
parameters (such as wavelength, power/energy, pulse duration, and spot area), and
also on the optical properties of the tissue. Despite the structural complexity of and
the morphologic differences between organic tissues, in a first approximation the
propagation of light radiation (at low intensities) can be described by fundamental
optical properties, such as reflection, absorption, scattering, and transmission.

When laser light impinges on the surface of the tissue, a small fraction, typically
4–5%, is diffusively reflected in the backward direction due to the refractive index
mismatch between the external environment and biotissue. The fraction of laser
radiation remaining after reflection propagates inside the tissue and is subjected to
the processes of absorption and multiple scattering.
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Themain absorption features of biotissues are summarized in Figure 62.1, which
displays the spectral absorption of water and other biological components. A
fundamental role is played by the water content of the tissue, which is the primary
absorber in the infrared (IR) spectral region. Moreover, it can be noted that a low
absorption of light occurs in the spectral region 700–1300 nm, the so called
therapeutic window of biological tissues, which is exploited to perform laser treat-
ments or for diagnostic purposes in depth inside the human body.

The process of light absorption in the tissue along the coordinate z, assumed
parallel to the optical axis of the light beam and perpendicular to the tissue surface,
can be described to a first approximation by the Lambert–Beer law:

IðzÞ ¼ I0 exp �mazð Þ ð62:1Þ

where I0 is the incident intensity and ma is the absorption coefficient, which may be
expressed in terms of the light penetration depth (also called extinction length):

Lext ¼ 1=ma ð62:2Þ

which represents the distance after which the intensity undergoes a decrease by a
factor 1/e (e� 2.7) due to absorption.

In the visible and IR optical bands, large diffusion of light occursmainly due to the
abundance of cellular structures with size comparable to the wavelength of the

Figure 62.1 Light absorption coefficients of the main absorbers in a biological tissue.
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propagating light. Schematically, three propagation types can be classified, depend-
ing on the light wavelength:

1) Predominant absorption effects, occurring at ultraviolet (UV) wavelengths in the
range 190–300 nm, for example, those of excimer lasers, and also at IR wave-
lengths of 2–10 mm, for example, those of Ho:YAG, Er:YAG, and CO2 lasers. In
these cases, the light penetration depth is very short, typically in the range
1–20 mm.

2) Comparable absorption and scattering effects, occurring at visible wavelengths in
the range 450–590 nm. Here the light penetration depth is about 0.5–2.5mm.
Schematically, the light beampropagating through the tissuemay be represented
as a collimated component surrounded by a region of multiple scattering
phenomena. The backward component of the scattered light constitutes the
major fraction of the total reflectance, which can be 15–40% of that of the
incident beam.

3) Predominant scattering effects, occurring at wavelengths in the range 590 nm–1.5
mm, which exhibit light penetration depths of 2.0–8.0mm.When the light beam
enters the tissue, the collimated component is almost fully converted into
diffused light. The backward scattering intensity increases significantly, reach-
ing values as high as 35–70% of that of the incident beam.

According to this simplified picture, most biological tissues can be regarded as
turbid media, in which the combination of absorption and scattering produces an
effective reduction of the light penetration depth. Onemay account for this reduction
by means of an effective absorption coefficient meff¼ ma þ ms, which includes both
absorption and scattering contributions. The effective counterpart of the light pen-
etration depth is

Leff ¼ 1
meff

¼ 1
ma þ ms

ð62:3Þ

This description is strictly true as far as low laser intensities are concerned.
Conversely, optical absorption and optical scattering of biotissues may vary signif-
icantly under intense laser irradiation, giving rise to nonlinear processes and peculiar
spatial and temporal dynamics [1].

The use of lasers as surgical tools requires the emission of high doses of laser
power or energy, with emission characteristics which are the key factors to induce
particular therapeutic effects in biotissues, which may be otherwise impossible to
perform. Lasers are used, for example, to cut, coagulate, weld, ablate, or simply heat
the tissue, thus permitting minimally invasive treatments in many surgical fields.

When laser light hits the tissue, several interaction effects are induced, whichmay
be classified schematically into three major types: photochemical, photothermal, and
photomechanical effects [2, 3], as sketched in Figure 62.2.

Photochemical effects occur when the absorption of light is able to induce
chemical reactions, such as in photodynamic therapies [4]. Photothermal effects
are observed when the fraction of laser energy that is absorbed in the tissue
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becomes converted into heat; this phenomenon is used, for example, for retinal
photocoagulation [5] and for the treatment of superficial angiomas [6]. Photome-
chanical effects instead are generated by the stress associated with the rapid heating
and expansion of the illuminated tissue volume, occurring when short laser pulses
(pulse durations from microseconds to femtoseconds) are used, thus inducing
photoablation or photodisruption of tissues and cells. In most cases, these three
phenomena may occur simultaneously during the laser–tissue interaction in differ-
ent sites of the irradiated tissue volume, which experience different light and heat
distributions. However, in the literature, the description of laser–tissue interactions
is typically given through the effect which dominates under the irradiation conditions
used for the specific treatment. The photochemical effects are beyond the scope of
this chapter. In the following, we focus mainly on photothermal and photomechan-
ical effects, which are particularly relevant for the most diffused laser surgical
techniques.

Figure 62.2 Map of laser–tissue interactions:
the various types of laser–tissue interactions
can be sketched like regions in a logarithmic
map, where the abscissa represents the

exposure time in seconds, the ordinate
expresses the applied power density (W cm�2),
and the diagonals show constant energy
fluences (J cm�2).
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62.2.1
Photothermal Effects

Most of the surgical applications of lasers rely on the conversion of radiation energy
into thermal energy. At the microscopic level, the photothermal process consists of a
two-step reaction: a molecule in the target tissue is brought to an excited state, as a
consequence of the absorption of a photon delivered from the laser light. Then the
excitedmolecule decays by collisionwith the surroundingmolecules, which increase
their kinetic energy. This nonradiative decay induces rapid heating (in 1–100 ps)
around the illuminated volume.

Many observations suggest a schematic classification of the biological effects
induced by photothermal processes according to the temperature range realized in
the tissue [2, 3]:

. low-temperature effects (43–100 �C), causing different degrees of damage in the
tissue as a function of the exposure time (damage accumulation processes) [2, 7];

. medium-temperature effects (�100 �C), dominated by water vaporization, with
confinement and release of heated water vapor from tissues;

. high-temperature ablation or thermoablation (�300 �C) by tissue vaporization,
combustion, molecular dissociation, and/or plasma formation.

These changes may occur simultaneously at different sites within the irradiated
volume as a consequence of a nonhomogeneous distribution of the temperature,
originated by the differential light penetration through the biological tissue, as
depicted in Figure 62.3. The phenomenological description of biological changes as a
function of temperature typically applies whenever continuous-wave (cw) laser
emission is used. In the case of pulsed irradiation, in addition to the transient
temperature rise, the total exposure time still plays a role in the heat-induced effects
(see Figure 62.4).

Figure 62.3 Distribution of photothermal effects that may possibly occur in the proximity of the
irradiated volume.
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62.2.1.1 Low-Temperature Effects (43–100 �C)
In the case of low-temperature thermal interactions, individual cells and various
tissues heated above �43–45 �C (hyperthermic range) can undergo reversible injury
which becomes irreversible (cells death) after exposure times ranging from25min to
hours, depending on the type of tissue and treatment conditions.

The first hyperthermic effects at about 45 �C are modifications of the macromo-
lecular conformations, bond breakage, and membrane alterations, in addition to the
onset of the denaturation of biomolecules and their aggregates (collagen, hemoglo-
bin, other proteins, lipids, etc.), such as the rupture of intramolecular hydrogen
bonds. In the case of cancerous cells, their viability experiences a significant
reduction above these temperatures. This effect is at the basis of the interstitial
thermotherapy of tumoral masses performed with cw Nd:YAG or CO2 lasers.

The denaturation of proteins such as collagen and hemoglobin typically occurs in
the range 50–70 �C. In this so-called coagulative range, coagulative necrosis of cells
and vacuolization in tissues may be observed. The thermal coagulation of tissues is
defined as a thermally induced, irreversible alteration of the proteins and other
biological molecules, organelles, membranes, cells, and extracellular components
observable with the naked eye and microscopic techniques. When inducing tem-
peratures in this range in fibrous collagen (such as type I), rupture of the intermo-
lecular bondsmay occur, resulting in a spatial disorganization of its regular structure,
macroscopic contraction and swelling of the tissue, and the loss of its opto-physical
properties (such as transparency in corneal stroma and birefringence in muscular
fibers). The contraction of the intercellular proteins induces a possible collapse of the

Figure 62.4 Schematic diagram of the low-temperature photothermal effects in biological tissues,
depending on the duration of the treatment.
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cytoskeletons, thus producing shrinkage of the coagulated cells. These photocoagu-
lative processes are used, for example, in ophthalmic surgery for reducing retinal
detachment and in dermatology for the treatment of vascular or pigmented lesions.
The shrinkage of collagen (induced at temperatures higher than 70 �C) is at the basis
of some surgical thermal treatments, such as laser capsulorrhaphy [8] and laser
thermokeratoplasty [7], while other milder thermal modifications in the spatial
distribution of the collagen fibers (see Figure 62.5) are at the basis of the low-power
laser welding of corneal tissue, induced at temperatures in the range 55–65 �C) [9].

62.2.1.2 Medium- and High-Temperature Effects (�100 �C)
Thermal effects in this temperature range are mainly dominated by the vaporization
of the water component, which may be as high as�80% in soft tissues. As the tissue
temperature approaches the threshold temperature of water vaporization, photo-
thermal effects induced by the laser–tissue interaction are characterized by (1) energy
absorption in the liquid–vapor phase transition, (2) tissue drying, and (3) formationof
vapor vacuoles inside the tissue. Macroscopically, steam bubbles are formed in the
hottest zones below the irradiated tissue surface.When a critical pressure is reached,
the thinwalls of the tissues including the vacuoles becomebroken andmany vacuoles
may aggregate. Under prolonged irradiation, the largest bubbles rupture explosively,
causing the so-called popcorn effect. Histological analysis of the popcorn effect clearly
evidences that the damage induced in the tissue as holes through the surface does not
correspond to an actual loss of tissuemass. The hot vapor ejection causes immediate
tissue cooling. The water loss diminishes the local heat conductivity and limits heat
conduction to surrounding areas.

When the water content of the tissue has completely evaporated, the tissue
temperature rises rapidly to >300 �C, which causes high-temperature ablation of

Figure 62.5 Low-temperature effects
(at 55–65 �C) in a laser-welded corneal stroma.
The transmission electron microscope images
(scale bar 90 nm) show the spatial organization
of fibrillar collagen in (a) native and (b) laser-
welded porcine corneas. In (a), the fibers are
organized parallel to each other and grouped in

orthogonal lamellar planes; in (b), the individual
collagen fibers are preserved, but their spatial
distribution appears modified, indicating
thermal denaturation of the ground materials
which maintain the correct fiber organization
(proteoglycan chains).
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the remaining tissue components by combustion, molecular dissociation, solid
material vaporization, and carbonization.

62.2.1.3 Controlling Heating Effects
The control of heat effects is a key factor for the effectiveness of the surgical
procedure. For this purpose, objective observations of the degree of thermal damage
based on the surgeon�s experience are not often accurate enough. This control should
require in principle the use of noncontact monitoring systems, with high spatial
accuracy (in the order of 0.1mm) and a fast acquisition rate, since the temperature
dynamics may develop over the range of milliseconds or shorter times. The available
technology does not include any compact, low-cost system which may be effectively
used for this purpose during surgery. The thermal analysis is usually performed by
the use of an IR thermocamera,which gives a directmeasurement of the temperature
rise on the external surface of the tissue (see Figure 62.6). In the case of deep
penetration of the light into the tissue, in addition to transient heating phenomena
with durations shorter than the time acquisition rate of the camera, the temperature
dynamics and the temperature distribution inside the tissue under the specific
irradiation conditions may become accessible by the development of a mathematical
model based on the bio-heat equation (see the example in Figure 62.7) [10].

When considering heating and its effects on biological tissues, it is important to
control not only the maximum temperature value induced, but also the confinement
of the heating to the regionwhere the laser therapy or surgery is required. The results
of the laser–tissue interactions may be significantly different whether or not the
heated region is restricted to the volume under direct irradiation. Heat confinement

Figure 62.6 IR thermography as a tool to
control the surface temperature dynamics
during live laser surgery, while performing diode
laser welding of the cornea. This image was
recorded with a compact IR camera, equipped

with software for visualization and analysis. The
bright spot corresponds to the temperature rise
on the surfaceof the corneaduring irradiation by
means of a 300mm optical fiber operated in
noncontact mode.
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can be important, for example, to limit the portion of tissue affected by heat damage,
especially when precise coagulation has to be realized in the proximity of delicate
structures. This result may be achieved by setting the time duration of the laser–
tissue interaction process shorter than the time during which heat propagates from
the directly irradiated volume to the adjacent tissue.

To provide a quantitative although simplified description of heat confinement
during laser irradiation of biotissue, in addition to the laser pulse duration tlaser one
has to introduce the thermal relaxation time tth, that is, the time necessary for the
propagation of heat over a distance equal to the optical penetration length of the laser
light in that particular tissue; tth thus depends both on the optical absorption
coefficient and on the thermal conductivity of the tissue itself. In order to define
this parameter, let us introduce the thermal diffusion length Lth, which is the distance
over which heat diffuses in the time t:

Lth
2 ¼ 4Kt ð62:4Þ

where K is the thermal diffusivity of the tissue, which depends on its
thermal conductivity, specific heat capacity, and density. For example, in water
K¼ 1.43� 10�3 cm2 s�1, hence heat diffuses over a length of 0.8mm in1 s. Similarly,
considering for simplicity the thermal diffusivity of blood to be the same as that of
water, it takes�170 ms for heat to propagate through a 10mmdiameter blood capillary,
and �17ms for a 100 mm diameter blood capillary.

If we impose Lth to be equal to the optical penetration length Lext defined by
Eq. (62.2) (or, in case of absorption and scattering, to the effective penetration length
Leff), the thermal relaxation time is given by

tth ¼ Lext2

4K
ð62:5Þ

Figure 62.7 Example of a mathematical
simulation developed to study spatial and
temporal dynamics of laser-induced thermal
effects in the upper layers of the skin (including
melaninless dermis with blood capillaries of
diameters varying in the range 10–200mm).
In this picture, the results of the heating

effects induced by cw 300mW, 405 nm (a) and
470 nm (b), light sources in a 3mm section of
skin are sketched. The model required the
solution of the light diffusion and bio-heat
equations with the Finite Element Method by
the use of commercial software (Comsol
Multiphysics).
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which represents the timenecessary for heat to propagate over the optical penetration
length. If the laser pulse duration is shorter then the thermal relaxation time, that is,
tlaser< tth, laser heating is confined in a volumeV¼A�Lext, whereA is the area of the
irradiated tissue surface. Conversely, when tlaser> tth, heat diffuses through the
tissue over lengths longer than the optical penetration length, extending the heat-
affected zone and eventually the thermal damage to the surrounding tissue volumes.

In a case of practical concern, let us consider the irradiation of soft tissues
(assuming for K the value of water) by CO2 laser emission, which penetrates a
length Lth� 50 mm. From Eq. (62.5), one can calculate tth� 44ms. Therefore, if the
CO2 laser pulse duration is <40 ms, then the effect of irradiation will be a highly
localized heating to a depth of 50 mm, which may result in vaporization of a very thin
layer of tissue, with minimal heat damage to the deeper layers. By adjusting the
energy delivered per pulse, the pulse duration, and the repetition rate, the heating
effectsmay thus be controlled, avoiding irreversible thermal damage to sites adjacent
to the treatment volume.

The control of heat confinement is at the basis of a specific laser treatment, called
selective photothermolysis, which employs a green laser, highly absorbed by hemoglo-
bin, which allows, by setting a proper pulse duration, selective coagulation of dilated
blood vessels of, for example, port-wine stains, preserving at the same time the small
capillaries, and also the overlying skin [11]. Typical values of thermal relaxation time
for different biological targets of selective photothermolysis are given in Table 62.1.

62.2.2
Photomechanical Effects

Photomechanical effects become evident when short laser pulses are used to treat
biological targets. As the laser pulse duration becomes shorter than a few micro-
seconds, in addition to the purely thermal effects there may also appear significant
photomechanical effects, such as pressure pulses propagating both in the air above
the irradiated surface and inside the tissue. Depending on the type of interaction, the
pressure pulse can be an acoustic pulse, that is, a low-pressure perturbation
propagating at the speed of sound, or a shock wave, characterized by a high
instantaneous pressure peak, propagating at ultrasound speed.

Table 62.1 Typical values of thermal relaxation time for different biological targets of selective
photothermolysis.

Target Thermal relaxation time

Hair follicle, 200–300mm 40–100ms
Capillary in port-wine stain, 100mm 5–100ms
Epidermis, 20–50mm 0.2–1ms
Erythrocytes, 7mm 20 ms
Melanosome, 1 mm 1 ms
Tattoo cell, 0.1mm 10ns
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If tissue irradiation is performed under heat confinement conditions, very high
temperatures may develop in a short time within a limited target volume, thus
inducing significant photomechanical effects, which may be regarded as a drawback
of the laser treatment or otherwise employed for therapeutic purposes, such as to
induce fragmentation of hard tissues such as kidney stones, or to permit highly
precise cutting of tissues in a controlled way as in the case of femtosecond laser
ablation.

When laser irradiation takes place in heat confinement conditions, but at
moderate intensities, the induced temperatures and pressure waves may not
determine substantial and irreversible structural modifications in the tissue. This
is the case in the thermoelastic regime, in which only acoustic waves are originated
from the irradiated volume.

At higher levels of laser irradiation and for pulse durations in the nanosecond
range, photomechanical effects become more evident and can play a fundamental
role in the processes of laser ablation of biotissues (photoablation), thus increasing the
effectiveness of tissue removal during processes of rapid vaporization.

At shorter pulse durations in the pico- to femtosecond regimes (or even in the
nanosecond regime, but for very high laser intensities), a process called photodisrup-
tion can take place, mediated by nonlinear phenomena, such as avalanche ionization
of the targetmaterials with the formation of a plasma plume (a cloud of free electrons
and ionized atoms) with subsequent microexplosive effects, which may induce the
formation of cavitation bubbles inside the tissue.When suitably sized, these bubbles
can be used, for example, to perform precise intra-tissue dissections for use in
corneal surgery, as described in the following.

In the cases of both photoablation and photodisruption, one has to bear inmind that
tissue removal is accompanied by mechanical stresses inside the tissue, control of
which is essential to avoid significant damage to adjacent biological structures. For
instance, the retina may by subjected to secondary damage when photorefractive
surgery is performed [12–14].

62.2.2.1 Photoablation with Nanosecond Pulses
The term photoablationmeans the removal ofmaterial (biotissue) by laser irradiation.
The photoablation modalities may be very different, depending on the tissue
properties (optical, thermal, mechanical, and chemical characteristics of the target
tissue), and also on the laser emission parameters and irradiation conditions. In the
nanosecond pulse range, in homogeneous or quasi-homogeneous tissues, laser
ablation is characterized by a so-called ablation threshold, Fth, which is the minimum
level of laser fluence (i.e., laser energy per unit surface area, typically expressed in
J cm�2) above which material removal starts to occur. The processes taking place
around the ablation threshold are displayed schematically in Figure 62.8.

Photoablation behaviors are usually described by the ablation rate curves (sketched
in Figure 62.9), representing the etching rate (weight of the removed tissue or etching
depth per pulse) as a function of the laser fluence. The typical behavior of an ablation
rate curve is a quasi-linear dependence of the etching depth on fluence, when a
threshold value Fth is exceeded. In general, below this threshold fluence, material
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removal does not take place (except for the two cases described in the following), even
if photoacoustic effects can still be generated under pulsed irradiation by the
thermoelastic effect. On the other hand, above the saturation value Fsat, the ablation
rate is slowed by nonlinear absorption effects, which may reduce the optical
penetration depth or even shield the laser light impinging on the tissue, as in
the case of dense plasma formation. The ablation rate curves thus exhibit typical
S-shaped behavior, which, for the same type of material, display different
threshold values with the laser wavelength (shorter wavelengths exhibit lower
threshold values).

Figure 62.8 Scheme of the physical processes induced by pulsed laser irradiation around the
ablation threshold of the target material.

Figure 62.9 Curves of ablation rates for different laser wavelengths.
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As the photoablation process is strongly related to the water content of tissues (the
energy to vaporize water is about 2500 J cm�3 under static conditions), it may be
useful to characterize two kinds of photoablative regimes, occurring below and above
the vaporization threshold.

Photoablation Below the Vaporization Threshold To describe the processes involved
better, let us introduce the stress relaxation time, tst, which is the time for a pressure
wave to travel a distance equal to the optical penetration length. Below the vapor-
ization threshold of water, material removal under laser irradiation (in the nano-
second regime) may be induced by:

. Pressure peaks due to inertial confinement.This is a regimewhichmay occurwhen
the laser pulse duration (typically<10 ns) is so short that the irradiated and heated
tissue volume cannot undergo expansion during the pulse, that is, when tlaser
< tst. Such heat deposition at constant volume results in a rapid increase in the
internal pressure, which may give rise to an explosive expansion, eventually
causing material ejection.

. Spallation. This process consists of the detachment of a superficial layer, rather
than a real ejection of vapor or particulate (see Figure 62.10). Spallation is a
photoablation condition which is reachedwhen the laser pulse duration is shorter
than the thermal relaxation time (heat confinement), but longer than the stress
relaxation time: tst< tlaser< tth. This process originates from thermoelastic
expansion inside the tissue, which produces pressure waves propagating in all
directions. Let us consider the component of this thermoelastic pulse propagating
towards the tissue surface. At the air–tissue interface, due to the mismatch of
acoustic impedance, this compressive (positive) pressure peak will be reflected,
thus experiencing a phase change p and becoming a rarefaction (negative) pulse
peak. The traction exerted by this negative pressure peak may exceed the
mechanical resistance of the tissue and cause the detachment of a superficial
layer.

Photoablation Above the Vaporization Threshold Tissue removalmay be induced by a
very rapid vaporization process involvingmainly the water content of the tissue, with

Figure 62.10 Scheme of the laser-induced spallation into biotissue.
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explosive characteristics at the microscopic scale. The process is typically induced by
laser pulses with durations of 1–100 ns and fluences in the range 0.1–5 J cm�2,
depending on the type of tissue. This kind of explosive phase change is one of the
most important laser ablation mechanisms in surgical applications whenever
controlled removal of soft tissue layers is required with minimal collateral heat
effects. Photoablation by fast vaporization is actually the regime in which the
description of tissue removal can be given through the ablation rate curves described
above. In this respect, control of the laser fluence is important to operate safely in the
linear part of the rate curve. Under these conditions, each laser pulse provides fast
delivery of energy to the tissue, so as to induce its vaporization in a very short time,
thus inducing rapid material ejection in the form of vapor and fine particulate from
the surface.

Surgical applications of photoablation processes driven by fast vaporization
include: photorefractive keratectomy, in which ablation and reshaping of the cornea
are producedbyArF (190 nm) excimer laser pulses for the correction of visual defects,
and excimer laser angioplasty, which employs XeCl (308 nm) laser pulses delivered
through intraluminal fiber-optic catheters, in order to perform the recanalization of
arterial stenoses and obstructions. In the fast vaporization regime, thermal damage to
surrounding tissues can be negligible, as most of the delivered energy is used to
vaporize the irradiated volume, and because heat confinement conditions are
satisfied. In contrast, photomechanical damagemay be not negligible, as for example
when the rapidmaterial ejection to the air induces a strong recoil and thus a pressure
wave propagating in the opposite direction back into the tissue.

62.2.2.2 Photodisruption
At very high laser fluences, exceeding the saturation threshold of the typical ablation
regime described above, plasma formation can occur, whichmay become so dense as
to absorb the incoming laser light and give rise to a shock wave, which in turn may
lead to macroscopically explosive effects, including tissue fragmentation. On the
other hand, this disruptive process induced byhighly intense nanosecondpulsesmay
find beneficial applications, for example, in the photofragmentation of hard tissues
such as kidney stones (laser lithotripsy).

Photodisruption processes in laser–tissue interactions aremediated by the dynam-
ics of a plasma cloud, which is produced by ionization of the atoms of the irradiated
material or of the surrounding gas medium [15]. The plasma is a macroscopically
neutral gas phase of matter comprising a partially ionized gas, in which a certain
proportion of electrons are free. The plasma is ignited when very high laser
irradiances exceed the threshold to induce breakdown conditions (optical breakdown).
The detailedmechanisms behind breakdownwith optical pulses depend on the pulse
duration. Particularly for femtosecond pulses, multiphoton ionization can efficiently
generate free carriers in the initial phase of the pulse, followed by strong absorption
by the generated plasma, which leads to further heating and ionization. For long
pulses, multiphoton ionization is less important, and the breakdown starts primarily
from the few carriers which are already present before the pulse. The random
occurrence of such carriersmakes optical breakdown less deterministic in the regime
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of longer pulses, whereas the breakdown threshold can be very well defined for
femtosecond pulses. The conditions for laser breakdownmay be reached either at the
external surface of a soft or hard target, or in the bulk of a transparent material.

In the case of nontransparent media and pulses in the nanosecond regime or
longer, the laser light is absorbed at the air–tissue interface, which induces extraction
of free electrons near the surface of the target and then acceleration of these
electrons by the electromagnetic field of the laser radiation, which is still present
during the evolution of the process. This results in a laser-sustained avalanche
ionization, which induces a rapid increase in the free electrondensity, overcoming the
losses due to recombination and diffusion. The avalanche ionization thus originates
the condition for plasma formation. Very high temperatures (�104 �C) and high
electron densities (>1020 cm�3) are thus reached. In these conditions, the plasma
becomes optically opaque, exhibiting a very high absorption coefficient and very high
reflectivity. The consequence is a continuous growth of the plasma electron density
and energy, and the formation of a plasma plume towards the external ambient (air),
thus shielding further irradiation of the tissue target. The subsequent plasma
expansion gives rise to a shock wave that may induce fragmentation and localized
ruptures of the tissue.

For optically transparent media, the process is similar to that described above,
although in this case the expansion of shockwaves developingwithin the tissue drives
the formation of cavitation bubbles with the particular dynamics of fast growth and
successive collapse, which thus transmits significant mechanical stresses to the
surrounding tissues. The disruptive effects may be enhanced by photochemical
effects, with weakening of intra- and intermolecular bonds.

Plasma-mediated processes are at the basis of various laser techniques employed
in the surgery of both hard and soft tissues. The former case, typically induced by
highly intense nanosecond pulses, has an application in the alreadymentioned laser-
induced fragmentation of kidney stones with Ho:YAG and Er:YAG pulsed lasers.
Indeed, in this case it may be preferable to break the stone into small fragments by a
few laser shots, instead of slowly ablating layer by layer.

The latter, realized with femtosecond lasers to produce controlled ablation con-
fined to a very thin volume comparable to the focal region of the laser, is described in
detail in the following section.

62.2.2.3 Photoablation with Femtosecond Pulses
Femtosecond laser (fs-laser)-induced microablation has recently been proposed in
cellular and micro-surgery, and in some cases has even reached the phase of clinical
applications, for example, for cutting transparent tissues such as the cornea [15–21].
Other intriguing biomedical applications are under study, conventionally indicated
as fs-laser nano-surgery, which involve intra-cell cutting procedures, with the possi-
bility ofmanipulating items inside a cell, thus opening upnew frontiers infields such
as gene therapy.

The potential of such an fs-laser surgical regime rests on significant properties:
when using femtosecond pulses, the confinement of multiphoton absorption in the
focal spot and the very low energies required to induce optical breakdown can provide
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high precision in cutting biological tissues and, at the same time, a very limited
extension of the collateral damage. For example, the optical breakdown threshold can
be reduced�100-fold on passing from3ns to 100 fs pulse durations, which results in
tissue ablation with less transformation of light energy into destructive mechanical
energy. Moreover, in some particular cases, the cutting precision can even exceed the
optical diffraction limit by a factor of 2–3, which theoretically determines the
minimum size of a focal spot. This can be realized considering that fs-laser
photodisruption effects originate from the free-electron distribution. At the focus,
the nonlinear absorption process can thus make the electron density distribution
narrower than the laser intensity distribution, which results in a better spatial
resolution of the fs-laser surgery compared with that obtained in a linear absorption
regime (i.e., by cw lasers), where the temperature distribution corresponds to the
laser intensity distribution.

There are two main parameter regimes used for micro- and nano-surgery:

1) Long series of pulses emitted from femtosecond oscillators at repetition rates of
80MHz and pulse energies well below the optical breakdown threshold, which
induce accumulative effects; in these conditions, heat-induced damage may
occur.

2) Amplified series of femtosecond pulses, (e.g., by means of a regenerative
amplifier injected by the femtosecond oscillator) with repetition rates of
1–150 kHz and pulse energies slightly above the threshold for bubble formation;
in this case, the effect of each individual pulse can be regarded as independent of
each other, and so heat accumulation is negligible.

Let us briefly describe the latter femtosecond regime of those listed above,
which is much more within the scope of this chapter. The micrometric photo-
disruptive effect may be used in notable applications, such as the intra-tissue
cutting of ocular structures, and in particular for the cutting and sculpturing of the
cornea, which is nowadays routinely used in clinics to prepare corneal flaps in the
LASIK procedure (laser in situ keratomileusis, a type of refractive surgery for
correcting myopia, hyperopia, and astigmatism), and also in new procedures of
corneal transplant.

Femtosecond laser pulses are used to ablate tissue layers with predefined geo-
metric characteristics, such as thickness, diameter, and lateral profile [16]. Com-
mercially available fs-laser systems may be of various types [22], but in general with
emission in the near-infrared (NIR) region, such as Nd:YAG or Nd:glass lasers. This
means that laser radiation is well transmitted through transparent tissues such as the
cornea. The laser pulses typically have energies in the range 0.5–2.5mJ, durations of
hundreds of femtoseconds and repetition rates in the range 50–150 kHz. Each
individual laser pulse is focused to a precise location inside the cornea. This can
be achieved, for example, by applanation of the corneal surface by means of a quartz
flat connected with the laser beam focusing system. The high laser intensity at the
focus creates a microplasma which vaporizes a volume of tissue of a few microns
thickness. Then the microplasma drives the creation of a cavitation bubble, which
separates the corneal lamellas. The size of this microbubble is governed both by the

62.2 Laser–Tissue Interactions j929



size of the focal spot and by the pulse energy. The present fs-laser technology allows
for an optimized choice of the emission parameters which permits the controlled
production of microbubbles smaller than 10–15 mm. A scanning systemmoving the
focal spot with micrometric precision allows for the delivery of thousands of laser
pulses connected together in a raster pattern in order to define a resection plane,
which may be horizontal, vertical, or tilted at any arbitrary angle with respect to the
optical axis of the laser beam. The distance between the centers of contiguous
microbubbles can be adjusted at will: a shorter distance increases the treatment time,
but requires lower pulse energies, which increases the precision of the cleavage and
minimizes the collateral damage.

Theunique capabilities of fs-laser intra-tissue cutting procedures givemicrometric
precision and repeatability of the same cut pattern in different eyes, thus allowing the
sculpturing of identical flaps in both the donor and recipient eyes when performing a
lamellar or full thickness transplant of the cornea [20, 23–25].

62.3
Notes on Laser Systems Suitable for Surgical Applications

In this section, we briefly introduce the most common surgical lasers, as summa-
rized in Table 62.2. In the UV region, the most widely used surgical lasers are the
excimer lasers, such as the ArF (194 nm) and the XeCl (308 nm) lasers, which permit
the so-called cold ablation of tissues, which corresponds to the process of fast
vaporization described above. This technique is used whenever minimization of
heat effects is critical, such as in the reshaping of the cornea (photorefractive
keratectomy) and in the recanalization of atherosclerotic arteries. In the visible
region, ion lasers such as the argon laser (several emission lines, themain ones at 488
and 514 nm) and krypton laser (several emission lines in the yellow–red region, the
main one at 647 nm) were very common in the past, especially for retinal photoco-
agulation, but are now becoming obsolete owing to their poor efficiency. They are
now being replaced by frequency-doubled Nd:YAG lasers emitting in the green
(532 nm), which also allow for cw emission, and by diode lasers (630–960 nm). Dye
lasers also emit lines in the visible (tunable, e.g., around 550–600 nm), which are
mainly used for the treatment of superficial vascular lesions and for laser lithotripsy.
In the NIR region, Nd:YAG lasers (1064 nm), operated in the cw, free-running (ms),
Q-switching (ns), and mode-locking (ps–fs) regimes, remain the most diffused
surgical lasers, used for photocoagulation and photoablation. In the IR region, the
emissions of Ho:YAG (2100 nm), Er:YAG (2940 nm), and CO2 (10 600 nm) lasers are
used to excise and vaporize soft tissues, thanks to their high absorption by the high
water content of such tissues. This list is, of course, not complete, asmanymore types
of lasers are employed in experimental and preclinical surgery and in very specific
medical applications. Moreover, this situation is rapidly changing with new devel-
opments in the laser technology, with a trend to replace the old lasers types
characterized by high maintenance costs, high electric power consumption, and
delicate components, with new compact and cost-effective devices, mainly based on
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solid-state technology. Worth noting also is that high-power lamps and LEDs (light-
emitting diodes) are penetrating many surgical application fields that were formerly
occupied by lasers.

Table 62.2 also reports the types of delivery systems usable with the various laser
sources. The delivery system is a crucial part of the whole laser system, which may
either enable or hinder, for example, endoscopic surgical applications, easy access to
the treatment site, precise operations under the surgical microscope, or delivery of
high laser doses in contact or noncontact modes.

The available delivery systems provided with the most common surgical laser are
mainly based on articulated arms, optical fibers, and the direct transmission of laser
light through the lens of a surgical microscope. The choice of a particular system
clearly depends on the specific surgical application, but is also determined in most
practical cases by the capabilities of the delivery medium, which may hinder the
transmission of certain wavelengths (e.g., for standard fused-silica optics and optical
fibers in the UVand IR regions), and also of high power densities (whichmay exceed
the damage threshold of the light guide).

Articulated arms [26] are based on the reflection of light by multiple mirrors.
They are composed of at least two rotating and tilting mirrors, enclosed in linear
tubing arrangements and pivot joints, all of which may be arranged in very different
setups to satisfy several different surgical needs. A good beam-handling system for
surgical applications requires at least five degrees of freedom (three for spatial
positioning and two for angular displacement) and terminates in a handpiece
operated manually by the surgeon. With the use of these mechanical delivery
systems, it is usually not possible to perform minimally invasive surgery inside the
human body because of their large size and limited movability, although they may
represent the only choice for several UV and IR laser sources and for very high peak
power laser pulses. Moreover, they offer good beam quality, preserving the char-
acteristics of the light source, such as its polarization and coherence. A variant of the
articulated arms are the motorized optical channels used in clinical fs-laser systems,
in which the laser path is based on mirror reflections as above, but controlled by
means of a joystick.

Optical fibers [27, 28] are the backbone of minimally invasive surgery. The
development of the technology enabling better performance and applicability of
this kind of beam handling system is at the basis of modern endoscopy. A fiber-optic
is composed of three coaxial cylindrical layers, from the inner part of the fiber, the
core, the cladding, and the jacket. The optical properties of the core and the cladding
are responsible for the fiber transmission, and the jacket is a protective layer. The
principle behind fiber-optic systems may be understood by simple geometric optics
arguments, which apply when the size of the fiber core is larger than the wavelength
of the light. The core and the cladding are composed of different materials, with
refractive index nco and ncl, respectively. If nco> ncl, the light ray entering the fiber
core with a small enough angle a < amax ¼ arccos ncl=ncoð Þ undergoes total internal
reflection at the interface with the cladding. This condition is satisfied at every ray
reflection, thus permitting propagation with low losses over long distances (see
Figure 62.11).
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In surgical applications, because of the requirement to transmit high laser
intensities, the core diameters of the fibers employed have to be in the range
100–400 mm. In a description of light propagation by means of electromagnetic
fields, these relatively large cores correspond to a largenumber of electromagnetically
guided modes, which mix together during the propagation and provide a homoge-
neous top hat intensity distribution at the fiber output. This intensity profile may be
very useful to control the laser–tissue interaction.

Thanks to their flexibility and reduced size, optical fibers are the optimal tools to
deliver light radiation inside the human body, thus permitting a wide variety of
minimally invasive surgical procedures. The main limitations to their surgical use
concern the range of transmitted wavelengths, which depends on the core material
(e.g., fused silica gives a good transmission only in the range 300–2000 nm) and on
the damage threshold of the fiber itself, which may prevent the transmission of the
high laser intensities required to perform specific surgeries, as in the case of laser
pulses in the nanosecond range or shorter. In practical medical use, fibers may be
either disposable or reusable after sterilization. In some cases, they can be inserted in
handpieces to allow easy handling of the fiber tip by the surgeon, especially when
used under a microscope.

Figure 62.11 Visual representation of light
propagation through an optical fiber by means
of geometric optics. A light ray enters the fiber
core and experiences total internal reflection at

the core–cladding interface; amax is the fiber
acceptance angle, which defines the maximum
angle that the light ray can form with the optical
axis to become coupled into the fiber guide.
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63
Endovenous Laser Therapy – Application Studies,
Clinical Update, and Innovative Developments
Ronald Sroka and Claus-Georg Schmedt

63.1
Introduction

The first reports on clinical results of endovenous laser therapy (ELT) were published
by Bon�e [1] and Navarro et al. [2] about 10 years ago. By means of ELT, the
hemodynamic elimination of incompetent truncal veins should be feasible, which
is already possible with other endovenous thermal procedures (radiofrequency
ablation) and endovenous chemical procedures (foam sclerotherapy). Using these
techniques, the endothermal damage to the veinwall results in consecutive occlusion
of the treated vein. The clinical outcome looks very promising. Meta-analysis gives
evidence that the innovative endoluminal techniques result in similar clinical out-
comes to conventional surgical stripping. From the technical point of view, deve-
lopments are still continuing. One characteristic of ELT is the broad spectrum of
different treatment protocols using a variety of laser systems and forms of endove-
nous application. In recent years, systematic experimental investigations and the
analysis of clinical results have increased our understanding of the connection
between particular details of endovenous laser application and clinical results.
During laser light application, bare and flat cut fibers are mainly used, causing
inhomogeneous circumferential light application to the vessels wall, resulting in
non-uniform tissue alteration and perforation. Different kinds of newly developed
radial emitting laser fibers are tested in combinationwith a laser emitting light at 980
and 1470 nm in ex vivomodel tissue using different treatment parameters. It could be
demonstrated that the induced tissue alterations are circumferential uniform
without any perforation. Those investigations led to the continuous development
and optimization of ELT. This chapter outlines the principles of ELTand experimental
developments for optimizing this minimally invasive procedure.

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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63.2
Clinical Application of ELT

In endovenous application, laser light is introduced into the vein lumenbymeans of a
flexible optical fiber via a sheath system. Depending on the laser wavelength used
and on the absorption characteristics of the primary target molecules in the tissue
(e.g., water or hemoglobin), laser energy is absorbed and transformed into heat
energy. Heating of the tissue leads to cell destruction and collagen shrinkage.
Currently, laser systems emitting light of wavelengths in the near-infrared region
(810, 940, 980, 1064, 1320, and 1470 nm) are used in clinical practice. In most
systems, the light energy is transported via a bare fiber (core diameter of up to
600 mm) which is inserted into the vein via a catheter system.

In principle, for ELT the same indications and contraindications apply as for
conventional operative treatment of incompetent truncal veins using crossectomy
(high ligation) and stripping. Around 60% of patients suffering from an epifascial
vein system were found to be suitable for an endovenous therapy procedure [3].
Contraindications for endovenous thermal application were found to be acute
ascending thrombophlebitis, postphlebitic stenosis, segmental obliteration,
and aneurysmatic widening of the vein. In the case of marked meandering path
of the vein, insertion of the fiber is often impossible. Furthermore, large vein
diameters (>20mm) can also be regarded as a relative contraindication since this
makes adequate circular thermal alteration of the vein wall more difficult.

The principle operative procedure of the vena saphena magna is outlined in the
following. During the course of preoperative ultrasound diagnosis, the vein diameter
should be measured for the precalculation of the appropriate energy density.
In principle, ELTcan be carried out as an outpatient procedure under local anesthesia
(tumescence anesthesia). The great saphenous vein can be treated with ELT in its
entire length from the sapheno-femoral junction to the distal lower leg. Particularly in
the area of the lower leg, care has to be taken to ensure adequate tumescence and light
dosimetry in order to avoid postoperative paresthesia due to the proximity of the
saphenous nerve. The use of sonography during operation is an integral part of ELT
treatment.

First, the vein is punctured in the area of the distal insufficiency point and a
guide wire is introduced. Before introducing the sheath system (Seldinger tech-
nique), the bare fiber is inserted into the sheath so that the fiber tip extends�1–2 cm
beyond the end of the sheath. This position should be marked on the fiber. This is
important since the fiber tip can be heated to several hundred degrees Celsius during
the treatment and if there is insufficient distance from the sheath, this can lead to the
melting of the sheathmaterial. Thereafter the sheath system, without fiber, is pushed
forward to the sapheno-femoral junction with the aid of the guide wire. After the
removal of the guidewire, the barefiber is insertedwith respect to themark. Together
and under sonographic monitoring, the sheath and fiber are then positioned so that
the tip of thefiber comes to rest�1–2 cmdistally from the sapheno-femoral junction.
The pilot beam can be used tomake a rough check of the location of the bare fiber tip
as it is visible through the skin. Theperivenous tumescence anesthesia is then carried
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out under ultrasound supervision. The fluid is to protect the perivenous tissue from
thermal damage and reduce the lumen of the truncal vein by compression and
spasm.

Two modes of light application are clinically in use. In stepwise pull-back, the
fiber with sheath is pulled back by 1–5mm between each irradiation pulses
activated. Using continuous pull-back, continuous irradiation is applied while
withdrawing the fiber with sheath at a velocity of 1–3mms�1. After pull-back is
finished at the distal point of vein incompetence, the vein is ligated after removing
the sheath.

Since the damage caused to tissue is proportional to the laser energy applied, the
parameter linear endovenous energy density (LEED) is defined,which is proportional
to the appropriate level of energy to the length and diameter of the vein segment to be
treated in joules per centimeter of vein [4]. Using LEED, the diameter of the vein or
the irradiated inner surface of the vein is not taken into consideration. The laser
energy applied in relation to the irradiated surface is described as endovenousfluence
equivalent (EFE) in J cm�2 [4] and uses a cylindrical model of the vein segment,
calculating the vein inner surface according toF¼ 2rplwhere r is the vein radius and l
the length of the treated vein segment. Therefore, the following parameters should be
documented for every treatment: vein diameter d (cm), length of the treated vein
segment l (cm), laser wavelength l (nm), laser power P (W), irradiation time t (s) or
pull-back speed v (mms�1) for continuous pull-back. Only in this way LEED and EFE
can be calculated for every treatment, thereby making it possible to compare
clinical results with different treatment protocols. Clinical analyses suggest that
failures in therapy with nonocclusion or recanalization after ELT treatment are
observed less when sufficiently high energy density is used – compared with lower
LEED or EFE [5–12]. On the other hand, energy densities above a certain level can
lead to side effects such as transmural ablation, perforations, and alteration of
perivenous tissue [13, 14]. So far it has not been possible to establish generally
valid recommendations for appropriate energy density. Table 63.1 gives an overview
of recommendations formulated so far by a number of authors. A recent trend of
recommendations for higher energy density has been observed.

Table 63.1 Recommended energy density for effective ELT with varying wavelengthsa).

Study Wavelength (nm) LEED (J cm�1) EFE (J cm�2)

Proebstle et al. [5] 940 23.6 13.0
Timperman et al. [6] 810/940 >80 n.d.
Proebstle et al. [7] 940 n.d. 20.0
Kim et al. [8] 980 32.7 9.82
Desmytt�ere et al. [9] 980 50–120 29–41
Kontothanassis et al. [10] 980 45–60 n.d.
Vuylsteke et al. [11] 980 n.d. 52.0
Elmore and Lackey. [12] 810 109.6 46.6

a) LEED, endovenous energy density; EFE, endovenous fluence equivalent; n.d., not defined.
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Clinical and duplex ultrasound examinations should be repeated regularly to
ensure the success of the treatment and to exclude possible postoperative thrombosis
or thrombus propagation. Also, persistent or recurrent reflux should be ruled out.
Directly after the operation, the treated truncal vein can be seen to be somewhat
thickened under sonography. The lumen is usually reduced and filled with strongly
echoing thrombus material. In the remainder of the vein�s path, as a result of repair
and scar formation, a stringy, fibrous change may appear or the vein disappears [12].

63.3
Clinical Studies on ELT

After the first clinical reports on ELT in 1999, more recently clinical series with small
numbers of cases and relatively short periods of postoperative follow-up have been
published. There have occasionally been reports, however, on series andmulti-center
studies with more than 500 treatments and postoperative observation periods of
more than 60 months [9, 12, 15–18]. Today, there are data from more than 60
publications with altogether more than 15 000 ELT treatments available, which have
been summarized and evaluated in overviews [19].

With the appropriate selection of patients, ELT treatment can technically be carried
out in more than 99% of patients [12] where effective occlusion and hemodynamic
elimination can be assumed. The cosmetic results are on the whole very good.
However, lack of effectiveness and undesired side effects are also observed [20], for
example, 2.3% nonocclusion or early recanalization, 4.5% expected recanalization.
The follow-up in the studies analyzed seldom exceeded 6–12months and the studies
showed widely differing results. Recanalization was observed to have occurred with
an incidence of up to 24% [3]. Furthermore, the connection between rate of occlusion
and endovenously applied laser energy (LEED, EFE) became obvious. Postoperative
pain is rated as slight to moderate by most patients (81.5%). However, in a series of
113 patients, 18.5% described the pain as severe to very severe. Postoperative
induration of the truncal vein was observed in 78.1% of patients, and perivenous
ecchymosis and hematoma in an average of 52% of patients [20]. In a number of
studies, however, the incidence of postoperative ecchymosis and hematoma was
reported in 60–80% of patients [3, 4]. Phlebitis of the truncal vein was observed in
2.8% of patients, but certain studies reported a significantly higher incidence of up to
17.2% [21]. Further complications such as persistent dysesthesia after nerve lesions
(0.8%), burns on the skin (0.5%), thrombus propagation in the deep vein system
(0.2%), and pulmonary thrombosis (0.02%) were seldom observed [19].

In Table 63.2, a number of randomized controlled studies comparing ELTwith the
open surgery techniques of crossectomy and stripping are listed. As the number of
these studies is small and the period of postoperative observation is short, a final
evaluation is not possible at present. In sum, these studies document, at least initially,
effective elimination of the epifascial reflux through ELT accompanied by reduced
side effects. Whether refraining from crossectomy in fact leads to an increased
incidence of inguinal neo-reflux or even to a reduction in neo-vascularization at the
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sapheno-femoral junction will have to be established in further controlled trials and,
in particular, in further postoperative examinations of already randomized patients.

63.4
Analysis of Comparison Studies

Looking at meta-analyses and reviews, it becomes obvious there are some meta-
studies available on the one hand evaluating the efficiency and the safety of
endoluminal techniques in comparison with conventional surgical stripping and
on the other hand comparing the different endoluminal techniques from the clinical
point of view.

Although all investigations are of great interest, such studies must be assessed
critically because they represent just the short history of about 10 years of the
evaluation of innovative laser application techniques which have shown promising
successful improvements in finding a more effective treatment protocol and dosi-
metric concept, including the bare fiber technique that has been improved by the
application of radial firing energy. Unfortunately, such developments are so inno-
vative that up to now only reports of single-center clinical studies are available.

In a clinical review, the effects on insufficient veins traditionally treated with
high ligation and stripping were compared with minimally invasive techniques
including endovenous laser surgery, radiofrequency ablation, and foam sclerother-
apy. The authors discussed the mechanism of action of each modality, as well as the
techniques for intervention, outcomes, and complications. Minimally invasive
treatment of venous insufficiency has replaced open surgical stripping in most
cases, with less morbidity than high ligation and stripping, allowing for successful
treatment and improved patient satisfaction [22]. A clinical update and clinical hints
on how to use ELTclinically was presented [23]. In a histological investigation of ELT
using either 940 or 1319 nm light and the bare fiber technique, changes including

Table 63.2 Randomized controlled studies comparing ELT with crossectomy and stripping.

Study Country No. of
procedures

Comparison

de Medeiros and
Luccas [40]

Brazil 20 ELT vs. crossectomy/
stripping

Rasmussen et al. [41] Denmark 137 ELT vs. crossectomy/
stripping in local
anesthesia

Darwood et al. [42] United Kingdom 103 ELT vs. crossectomy/
stripping

Kalteis et al. [43] Austria 95 ELT vs. crossectomy/
stripping

Disselhoff et al. [44, 45] The Netherlands 120 ELT vs. crossectomy/
cryostripping

63.4 Analysis of Comparison Studies j943



acute effects such as loss of intima, vacuolization in the subintima layer and effects
at 1 month post-ELT, inflammatory changes, vein wall thickening, intraluminal
thrombus, and increased amounts of fibroblasts and collagen could be observed [24].

Meta-analytic studies were performed, comparing the overall outcome of endo-
venous treatment concepts including ELT with conventional methods. In a meta-
analytic survey which included 59 studies of which seven directly compared ELTand
surgery (involving ligation and stripping) with respect to safety and efficacy, it was
reported that serious side effects are rare in both,whereasminor side effects aremore
common in ELT. A short-term comparison favored ELT over surgery, showing
comparable safety aspects. However, ELT offers short-term benefits and appears to
be as clinically effective as surgery up to 1 year after treatment [25]. In another meta-
analysis, evidence from the collected data suggests that ELT and radiofrequency
techniques are as safe and effective as surgery, particularly in the treatment of
saphenous veins.However,most importantly, the type of varicose vein should govern
the intervention of choice [26]. A further meta-analysis concluded that endovenous
therapies have not yet been compared with surgical ligation and stripping in large
randomized clinical trials, especially with long-term follow-up of more than 3 years.
In the absence of large, comparative randomized clinical trials, the minimally
invasive techniques appear to be at least as effective as surgery in the treatment
of lower extremity varicose veins. The results from 64/119 eligible studies with an
average follow-up of about 32months showed that foam therapy and radiofrequency
ablation were as effective as surgical stripping. Endovenous laser therapy using bare
fiber techniques was significantly more effective than stripping, foam therapy, and
radiofrequency ablation. The results of this meta-analysis support the increasing use
of minimally invasive interventions in the treatment of lower extremity varicosities.
However, large, long-term comparative randomized controlled trials that include
patient-reported outcomes, cost-effectiveness analyses, and safety assessment are
needed to achieve the highest level of evidence for these novel therapies [27].

ELTusing 810 nm light and the barefiber technique showed thermal damage of the
intima and the internal part of themedia.Whereas at lower LEEDs of 110–200 J cm�1

vascular perforations were observed in less than 10% of cases, at higher LEEDs of
40–880 J cm�1 nearly all cases were perforated [28]. As neovascularization is a major
cause of recurrent varicosities following surgery, a prospective cohort study was
performed comparing recurrence rates and the occurrence of neovascularization
after surgery or ELT (810 nm, LEED<50 J cm�1, bare fiber) for great saphenous vein
reflux. Although the frequencies of recurrent varicosities 2 years after surgery and
ELT were similar, neovascularization, a predictor of future recurrence, was less
common following ELT. It was supposed that delivering larger LEEDs could reduce
recanalization rates and recurrence [29].

The data froma study comparing radiofrequency ablationwith 980 nmwavelength
ELT (bare fiber technique) at comparable energy densities clearly showed that
patients who received radiofrequency ablation recovered more quickly than those
who received 980 nm endovenous laser treatment for the first 2 weeks, and then the
recovery parameters began to equalize between 2 and 4weeks after the procedure and
were equal at 4 weeks. The authors agreed that the data may differ if different laser
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wavelengths are compared with radiofrequency ablation, such as the newer 1319,
1320, and 1470 nm wavelengths [30, 31]. Further comparison studies of radio-
frequency ablation versus 980 nm ELT showed that radiofrequency ablation was
significantly superior to ELTas measured by post-procedural recovery and quality of
life parameters in a randomized prospective comparison between these two thermal
ablation modalities for closure of the great saphenous vein within 2 weeks post-
treatment [30].

The newerwavelength of 1470nmwas clinically tested in a randomized studyusing
the bare fiber technique. It could be shown that the power of the laser (15W versus
25W) did not influence the occlusion rate when an appropriate high LEED (110–130 J
cm�1) was used. Side effects such as ecchymoses and pain were reduced compared
with similar studies using wavelengths of 810 and 980nm [32]. Furthermore, a
prospective follow-up study using the bare fiber technique with a 1470nm diode
laser showedpromisingclinical resultswith thisminimally invasive, safe, and efficient
therapy. It appears that using LEED >100 J cm�1, paresthesia is increased compared
with LEED <100 J cm�1 at the same occlusion rate of 100% at 1 year follow-up [33].

63.5
Investigations to Improve Light Application

Asmentioned earlier, during laser light application, bare andflat cutfibers aremainly
used, causing inhomogeneous circumferential light application to the vessels wall,
resulting in nonuniform tissue alteration and perforation. The endovenous laser
treatment relies on the transformation of luminous energy into heat due to absorp-
tion of the photon energy. This process depends on the laser wavelength and on the
optical properties of the irradiated tissue. Thus the endoluminal application of laser
energy implies a variety of parameters, overall influencing the alterations of the vein
wall. Variations in the laser wavelength and power settings result in different
temperature levels and thermal alterations. In addition, the light application tech-
nique,more precisely the light distributionwithin the vessel, could also influence the
type of response; for example, vessel wall perforation could be observed in the bare
fiber technique in combination with special treatment protocols [14, 34, 35]. With
respect to this, the blood as the primary medium around the laser fiber tip also
influences themechanismand the process. The purpose of the following studywas to
investigate in a standardizedmanner the tissue effects induced by an innovative 360�

radial emitting laser fiber which is based upon an interstitial laser light application
system for prostate tissue (patent DE 19703208.7).

63.5.1
Experiments

The ex vivo model consists of a cow�s foot from freshly slaughtered cows (18–
24months of age, weight 550–650 kg, right hind leg) [14, 35]. The subcutaneous veins
(V. saphena lateralis and V. digitalis dorsalis communis III, 20.0–25.0 cm in length,
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5–8mm in diameter) are large enough to allow for introduction of the endoluminal
application systems and are available for acute ex vivo experiments. Leaving these
veins in situ, appropriate sheath and catheter systems permit perfusion of fluid (e.g.,
blood, saline) and intraluminal pressure measurement during treatment. After
surgical preparation, treatment was performed with endoluminal laser irradiation
from the central end (joint) to the peripheral end (hoof).

Laser therapy was performed using a diode laser (Ceralas D15, Biolitec, Bonn,
Germany) emitting light of wavelength 1470 nm which is transported via a 600 mm
fiber. The 360� radial fiber tip (Biolitec, Bonn, Germany) (Figure 63.1) was polished
to emit the light in air radial to the optical axis of the fiber. Retaining this condition,
a transparent dome covers the fiber tip and is sealed to prevent blood inflow when
used inside the vessel. From the technical point of view, the irradiation profile of
the 360� radial fiber was measured using a goniometer setup. With respect to this,
the fluence rate delivered through the dome could be calculated and compared
with the bare fiber parameters. Experiments on the robustness of the new 360� radial
fiber was performed with safety precautions. The fiber robustness under extreme
crash conditions was tested by intravenous positioning of the 360� radial fiber
without any pull velocity but with blood irrigation and application of an energy of up
to 300 J.

For tissue experiments, the 360� radial fiber was introduced into the vein via an
introduction sheath. The vein was irrigated using heparinized blood. The pull-back
velocity was set to 1mms�1 for a 3–4 cm vein length. The laser power settingswere 3,
6, 10, and 15W. Thus the applied LEED could be calculated to be 30, 60, 100, and
150 J cm�1, respectively. Each experiment was performed 5–7 times. After treatment,
application devices and treated veins were examined macroscopically with standard-
ized in situ and ex situ preparation and documentation, then the harvested tissues
were processed for histology.

Figure 63.1 360� radial emitting fiber for endoluminal uniform circumferential irradiation of the
vein wall.
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63.5.2
Experimental Results

Goniometric measurements showed a radial irradiation pattern of the 360� radial
fiber with themain deflection axes in the 70� direction with respect to the optical axis
of the fiber. As shown in Figure 63.2, the divergence angle of the emitting beam
(full width at half-maximum) could be determined as 25–30�. The fiber robustness
experiments showed that the fiber remained intact without any damage when
a power of 10W was applied for 30 s. Fiber damage could be observed when
using a power of 15W for more than 20 s. Regarding safety aspects, it should be
mentioned that such a situation and such a high dose of light energy should never
be reached during endovenous laser treatment. Such a crash situation is far beyond
the intended clinical situation.

As shown in Table 63.3, calculations according to the geometric conditions as
sketched in Figure 63.3 were performed for a set of vein lumen diameter.

Figure 63.2 Irradiation pattern of the 360� radial emitting fiber tip showing the radial direction of
70� to the optical axis of the fiber and an irradiation divergency of 25–30�.

Table 63.3 Calculations of the irradiation area A and the applied fluence rate FR due to geometric
considerations when 10 W laser output power is delivered to 100% of the tissue surfacea).

Vein diameter,
d (cm)

Distance from fiber
tip or dome to
tissue surface, a (cm)

Aradial

(cm2)
Afiber
(cm2)

FRradial
(W cm�2)

FRfiber
(W cm�2)

0.18 0.00 0.027 0.003 370 3333
0.40 0.10 0.135 0.019 74 526
0.70 0.25 0.413 0.069 24 145
1.00 0.40 0.842 0.149 12 67

a) Aradial¼ d2p tan(aradial/2); Afiber¼p�[(a þ x)tan(afiber/2)]
2 with x¼ 0.67 mmwith respect to the

apex of the divergency.
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The distance of the fiber, either the tip of the bare fiber (core diameter 0.6mm) or the
dome surface (dome diameter 1.8mm), to the tissue varied from touching to up to
4mm, thus affecting the size of the irradiation area (A) due to the beam divergency
[afiber(bare fiber)¼ 50�; aradial(radial-dome fiber)¼ 30�]. As a result, the irradiation
area in touch of the 360�radial fiber (Aradial) differs by a factor of 9 compared with the
bare fiber tip (Afiber). Assuming 100% power transmission through the fiber and that
no absorption by the blood occurred, it can be calculated that the fluence rate (FR)
applied to such an area at a laser output power of 10W resulted in an FRfiber/FRradial

ratio of about 5–9 depending on the vein diameter.
In Table 63.4, the macroscopic observations during the 360� radial application of

1470 nm laser light are summarized, with differentiation between vessel diameters
of d> 7mm (large vessel) and d< 5mm (small vessel). The observations were

Figure 63.3 Sketch of the geometric conditions for the radial emitting fiber (a) and a bare fiber (b)
used for calculations in Table 63.3.

Table 63.4 Macroscopic evaluation of the tissue alterations due to 360� radial laser light application
at l¼ 1470 nm.

Vein diameter
(mm)

Power (W) Rigidity,
thickening
(class 0–4)

Observations

>7 3 0–1 Boiling noise
<5 3 1–2 Low shrinkage
>7 6 2 Noise, hindered pulling, shrinkage
<5 6 3 Fast shrinkage, hindered pulling
>7 10 2–3 Boiling, shrinkage
<5 10 3 Hard pulling, fast shrinkage
>7 15 3 Shrinkage, sometimes sticking
<5 15 3 Fast shrinkage, sometimes sticking
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classified intofive groups labeled from0 to 4, where 0 is defined as normal unaffected
tissue, 4 represents burned and carbonized sensations, and classes 1–3 represent
different degrees of rigidity concomitant with wall thickening and change of color.
The evaluation was performed by three independent investigators. The data in
Table 63.4 indicate that sufficient shrinkage with alteration in rigidity and wall
thickening could be obtained at applied laser powers of 6 and 10W, for both vein
lumens. Shrinkage was accompanied by increased effort for pulling, especially in
small lumen veins. Boiling noise could be experienced in nearly every experiment
due to cooking of the fluid inside the vein lumen. Sticking to the tissue occurred
especially when moving the fiber through the vein valves.

63.6
Discussion

Endovenous laser therapy has become established in the last few years among the
range of therapy options for the treatment of truncal vein insufficiency as listed in
Table 63.5. In endovenous radiofrequency ablation (VNUS Closure), reproducible,
defined thermal damage to tissue can already be produced through the implemen-
tation of feedback mechanisms with automatic generator-steered regulation of
energy density and standardized treatment protocols. By contrast, the effects to ELT
using the bare fiber technique on tissue, and therefore on the clinical results, are
clearly very varied [18, 34]. Because of the use of different wavelengths, different pull-
back protocols, and different energy densities, ELT can hardly be standardized.
Feedback mechanisms through which accurate energy density in ELT can be
controlled are lacking. This makes the appropriate dosage of light for the sufficient
thermal alteration of tissue more difficult to achieve. In addition to transmural
damage, wall perforation is also observed [14], which has the potential for clinically
relevant consequences such as ecchymosis and postoperative pain. On the other
hand, a locally focused, not completely circular thermal damage of the veinwall leaves

Table 63.5 Therapeutic options for truncal varicose veins.

Open procedures Endovenous procedures

Endothermal Chemical

Radiofrequency
ablation

Laser therapy (ELT)

High ligation VNUS Closure Plus 810–1470nm Liquid sclerotherapy
Barrier techniques VNUS Closure Fast Bare fiber Foam sclerotherapy
Stripping Celon RFITT Cylindrical diffuser Catheter-based application
Invagination Radial fiber
Cryostripping
Electrical stripping
Endoscopic stripping
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only slightly locally damaged wall areas, which can lead to a higher incidence of
nonocclusion or recanalization.

It becomes obvious that a certain level of thermal dose is required to occlude the
vein efficiently in a circumferential homogeneous manner. The thermal dose
delivered at a specific vein segment is related to both treatment time and temperature.
It appears that denaturation of almost all the collagen fibers within the vein wall and
consecutive wound healing processes guarantee complete and durable occlusion of
the vein [36, 37]. Investigations on mathematical modeling based on optical and
thermal parameters of the vessel walls and the perivascular tissue were performed
and could serve a useful tools to simulate the mechanisms of action of endovenous
laser treatment [38].

Applying a high fluence rate to the tissue (FR >1000Wcm�2) and exceeding
the ablation threshold of the tissue, local perforations could occur [14, 34, 35]. Such
tissue effects could be observed during bare fiber light application, especially in cases
where the fiber tip is in contact with the tissue. Using the bare fiber tip technique, the
mechanism of heat induction and heat transfer to the vessel target has still not been
investigated in detail. Hence, with reducing the side effects and clarification of the
underlying mechanism in mind, improved and reproducible application of light
energy to the vessels wall is required [14, 34, 35].

With respect to this, the innovative 360� radial fiber tip showed promising results
in the ex vivo experiments. Thefluence rate is dramatically reduced below the ablation
threshold, so no perforation was observed during experiments. The induced tissue
alterations were circumferential and homogeneous. Shrinkage of the vessel due to
thickening, loss of flexibility, and change in color as a sign of effective treatment [36]
could be observed throughout the complete vessels. Furthermore, shrinkage could be
recognized additionally by feeling the improved power needed for pulling the 360�

radial fiber through the lumen. As the absorption coefficient of water and blood at a
wavelength 1470 nm is superior to that at all other laser wavelengths (810, 940, 980,
1064, 1320 nm) used in this field of laser treatment, an immediate tissue response
could be observed already at laser output powers between 6 and 10W. Hence a
continuous pull-back velocity of about 1mms�1 seems appropriate for reproducible
and efficient effects. Based on these experiments, it seems promising that a secure
treatment protocol could be developed, depending on the vein lumen diameter, pull-
back velocity, and light energy applied. Initial clinical results of ELT treatments
with this radial light applicator using a 1470 nm laser generator indicate minimal
side effects coupled with a high rate of closure [39]. Long-term studies using the
innovative 360� radial fiber should be performed to evaluate the treatment procedure
with respect to recanalization, side effects, and other aspects.

63.7
Conclusion

Laser light application in endovenous treatment procedures suffered from inhomo-
geneous tissue alterations after treatment. Laser treatment parameters showed, in
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comparison with radiofrequency ablation, a greater variety of parameters due to
wavelength, power, pull-back velocity, compression by tumescence, bare fiber
versus cylindrical emitting fibers, and so on. Therefore, a certain treatment protocol
was not available. Meta-analysis support the increasing use of minimally invasive
interventions such as ELT in the treatment of varicosities which are efficient andwith
reduced side effects. However, large, long-term comparative randomized controlled
trials that include patient-reported outcomes, cost-effectiveness analyses, and safety
assessment are needed to achieve the highest level of evidence for these novel
therapies.

The latest innovative technologies, such as the 360� radial fiber, seempromising to
develop secure, reliable, and reproducible tissue alteration treatments in the acute
situation. By means of these optimizations, ELT treatment is coming closer to
achieving the goal of standardizing an effective method for the treatment of varicose
veins. Further controlled studies are required to compare the results of optimized
ELT with those of other endothermal modes of treatment and conventional open
surgery.
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64
Laser Treatment of Cerebral Ischemia
Ying-Ying Huang, Vida J. Bil De Arce, Luis De Taboada, Thomas McCarthy,
and Michael R. Hamblin

64.1
Introduction

Low-level laser (light) therapy (LLLT) has been clinically applied for many indica-
tions in medicine that require the following processes: protection from cell and
tissue death, stimulation of healing and repair of injuries, and reduction of pain,
swelling, and inflammation. The notable lack of any effective drug-based therapies
for stroke has rapidly increased researchers� interest in the use of light as a viable
approach to mitigating stroke. The fact that near-infrared (NIR) light can penetrate
into the brain and spinal cord allows noninvasive treatment to be carried out with a
low likelihood of treatment-related adverse events. Although in the past it was
generally accepted that the central nervous system could not repair itself, recent
discoveries in the field of neuronal stem cells have brought this dogma into
question. LLLTmay have beneficial effects in the acute treatment of brain damage
after stroke or traumatic brain injury (TBI).

64.2
The Problem of Cerebral Ischemia

Stroke is the third leading cause of death in the United States, after heart disease and
cancer [1]. Strokes can be classified into two major categories, ischemic and
hemorrhagic. Ischemic strokes account for over 80% of all strokes. The most
common cause of ischemic stroke is the blockage of an artery in the brain by
thrombosis, embolism, or stenosis. Cerebral ischemia is a condition inwhich there is
insufficient blood flow to the brain to meet metabolic demand. This leads to poor
oxygen supply or cerebral hypoxia and thus to the death of brain tissue or cerebral
infarction/ischemic stroke [2].
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64.3
Mechanisms of Brain Injury After Cerebral Ischemia

When a cerebral ischemia occurs, the blood supply to the brain is interrupted, and
brain cells are deprived of the glucose and oxygen that they need to function.
Normally, the brain requires a large amount of oxygen to generate sufficient
adenosine triphosphate (ATP) by oxidative phosphorylation to maintain and restore
ionic gradients [3]. The ischemic neuron becomes depolarized asATP is depleted and
membrane ion-transport systems fail. The resulting influx of calcium leads to the
release of a number of neurotransmitters, including large quantities of glutamate,
which, in turn, activates other excitatory receptors on other neurons. These neurons
then become depolarized, causing further calcium influx, further glutamate release,
and local amplification of the initial ischemic insult. Thismassive calcium influx also
activates various degradative enzymes, leading to the destruction of the cell mem-
brane and other essential neuronal structures [4]. Reactive oxygen species (ROS),
nitric oxide (NO) and arachidonic acid are generated by this process, which lead to
further neuronal damage. Within hours to days after a stroke, specific genes are
activated, leading to the formation of cytokines and other factors that, in turn, cause
further inflammation and microcirculatory compromise [4].

64.4
Current Treatment for Cerebral Ischemia

Thrombolytic therapy is the only intervention of proven and substantial benefit for
select patients with acute cerebral ischemia [5]. The main agent that has been
employed is recombinant tissue plasminogen activator (t-PA) [6], which works by
converting the proenzyme plasminogen to the activated enzyme plasmin, which
dissolves fibrin clots into low molecular weight fibrin degradation products. Other
thrombolytics that have been used include streptokinase [7, 8]. Time lost is brain
lost in acute cerebral ischemia. Apooled analysis of all 2775 patients enrolled in the
first six intravenous tPA trials provided clear and convincing evidence of a time-
dependent benefit of thrombolytic therapy [9].

64.5
Investigational Neuroprotectants and Pharmacologic Intervention

Neuroprotection is defined as any strategy, or combination of strategies, that
antagonizes, interrupts, or slows the sequence of injurious biochemical and
molecular events that, if left unchecked, would eventuate in irreversible ischemic
injury to the brain. An enormous variety of agents and strategies have received
clinical scrutiny, each justified by a pathophysiologic rationale. In all, nearly 165
ongoing or completed clinical trials have been published [10]. There has been an
almost universal outcome of failure in all these trials, with exceptions of some small
hint of efficacy in only a few cases.
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64.6
Mechanism of Low-Level Laser Therapy

The most understood mechanism of action involves the relationship between lasers
and cytochrome c oxidase. The first law of photobiology states that biological
responses of living cells to photon irradiation are initiated by photon absorption
in intracellular chromophores or photoacceptors [11]. The absorbed photon�s energy
excites the photoacceptor molecule into a more energetic (higher) electronic state,
resulting in a physical and/or chemical molecular change, ultimately leading to the
cell�s biological response. It was suggested in 1989 by Karu that the mechanism of
LLLTat the cellular level was based on the absorption of monochromatic visible and
NIR light by cytochrome c oxidase [12] (see Figure 64.1). Cytochrome c oxidase is
located in the inner mitochondrial membrane and plays a central role in eukaryotic
cells. The cytochrome c oxidase enzyme complex contains two copper centers, the
first of which contains a broad-wavelength absorption peak when oxidized. As a
terminal enzyme in the respiratory chain, it delivers protons across the inner
mitochondrial membrane and permits the formation of ATP by oxidative phosphor-
ylation [4]. In cerebral ischemia, the neurons become seriously deprived of oxygen
and their ATP levels fall precipitously. Laser stimulation of respiration not only
increases ATP but also sets in motion several signaling pathways that lead to
activation of genes involved in neuroprotection, anti-apoptosis, anti-inflammation,
and activation of brain repair processes mediated by neural progenitor cells.

Figure 64.1 Mechanisms of action of
transcranial laser therapy for stroke. NIR light
penetrates through the scalp and skull and is
absorbed by cytochrome c oxidase in the

mitochondria of the damaged cortical neurons.
Signaling pathways are activated that prevent
neuronal death and stimulate brain repair.
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64.7
LLLT on Neuronal Cells

In cultured human neuronal cells, LLLTresulted in doubling of the ATP content in
normal human neural progenitor cells (NHNPs) [13]. LLLT also increased heat
shock proteins and preservedmitochondrial function [4]. Ignatov et al. [14] showed
that He–Ne laser irradiation of a pond snail neuron at a dose of 0.07mJ increased
the amplitude of the potential-dependent slow potassium current. More recently,
Ying et al. reported that pretreatmentwithNIR light via a light-emitting diode (LED)
significantly suppressed rotenone or 1-methyl-4-phenylpyridinium (MPP)-induced
apoptosis in both striatal and visual cortical neurons from newborn rats [15]. These
in vitro findings suggest that LLLTcould have beneficial effects in animal models of
neurologic disorders and could be a treatment for stroke.

64.8
LLLT for Stroke in Animal Models

Animals that have been used in cerebral ischemia models for various specific
applications include rats, mice, gerbils, cats, rabbits, dogs, pigs, and nonhuman
primates. Although there is no one animal model that identically mimics stroke
in humans, the use of animal models is essential for the development of
therapeutic interventions for stroke. Ischemia is typically induced by occluding
the middle cerebral artery (MCA) in the animal. The MCA is most often used to
simulate human stroke as most human strokes are due to occlusion of this
vessel or one of its branches [16]. Laser treatment for stroke should penetrate the
skull bones and scalp. Transmittance of all tissues increases progressively with
wavelength from 600 to 814 nm. Tissue thickness, optical absorption, and scatter-
ing aremajor influencing factors [17]. Lychagov et al. presented results of measure-
ments of transmittance of high power laser irradiation through skull bones and
scalp [18].

Transcranial laser therapy (TLT) at 808–810 nm can penetrate the brain and
was shown to lead to enhanced production of ATP in the rat cerebral cortex [4].
Findings of increased neurogenesis in the subventricular zone (SVZ) were
reported in an ischemic stroke animal model treated with TLT [19]. Based on these
findings, it is thought that TLTmay have multiple mechanisms of action and could
be beneficial in acute ischemic stroke [20]. Figure 64.2 shows non-invasive delivery
of 810 nm laser light into the brain of a rat that had been subjected to stroke
induction.

Lapchak and De Taboada [21] were the first to demonstrate that TLTsubstantially
increased cortical ATP production in an embolic stroke model. They hypothesized
that this amount should be sufficient to improve or maintain mitochondrial
function, improve neuronal survival, and produce behavioral improvement. Given
the evidence regarding the anti-apoptotic effect of NIR irradiation and the apparent
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extended time window of efficacy, during which apoptotic cell death could still be
occurring in the penumbra, it is possible that TLTacts in a neuroprotective fashion.
It is also likely that TLT enhances recovery of function because there is evidence
that lesion volume is not altered, but neurologic function is restored [19].

For several years, enhanced mitochondrial function with subsequent pre-
servation of the ischemic penumbra and improved outcomes has been the
hypothesized mechanism. Only relatively recently has this been demonstrated
using an in vivomodel. In 2004, Lapchak et al. [22] used the rabbit small clot embolic
strokemodel and applied a gallium–arsenic diode NIR laser within 6 h of symptom
onset. Significant and sustained improvement was demonstrated in behavioral
functionmeasured 24 h after treatment and again at 21 days from stroke onset [23].
Similar studies confirmed this beneficial effect despite using a rodent and a
different model of inducing strokes (rat middle cerebral artery occlusion) [2].
There were differences in the treatment times for which TLTwas effective, but both
models resulted in statistically significant behavioral improvement that warranted
human trials.

A recently completed trial using rabbits and an embolic model tested TLTapplied
after administration of intravenous tPA. The results showed that this combination
did not adversely affect hemorrhage rate, volume, or survival compared with tPA
alone [24]. Based on this study, and theoretically the different mechanisms of action
of TLTand tPA could synergistically treat strokes, a clinical trial testing TLTplus tPA
was recommended and is on the horizon.

Figure 64.2 Ratmodel of transcranial laser therapy for stroke.NIR laser fiber allows 810 nm light to
penetrate into the stroked rat brain.
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64.9
TLT in Clinical Trials for Stroke

The NeuroThera effectiveness and safety trial-1 (NEST-1) evaluated the safety and
preliminary effectiveness of the NeuroThera Laser System in the ability to improve
90-day outcomes in ischemic stroke patients treated within 24 h from stroke
onset [25]. The NEST-1 study indicated that infrared laser therapy had shown initial
safety and effectiveness for the treatment of ischemic stroke in humans when
initiated within 24 h of stroke onset and a second larger trial was warranted.

Recently, the second clinical trial of the effectiveness and safety trial of NIR laser
treatment within 24 h from stroke onset (NEST-2) was completed [26]. This study
was a prospective, double-blind, randomized, sham controlled, parallel group,
multi-center study that included sites in Sweden, Germany, Peru, and the United
States, and enrolled 660 subjects. TLT was applied within 24 h from stroke onset.
Comparable results were seen for the other outcome measures. Although no
prespecified test achieved significance, a post hoc analysis of patients with a baseline
National Institutes ofHealth Stroke Scale (NIHSS) score of<16 showed a favorable
outcome at 90 days on the primary end point (p< 0.044).Mortality rates and serious
adverse events did not differ between groups with 17.5 and 17.4% mortality and
37.8 and 41.8% serious adverse events for TLT and sham control patients,
respectively.

64.10
Conclusions and Future Outlook

It is now generally accepted by the LLLT community that NIR (810 nm) laser
light applied transcranially can beneficially impact ischemic stroke. It may take
somewhat longer to be accepted by the stroke community. Many questions still
remain to be answered: for instance, what is the best time after stroke to apply the
light; does the use of multiple sessions of treatment (e.g., every day) present any
increased benefit over a single treatment session; is pulsed light better that
continuous-wave light and if so what are the best pulse parameters; are there any
wavelengths that are better than 810 nm? We can envisage the time when all
hospital emergency rooms will have the ability to deliver TLT to stroke patients and
possibly also TBI patients.
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65
Laser Vision Correction
Diogo L. Caldas and Renato Ambr�osio Jr.

65.1
Introduction

Refractive surgery evolved significantly during the last two decades, emerging as a
separate ophthalmic sub-specialty when refractive surgical procedures became the
most commonly performed elective surgery in medicine [1]. Refractive surgery is
classified into three broad categories: refractive keratoplasty (keratoplasty means
�molding the cornea�), refractive intraocular lenses (IOLs), and refractive scleral
surgery [2]. This classification then divides into various specific surgical techniques,
such as refractive keratotomy (RK) or keratomileusis. The advent of the excimer
(shortened from excited dimer) laser, a rare gas and halogen argon fluoride (ArF)
laser that emits a high-energy ultraviolet (UV) laser beam that is ultimately used to
photoablate corneal stroma (i.e., reshaping corneal stroma by microscopically
removing portions of the cornea in a precise, accurate, and safe fashion), was a
great step forward in refractive surgery and, more specifically, refractive keratoplasty.
Laser energy can be delivered either to the Bowman�s layer on the corneal stromal
surface in surface ablation (SA) procedures or deeper into the corneal stroma by the
means of lamellar surgery in which a flap is created and then an excimer laser
ablation is performed on the stromal bed in laser-assisted in situ keratomileusis
(LASIK) [3]. The LASIK flap is created using a mechanical or laser (i.e., using a solid-
state femtosecond laser) microkeratome.

VariousSAand lamellar techniques are used for correctingmyopia, hyperopia, and
astigmatism, with high rates of success [95.4% patient satisfaction rate (range:
87.2–100%)] and predictability with few untoward negative consequences [4]. Like
any other surgery, refractive surgery has indications and contraindications. In
general, myopia up to �10D, hyperopia up to þ 6D, and astigmatism up to �6
are the current upper limits for keratorefractive laser vision correction. Each case,
however, should be evaluated individually because these limits may change, depend-
ing on each individual patient�s situation. In fact, currently one in four poten-
tial refractive candidates is deemed not a good candidate for refractive surgery.
A stable refraction is critical, as also are other criteria (see http://www.fda.gov/
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MedicalDevices/ProductsandMedicalProcedures/SurgeryandLifeSupport/LASIK/
ucm061325.htm). Additionally, the patient must understand the risks, benefits,
limitations including possible complications, and alternatives for these procedures.

65.2
Current Lasers Used in Refractive Surgery

65.2.1
The Excimer Laser

The 193 nm UV wavelength-emitting ArF excimer laser was introduced by Trokel
et al. [5] in 1983 and was first used on human subjects by McDonald et al. in 1987 [6].
Since that time, there has been a tremendous evolution for refining its use in
refractive keratoplasty procedures and these improvements in technology (hardware
and software) have paralleled the evolution of surgical techniques and our basic
scientific understanding of this type of surgery [3].

Early, first-generation excimer laser models used a broad beamwith an expanding
diaphragm to create simple spherical or spherical–cylindrical ablation profiles [7].
More sophisticated second- and third-generation laser models emerged using large
scanning systems or slit beams to create more complicated ablation profiles without
the need for masking agents. Further improvements in lasers occurred with the
development of smaller beamdelivery systems associatedwith eye trackers, resulting
in fourth-generation laser models with more sophisticated algorithms to create
smoother,more aspheric, and even customablation profiles. For example, the top two
most popular lasers currently used by refractive surgeons in world are the VISX Star
S4 and Allegretto Eye Q systems. The VISX Star S4 laser (Figure 65.1a) has variable
spot scanning with beamdiameters from 6.5 to 0.65mm [3] with a variable repetition
rate up to 20Hz and the Allegretto Eye Q has a fixed flying spot with 0.8mm and a
frequency of 400Hz (Figure 65.1b).

65.2.2
The Femtosecond Laser

The femtosecond laser produces a short electromagnetic pulse with a time duration
on the order of femtoseconds (10�15 s) [8]. It therefore belongs in the category of
ultrafast lasers and the generation of ultrashort pulses is nearly always achieved with
the technique of passive mode locking. These ultrashort pulses are too brief to
transfer heat or shock to the material being cut, which means that cutting, drilling,
and machining occur with virtually no damage to surrounding material. Further-
more, this revolutionary laser can cut with extreme precision,making hairline cuts in
thick materials along a computer-generated path. In the cornea, its automated
computer application causes planar dissection possible due to the formation of
cavitation microbubbles of CO2 gas. The laser allows the surgeon to focus the laser
energy at a particular depth in the transparent or even the mildly opaque cornea and
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Figure 65.1 Excimer laser platforms: (a) VISX-AMO; (b) Allegretto Eye Q.
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then rapidly cut the tissue at that depth. Automated computer systems controlling the
femtosecond laser applications allow the surgeon to pattern and size these cuts into
customized shapes, creating a highly precise incision resulting in a perfect match of
the donor and host tissue and a stronger junction (Figure 65.2).

While currently being used primarily for cutting LASIK flaps, femtosecond lasers
are proving useful in other corneal applications also, including variously shaped and/
or sized femtosecond laser-assisted keratoplasty procedures (e.g., geometric-shaped
and varying sized penetrating grafts, varying depth and sized lamellar grafts),
intracorneal ring segment implantation, astigmatic keratoplasty, and intrastromal
inlays [8].

65.3
Refractive Surgery Techniques

The different laser refractive keratoplasty techniques are basically classified into two
types: SA and lamellar surgery. Each has certain advantages and disadvantages
compared with the other. As the cornea has five layers (epithelium, Bowman�s layer,
stroma, Descement�s membrane, and endothelium) (Figure 65.3), SA techniques
involve the removal of the epithelium and ablation of the anterior-most stromal
surface (Bowman�s layer and then the anterior stroma proper). Lamellar procedures

Figure 65.2 Femtosecond laser platform: Intralase iFs, 150 kHz (AMO).
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involve the creation of a flap containing the epithelium and a thin or thick layer of
stroma and subsequent stromal ablation of the bed after the flap is reflected out of the
way of the laser beam. At the conclusion of the procedure, the flap is repositioned
back into its original place.

65.3.1
Surface Ablation

With SA, various techniques are used to remove the corneal epithelium before the
excimer laser is applied to the surface of the corneal stroma. For example, in
photorefractive keratectomy (PRK), the epithelium is either scraped or photoab-
lated away. The latter is sometimes referred to as transepithelial PRK. Thus, after
PRK or transepithelial PRK, a bare excimer ablated corneal stroma surface is left
behind. In comparison, with laser-assisted subepithelial keratectomy (LASEK),
instead of removing or excising the epithelium completely as in PRK, the surgeon
cuts a round semi-circular area of epithelium with a fine-bladed instrument called
a trephine. A dilute alcohol solution is then applied to loosen the cut epithelium
inside the semi-circle where it attaches to Bowman�s layer, and then the surgeon
gently lifts and folds back the hinged loosened epithelial flap, exposing the
underlying Bowman�s layer and corneal stroma for the excimer laser ablation
before repositioning the epithelial flap back into its original location. Finally,
with epikeratome laser-assisted in situ keratomileusis (EpiLASIK), a unique epi-
keratome (a microkeratome with a blunt, oscillating blade) is used to separate
the epithelium mechanically from the Bowman�s layer and stroma, while suction
is applied, to make a hinged epithelial flap, similar to a traditional LASIK flap.
Unlike LASIK, no sharp blades or intrastromal cuts are made. It is very similar to
LASEK, but no alcohol is required. These four techniques have the important
advantage of having a high level of safety and security, especially in patients

Figure 65.3 Histological section of the human cornea.
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with thinner corneas or slight changes in its curvature. During wound healing of
the corneal surface after the various SA procedures, transient pain or discomfort
and blurred vision occur. Usually, the pain or discomfort is relieved by the third or
fourth postoperative day and the blurred vision gradually improves during the first
week until it stabilizes in at about 1–3 months postoperation. SA procedures
typically do not reach the best or uncorrected visual potential of LASIK until the
third month postoperatively, but it then tends to surpass LASIK surgery in the
longer term in a statistically insignificant manner (Table 65.1). In any of these four
techniques, if the subsequent excimer laser ablative step to Bowman�s layer and
stroma is refractively neutral, this technique is referred to as phototherapeutic
keratectomy (PTK).

65.3.1.1 PRK
This technique has been used since the early era of excimer lasers, for nearly 20 years.
It consists of mechanical removal of corneal epithelium using a scalpel blade, then
ablating the anterior stroma with the excimer laser (Figure 65.4).

PRK has been eclipsed by LASIK,mainly because of the faster visual rehabilitation
and less discomfort associated the latter during the early postoperative period.
Despite this, PRK remains as an excellent option, particularly for mild to moderate
corrections [6].

During early phases of corneal wound healing, haze formation associated with
myopic treatments over 6D was themajor drawback and limitation of PRK.With the
advent of single intraoperative application of topical mitomycin C (MMC), this SA-
related wound healing complication has been substantially reduced and has broad-
ened the treatment of SAprocedures to higher refractive errors. Cases associatedwith
thin corneas, recurrent erosions, orwith a predisposition for eye trauma (martial arts,
military, etc.) were among the most important indications for SA procedures since
they retain the most biomechanical properties [9].

65.3.1.2 Transepithelial PRK
The excimer laser is used to remove the epithelium in transepithelial PRK [9].

Table 65.1 Cases where surface ablation may be the best option.

. Patients preference

. Predisposition for contact injury (e.g., martial arts practitioners)

. Anterior basement membrane (Cogan�s) dystrophy

. Epithelial sloughing during LASIK in the contralateral eye

. Thin corneas in which the stromal residual bed would be less than 250–300mm in LASIK

. Deep orbits or tight eyelid fissure causing poor exposure for the microkeratome base

. Flat corneas (<41D) or steep corneas (>48D)

. Previous surgery involving the conjunctiva: bleb associated with filtering procedure; scleral
buckle for the treatment of retinal detachment

. Moderate dry eye prior to surgery
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65.3.1.3 LASEK
In this technique, an epithelial flap is detached after application of a dilute alcohol
solution (typically 18–25%). After laser ablation, the epithelial sheet is repositioned,
like the stromal flap is in the LASIK procedure [3]. Most studies suggest that
patients with LASEK will experience less pain, faster visual recovery, and less haze
comparedwith PRKor transepithelial PRK [10–18]. Themechanism throughwhich
the epithelial flap could provide protection and improve clinical outcomes is not
completely understood, but most likely is due to retained epithelial basement
membrane, which acts as via bidirectional intrinsic binding and storage properties
of wound healing-related cytokines and growth factors.

65.3.1.4 EpiLASIK
Here the dissection of the epithelium is carried out with an apparatus similar to the
microkeratome, but it is blunt and does not penetrate the Bowman�s layer or corneal
stroma. It also avoids the use of chemical agents and, at least theoretically, increases
the viability of the epithelial cells, which if intact and retain their superficial

Figure 65.4 Surface ablation: (a) cartoon diagram; (b) perioperative image after laser ablation.
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squamous layer zonula occludens-type junctional properties, prevent or abrogate
exposure to tear film-derived cytokines and growth factors. Some surgeons deviate
from conventional EpiLASIK and discard the epithelial flap during the procedure,
thus making this latter variant another type of PRK technique since bare ablated
stroma remains at the conclusion of the procedure [9].

65.3.2
LASIK

In LASIK, a flap including the epithelium and a portion of the anterior stroma
with a total thickness of 120–180 mm is created with themechanicalmicrokeratome
or femtosecond laser and then the stromal bed is accessible for excimer laser
ablation [9] (Figure 65.5). The main advantage of LASIK over PRK is related
to maintaining an intact, undamaged central corneal epithelium, which increases
comfort during the early postoperative period, allows for rapid visual recovery,

Figure 65.5 LASIK: (a) cartoon diagram; (b) perioperative image after laser ablation.
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and attenuates wound healing response (Table 65.2) [9]. Microkeratome technology
has undergone important developments and improvements over the last decade
that have improved the overall safety of the LASIK procedure. This further
increased the popularity of LASIK, making it the dominant procedure in refractive
surgery today [3].

However, it should be mentioned that there are also complications with this
procedure (see the FDA website cited in the Introduction), mainly related to long-
term biomechanical instability, such as ectasia development or traumatic flap
detachments, and infection [19].

65.3.2.1 Mechanical microkeratome LASIK
There are several models of mechanical microkeratomes, manual and automated.
Automated microkeratomes most commonly have electric motors that drive blade
oscillation, translation of the microkeratome head, or both. Hinge location, flap
diameter, average flap thickness, suction pressure, and loss of suction cut-off are just
a few of the features that vary from model to model. Average flap diameter and flap
thickness will be important determinants of the dioptric range and maximum pupil
sizes of patientswho can be treatedwith a particularmechanicalmicrokeratome. The
chance of complications associated with creating the LASIK flap using the mechani-
cal microkeratome is about one in 500 cases.

65.3.2.2 Femtosecond laser LASIK
The laser pulses are focused within the corneal stroma by a computerized system to
produce hundreds of spots or cavitation bubbles placed close together in a spiral or
rastered pattern to produce a stromal incision below the surface of the cornea. Pulses
are stacked along the periphery of the lamellar incision until a cut is made in the
corneal surface. One area of the periphery is spared to produce a hinge. Once the flap
has been formed with the femtosecond laser, the surgeon peels back the flap and
applies the ablation to the stromal bed with the excimer laser.

There are a number of advantages to the femtosecond laser compared with
mechanical microkeratomes, including better control over flap thickness, diameter,
and hinge position, the manufacture of oval flaps, and the creation of an inverted
insertion angle, which increases the biomechanical strength of its adhesion.

Table 65.2 Significant advantages of LASIK.

. Faster visual rehabilitation with earlier postoperative stabilization of visual acuity

. Less postoperative patient discomfort

. Attenuated wound healing and less stromal haze formation

. Possibly improved predictability, stability, and corneal clarity in higher correction groups

. Shorter duration of postoperative medications use

. Easier enhancement procedure
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65.4
Custom Corneal Ablations

Laser vision correction is intended primarily to fix the spherical and/or cylindrical
refractive errors of the eye, which are called lower order aberrations. However, some
patients experience unpleasant visual distortions after surgery, such as blurring,
ghosting, and halos, especially associated with night vision [20].

New technologies available today allow the study of refractive optics and its
application in refractive surgery through the use of computerized corneal topogra-
phy, tomography, and wavefront analysis. This allows refractive surgeries to be
programmed to correct high-order aberrations and sometimes complex corneal
irregularities and, thus, improves the quality of vision of patients.
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66
Laser Trabeculoplasty
Stephan Eckert

66.1
Laser Systems

Application of lasers to the trabecularmeshwork has beenused to lower the intraocular
pressure (IOP) since the early 1970s [1]. Worthen and Wickham [2] first described an
argon laser toperformtrabeculoplasty in1973andKrasnovusedaQ-switchedrubylaser
to performgoniopuncture or laseropuncture [3].Wise andWitter described amodified
technique which subsequently gained acceptance as an option for the treatment of
primary open-angle glaucoma [4]. This procedure was originally, andmost often in the
past, performed using an argon laser at 488–514nm. Several other lasers, including
diode (810nm) [5], continuous-wave (1064nm), and frequency-doubled Nd:YAG
(532nm) [6] lasers, have been described to yield a reduction in IOP similar to that of
argon laser trabeculoplasty (ALT) and are oftenused today (Tables 66.1 and 66.2). Latina
and Park conducted a study designed to develop a procedure to target pigmented
trabecular meshwork cells selectively while sparing adjacent cells and tissues from
collateral thermal damage and to maintain the trabecular meshwork architecture [7].
Thisstudyformedthebasisof thecurrentlyavailableselective lasertrabeculoplasty (SLT)
system (532nm frequency-doubled Q-switched Nd:YAG laser) providing an only 3 ns
pulse with a 400mm beam diameter. Selective absorption of a very short laser pulse
generates and spatially confines heat to pigmented targets. The thermal relaxation time
of a chromophore is the time required to convert absorbed electromagnetic energy to
heat energy. A short pulse duration is critical to prevent collateral tissue damage. If the
energy deposition time is short, as in the case of a Q-switched laser, minimal heat
transfer takes place. The 1ms thermal relaxation time of melanin and a 3ns SLTpulse
essentially prevent thermal dissipation to surrounding tissue [8].

66.2
Mechanisms of Action

The exact mechanisms of action of laser trabeculoplasty have not yet been deter-
mined. The mechanical theory of IOP reduction proposes that a thermal burn

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
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contracts tissue and stretches open adjacent, untreated regions of the trabecular
meshwork to increase outflow [9]. However, histologic studies show that coagulative
damage and tissue disruption to the trabecular meshwork are associated with
ALT [10]. This injury might limit the effectiveness of future retreatment with ALT
and theoretically also of other treatment modalities. It is also likely that there are
contributing factors at the cellular level such as an increase in the division of
trabecular cells and remodeling of the juxtacanalicular extracellular matrix repre-
senting a biological theory [11, 12]. Bradley et al. showed that laser trabeculoplasty
induces the expression and secretionof both interleukin-1b andTNFawithin thefirst
8 h after treatment. These cytokines then mediate increased trabecular stromelysin
expression and initiate remodeling of the juxtacanalicular extracellular matrix [13].
After SLT, there was a total absence of coagulative damage with intact beams of the
trabecular meshwork [14], supporting the view that the biological theory is the main
mechanism for the IOP-lowering effect of SLT.

66.3
Methods of Treatment

Before laser trabeculoplasty, miotics (e.g., 1% pilocarpine) should be applied to
ensure optimum access to the trabecular meshwork. With the patient seated in front
of the laser slit-lamp system, aGoldmann three-mirror goniolens is coupled to the eye
with 1% methylcellulose after application of topical anesthetic. In ALT, the smallest
attainable laser spot (typically 50mm) is placed in the anterior part of the trabecular

Table 66.1 Wavelengths of different laser systems for trabeculoplasty.

Laser Wavelength (nm)

Argon laser (ALT) 514
Nd:YAG 1064, continuous wave

532, frequency-doubled (SLT)
Diode laser 810

Table 66.2 Comparison of different laser systems for trabeculoplasty.

Parameter ALT SLT DLT

No. of spots 50 50 50
Spot size (mm) 50 400 100
Pulse duration 100ms 3ns 100–200ms
Power/energy 600–1200mW 0.2–2.0mJ 800–1200mW
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meshwork (Figure 66.1) using 600–1500mWand a 0.1 s pulse duration. The distance
between the laser spots should be 2–3 spot diameters. Standard therapy is to deliver
about 50 spots over 180�. Visible endpoints of the treatment are tissue blanching or a
large vaporization bubble.

Diode laser trabeculoplasty (DLT) is a variation of ALT. Despite the use of a higher
laser power, tissue blanching is less intense than with ALT. Vaporization bubbles are
not observed.

In contrast, SLTuses a relatively large laser spot size of 400 mm. This is sufficient
to cover the entire width of the trabecular meshwork, making accurate aiming less
critical (Figures 66.1 and 66.2). Treatment of Sampaolesi�s line should be avoided
because it could cause corneal endotheliitis. Standard therapy is to deliver about 50
adjacent but nonoverlapping spots over 180�, or alternatively 100 spots over 360�, of
the angle circumference. The energy is initially set at 0.7mJ per pulse and can be
adjusted to the desired treatment endpoint from 0.2 to 2.0mJ. More heavily
pigmented meshwork requires lower power. In contrast to ALT, blanching or large
vaporization bubbles within the trabecular meshwork are not seen as an endpoint
in SLT; however, tiny �champagne� bubble formation is used as an endpoint for
setting the SLT pulse energy. They should be seen at least 50% of the time. Some
authors recommend decreasing the energy level by 0.1mJ when bubble formation
is observed [8]. Pretreatment antiglaucoma medications should be resumed after
laser trabeculoplasty. Usually the full effect of laser trabeculoplasty is reached after
4–6 weeks. IOP reduction after SLT is often seen even 1 day after treatment, but the
period of time can be highly variable. If laser therapy is successful and the IOP
reduction is sufficient, antiglaucomatous medication can be reduced.

It is important to check the IOP and exclude increased inflammation on the first
postoperative day. Only if increased inflammation is present anti-inflammatory
regimens are required (e.g., 1% prednisolone five times per day for 1 week).

Figure 66.1 Application of laser spots in SLT compared with ALT.
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66.4
Indications for Laser Trabeculoplasty

Laser trabeculoplasty is a method to reduce IOP in patients with primary open-angle
glaucoma and also pseudoexfoliation glaucoma and pigmentary glaucoma. The low
risk of adverse effects may make it a good alternative to long-term medical therapy,
even in ocular hypertension patients without established glaucomatous optic nerve
damage [8].

As an advantage, laser trabeculoplasty can lower IOP without relying on patient
compliance with medications, which is a common problem in glaucoma therapy. It
can replace or decrease the need for topical medications and therefore reduce
systemic and local side effects such as allergy or chronic inflammation.

The IOP before laser trabeculoplasty should not exceed 25mmHg and the target
pressure should not be 25–30% below the preoperative pressure. A larger decrease
in IOP cannot be achieved with laser treatment alone. Those patients who have a

Figure 66.2 SLT laser (ARC Laser, N€urnberg, Germany).
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baseline IOP >21mmHg are more likely to have a greater absolute value of IOP
reduction and vice versa [15]. This could be the reason why patients with normal
tension glaucoma are less successfully treated with laser trabeculoplasty.

Other indications can be old age and patients who refuse operation, have too high
risk for operation, or have problemswith application of their eyedrops (palsy, tremor).

66.5
Contraindications for Laser Trabeculoplasty

Contraindications for laser trabeculoplasty are neovascular glaucoma, goniosyne-
chiae, post-traumatic glaucoma, and congenital glaucoma.

66.6
Effectiveness of Laser Trabeculoplasty

Clinical studies suggest that laser trabeculoplasty is efficacious in lowering IOP.
Average reductions in IOP from 2.7 tomore than 6mmHg or 12–40% depending on
the follow up-time have been reported. Response rates within the first postoperative
year vary from 59 to 96% according to different definitions (Table 66.3) and usually
decline with time. ALTand SLTseem to be equivalent in lowering IOP [8, 16]. Damji
et al. conducted a prospective randomized trial comparing the effectiveness of a 180�

ALTand SLT in lowering IOP in 176 eyes (87 cases of ALTand 89 cases of SLT). Eyes
with ALT showed a significant decrease in IOP of 6.04mmHg and eyes with SLT of
5.86mmHg after 12 months. Failure rates were 32 and 36% for SLT and ALT,
respectively [17]. The Glaucoma Laser Trial showed that in newly diagnosed patients
with open-angle glaucoma, ALTwas at least as effective as initial medical treatment
with 0.5% timolol maleate even after 7 years [14]. In another study, selective laser
trabeculoplasty was compared with 0,005% latanoprost. Differences in success rates
between latanoprost and 360� SLTdid not reach statistical significance [18]. The same
study showed that 90� SLT is not effective.

Table 66.3 Studies on laser trabeculoplasty.

Study Laser No. of
Patients

Follow-up
(months)

IOP reduction
(mmHg)

IOP
reduction (%)

Latina et al. (1998) [19] SLT 30 6 5.8 23.5
Cvenkel (2004) [20] SLT 44 12 4.4 17.1
Best et al. (2005) [21] SLT 269 24 2.7 12.1
Gracner et al. (2006) [22] SLT 90 72 5.4 22.8
Juzych et al. (2004) [23] ALT 154 60 23.5
Damji et al. (2006) [17] ALT 87 12 6.04 25.8
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Because of its nondestructive nature, multiple treatments with SLT are theoret-
ically possible. If IOP reduction is inadequate after 6 weeks, treatment of the
untreated 180� may be considered. The fibrosis and scarring that result after ALT
do not occur after SLT because of the lack of structural damage to the trabecular
meshwork. Hence repeated therapy may result in an additional reduction in IOP [8].

66.7
Complications After Laser Trabeculoplasty

Laser trabeculoplasty, especially SLT, is a very safe procedure, having only minor,
transient, self-limiting, or easily controlled side effects [16]. For SLT, a complication
rate of 4.5%was observed,much lower than the complication rate in ALT, whichmay
reach up to 34% [8, 14]. Side effects of laser trabeculoplasty are postprocedure IOP
spikes (6%), iritis [19], and peripheral anterior synechiae [24].

Early postoperative elevation of IOP in some patients has been observed in all
published clinical studies. In all of those cases it resolved quickly with observation
or additional antihypertensive treatment [5, 17, 19]. Highly significant IOP eleva-
tions have been reported after SLT in some cases of pigmentary glaucoma or
glaucoma with heavy angle pigmentation [25]. Therefore, it is recommended to use
lower energy or fewer applications, or to treat a smaller proportion of the angle (90�)
in such patients. Close IOP monitoring and prophylactic oral carbonic anhydrase
inhibitorsmay be helpful. Postoperative suppression of the inflammatory response
may be relatively contraindicated because macrophage response may contribute to
IOP lowering. Anterior synechiae appear more often after ALT, but may be
prevented when ALT spots are placed in the anterior part of the trabecular
meshwork [26].

Other side effects, namely nonspecific conjunctivitis (5%), eye pain (5%), blurred
vision (<1%), corneal edema (<1%), and corneal lesion (<1%), have been described
as transient and without sequelae [17, 19].

66.8
Conclusion

Laser trabeculoplasty has been shown to be safe, well tolerated, and effective in
lowering IOP in patients with open-angle glaucoma. The preservation of the
trabecular meshwork makes SLT a safe alternative to ALT that is potentially
repeatable.

References

1 van der Zypen, E. and Frankhauser, F.
(1982) Laser in the treatment of chronic

simple glaucoma. Trans. Ophthalmol. Soc.
UK, 102, 147–153.

980j 66 Laser Trabeculoplasty



2 Worthen, D.M. and Wickham, M.G.
(1974) Argon laser trabeculotomy. Trans.
Am. Acad. Ophthalmol. Otolaryngol., 78,
371–375.

3 Krasnov, M.M. (1973) Laseropuncture of
anterior chamber angle in glaucoma. Am.
J. Ophthalmol., 75, 674–678.

4 Wise, J.B. and Witter, S.L. (1979) Argon
laser therapy for open angle glaucoma:
a pilot study. Arch. Ophthalmol., 97,
319–322.

5 Chung, P.Y., Schuman, J.S., and Netland,
P.A. (1998) Five-year results of a
randomized, prospective, clinical trial of
diode vs argon laser trabeculoplasty for
open-angle glaucoma.Am. J. Ophthalmol.,
126, 185–190.

6 Guzey, M., Arslan, O., Tamcelik, N., and
Satici, A. (1999) Effects of frequency-
doubled Nd:YAG laser trabeculoplasty on
diurnal intraocular pressure variations in
primary open-angle glaucoma.
Ophthalmologica, 213, 214–218.

7 Latina, M.A. and Park, C. (1995) Selective
targeting of trabecular meshwork cells:
in vitro studies of pulsed and CW laser
interactions. Exp. Eye Res., 60 (4),
359–371.

8 Latina, M.A. and de Leon, J.M. (2005)
Selective laser trabeculoplasty.
Ophthalmol. Clin. North Am., 18, 409–419.

9 Van Buskirk, E.M., Pond, V., Rosenquist,
R.C. et al. (1984) Argon laser
trabeculoplasty, studies of mechanisms of
action. Ophthalmology, 91, 1005–1010.

10 Kramer, T.R. and Noecker, R.J. (2001)
Comparison of the morphologic changes
after selective laser trabeculoplasty and
argon laser trabeculoplasty in human
eye bank eyes. Ophthalmology, 108,
773–779.

11 Parshley, D.E., Bradley, J.M., Fisk, A. et al.
(1996) Laser trabeculoplasty induces
stromelysin expression by trabecular
juxtacanalicular cells. Invest. Ophthalmol.
Vis. Sci., 37, 795–804.

12 Bylsma, S.S., Samples, J.R., Acott, T.S.,
and Van Buskirk, E.M. (1988) Trabecular
cell division after argon laser
trabeculoplasty. Arch. Ophthalmol., 106,
544–547.

13 Bradley, J.M.B., Anderssohn,A.M.,Colvis,
C.M. et al. (2000) Mediation of laser
trabeculoplasty-induced matrix

metalloproteinase expression by IL-1b and
TNFa. Invest. Ophthalmol. Vis. Sci., 41,
422–430.

14 Glaucoma Laser Trial Research Group
(1995) The Glaucoma Laser Trial (GLT)
and glaucoma laser trial follow-up study,
seven-year results. Am. J. Ophthalmol.,
120, 718–731.

15 Johnson, P.B., Katz, L.J., and Rhee, D.J.
(2006) Selective laser trabeculoplasty:
predictive value of early intraocular
pressure measurements for success at 3
months. Br. J. Ophthalmol., 90 (6),
741–743.

16 Barkana, Y. and Belkin, M. (2007)
Diagnostic and surgical techniques. Surv.
Ophthalmol., 52, 634–654.

17 Damji, K.F., Bovell, A.M., Hodge, W.G.
et al. (2006) Selective laser trabeculoplasty
versus argon laser trabeculoplasty: results
from a 1-year randomized clinical trial.Br.
J. Ophthalmol., 90, 1490–1494.

18 Nagar, M., Ogunyomade, A., O�Brart,
D.P.S., Howes, F., and Marshall, J. (2005)
A randomized, prospective study
comparing selective laser trabeculplasty
with latanoprost for the control of
intraocular pressure in ocular
hypertension and open angle glaucoma.
Br. J. Ophthalmol., 89, 1413–1417.

19 Latina, M.A. et al. (1998) Q-switched
532 nm Nd:YAG laser trabeculoplasty
(selective laser trabeuloplasty): a multi-
center, pilot, clinical study.Ophthalmology,
105, 2082–2088.

20 Cvenkel, B. (2004) One-year follow-up of
selective laser trabeculoplasty in open-
angle glaucoma. Ophthalmolojica, 218(1),
20–25.

21 Best, U.P., Domack, H., Schmidt, V.
(2005) Long-term results after selective
laser trabeculoplasty - a clinical study on
269 eyes. Klin Monbl Augenheilkd, 222(4),
326–31.

22 Gracner, T., Falez, M., Gracner, B., Pahor,
D. (2006) Long-term follow-up of
selective laser trabeculoplasty in
primary open-angle glaucoma. Klin
Monbl Augenheilkd, 223(9), 743–7.

23 Juzych, M.S., Chopra, V., Banitt, M.R.,
Hughes, B.A., Kim, C., Goulas, M.T.,
Shin, D.H. (2004) Comparison of long-
term outcomes of selective laser
trabeculoplasty versus argon laser

References j981



trabeculoplasty in open-angle glaucoma.
Ophthalmology, 111(10), 1853–9.

24 Reiss, G.R. et al. (1991) Laser
trabeculoplasty. Surv. Ophthalmol., 35,
407–428.

25 Harasymowycz, P.J., Papamatheakis,
D.G., Latina, M.A. et al. (2005) Selective
laser trabeculoplasty complicated by

intraocular elevation in eyes with heavily
pigmented trabecular meshworks. Am. J.
Ophthalmol., 139, 1110–1113.

26 Traverso, C.E., Greenridge, K.C., and
Spaeth, G.L. (1984) Formation of
peripheral anterior synechiae following
argon laser trabeculoplasty. Arch.
Ophthalmol., 102, 861–863.

982j 66 Laser Trabeculoplasty



67
Laser Photocoagulation
Bettina Fuisting and Gisbert Richard

67.1
Introduction

The penetration depth of laser light and the thermal expansion in ocular tissue
depend on thewavelength of the laser light [1, 2]. The amount of laser energy required
has to be chosen according to the pigmentation of the fundus and also the
transmission of the optic media. Both factors influence the light absorption and
temperature rise at the retina. Light absorption is mainly due to melanin. Hence the
temperature rise caused by the light energy is higher in highly pigmented fundi.
Laser photocoagulation in ophthalmology is used for the treatment of retinal and
choroidal diseases. For safety reasons, at the beginning of a laser treatment the laser
should be operated with low energy. The laser energy then should be raised carefully
to achieve a desired laser effect.

Parameters for laser coagulation are laser spot size¼ S, duration (time)¼T, and
laser energy level¼E [2, 3].

In ophthalmology, several lasers with different wavelengths are used: argon green
(532 nm), dye laser (510–630 nm), double-pulsed Nd:YAG laser (532 nm), and diode
laser (532–810 nm) [2, 3].

The laser is fixed either to a slit lamp, (Figure 67.1) to a binocular head ophthal-
moscope (indirect ophthalmoscopic laser delivery system), or to an endosonde
during vitrectomy [4].

For laser treatment using a slit lamp, special laser contact lenses have to be used
(Figure 67.2).
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67.2
Retinal Degeneration

67.2.1
Retinal Tears, Retinoschisis, Retinal Detachment

Purpose: For retinal tears or detachments, a laser is used to create retinochoroidal
adherence. Retinal tears are caused by vitreous traction and are often horseshoe-
shaped [4] (Figure 67.3).

Figure 67.1 Patient and ophthalmologist sitting at a slit lamp during laser treatment.

Figure 67.2 Laser contact lenses: Mainster wide-field lens and Goldmann three-mirror lens.
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Laser treatment is applied in several rows (normally 3–4) circular to the retinal tear
to avoid retinal detachment. Laser treatment for retinoschisis or small retinal
detachments is applied centrally to the retinal pathology. If a vessel rupture due to
vitreous traction occurs, so-called �feeder–vessel–treatment� is necessary to obliter-
ate retinal vessels in order to avoid vitreous hemorrhage.

Laser parameters: S¼ 200–500 mm, T¼ 0.2–0.5 s, E¼ 150–500mW.
Visible effect: White to grayish effect.
Complications: Small laser spots with a high energy level can lead to ruptures of

Bruchs� membrane. This may cause choroidal neovascularization, retinal holes
with retinal hemorrhage, or retinal detachment. An extensive laser treatment may
lead to epiretinal membranes, which might need vitrectomy with membrane
peeling [5].

67.3
Diabetic Retinopathy (DRP)

67.3.1
Diabetic Macular Edema (DME)

Laser treatment in diabetic retinopathy (DRP) is applied to minimize hypoxic retinal
areas and to reduce retinal oxygen demand. Thus the release of vascular endothelial
growth factor (VEGF) could be avoided [5, 6].

Indications for focal laser treatment: Diabetic macular edema (DME), non-prolifer-
ative DRP without macular edema, combination of DME and DRP. In DRP,
microaneurysms should be coagulated directly. Intraretinal hemorrhages and exu-
dates should be surrounded by laser burns.

In DME, grid laser coagulation (see Figure 67.4) should be performed to reduce
macular edema.

Figure 67.3 Retinal tear with laser treatment.
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Laser parameters: S¼ 100–150 mm, T¼ 0.1 s, E¼ 80–150mW.
The distance to the foveola is 300–500 mm. Burns should be barely visible and have

a light grayish effect (off-whiteburn). In ischemic DRP, laser treatment is not
indicated. If DRP occurs in combination with DME, DME has to be treated first
to avoid an increase in DME.

67.3.2
Proliferative Diabetic Retinopathy

Proliferative retinopathy is the most severe ocular complication of diabetes.
Indications for pan-retinal laser treatment are retinal neovascularization or pro-

liferative diabetic vitreoretinopathy (PDVP). Pan-coagulation should be performed
between the retinal arcades and equator, placing about 2000 laser spots with a
distance of 1–2 laser spot sizes between each other.During one laser session, nomore
than 500 laser spots should be applied. Laser treatment can be extended up to the
outer periphery (see Figure 67.5).

Figure 67.4 Grid laser coagulation.

Figure 67.5 Pan-retinal coagulation.
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Laser parameters: S¼up to 500 mm, T¼up to 0.5 s, E¼up to 500mW.
Parameters depend on fundus pigmentation and transparency of optical media.
Visible effect: Grayish effect at the fundus.
Risks: Permanent visual field defects, chorioidal neovascularization, epiretinal

membranes, retinal hemorrhage, retinal or choroidal detachment [5].

67.4
Retinal Vein Occlusions

67.4.1
Central Retinal Vein Occlusion (CRVO)

Retinal vein occlusions are common retinal vascular diseases [7, 8]. Central retinal
vein occlusion (CRVO) is one of the most common reasons why an eye has to be
removed completely by surgery (see Figure 67.6).

Indication: Ischemic central retinal vein occlusion.
Purpose: To avoid retinal neovascularization, macular edema, and rubeosis iridis

caused by retinal ischemia (non-perfusion areas).
Laser parameters: S¼ 200–500 mm, T¼ 0.2–0.5 s, E¼ up to 500mW.
Visible effect: Gray–white burns; pan-retinal laser treatment (scatter treatment).
The distance between the laser spots has to be 0.5–2 laser spot size diameters. Laser

spots (up to 2500 burns) should be placed between the hemorrhages.
Ifmacular edema is present, grid laser coagulation (see above)may be indicated [7].

67.4.2
Branch Retinal Vein Occlusion (BRVO)

Branch retinal vein occlusion (BRVO) most often involves the superior or inferior
temporal vein. BRVO occurs in older patients showing risk factors such as hyper-

Figure 67.6 CRVO (a) before and (b) after pan-retinal laser treatment.
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tension, arteriosclerosis, diabetes, and heart disease. BRVOmay occur when retinal
arteries and veins share a common adventitia sheath; glaucoma is also a risk factor
for BRVO.

Laser parameters: These are similar to the parameters in CRVO: mild scatter
treatment in the affected hemisphere.

67.5
Macular Diseases and Choroidal Neovascularization

67.5.1
Age-Related Macular Degeneration (ARMD)

In patients older than 60 years, age-related macular degeneration (ARMD) is the
leading cause of legal blindness in industrial countries (see Figure 67.7).

Purpose of laser treatment: Obliteration of abnormal vessels due to parafoveolar
choroidal neovascularization (CNV).

Laser parameters: S¼ 80–150 mm, T¼ 0.1–0.3 s, E¼ 100–250mW.
Visible effect: Soft white and confluent.

67.5.2
Transpupillary Thermotherapy (TTT) for the Treatment of CNV

CNV can also be treated by transpupillary thermotherapy (TTT). For TTT, a diode
laser with a wavelength of 810 nm is used (see Figure 67.8). After TTT treatment, no
marked laser effect should be visible at the fundus. The spot size has to overlap the
CNV completely [9].

Laser parameters: S¼ 2000–3000mm, T¼�60 s, E¼ 400–800mW.
Risks and complications after TTT: Subretinal hemorrhage, iatrogen retinal burns

followed by a retinal scar, central scotoma [5, 9].

Figure 67.7 Age-related macular degeneration (ARMD).
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67.5.3
Photodynamic Therapy (PDT)

For the sake of completeness, photodynamic therapy (PDT) should bementioned for
the treatment of ARMD, even though PDT is not a coagulative laser treatment. For
PDT, a non-thermic laser with a wavelength of 689 nm is used [10].

Purpose: Treatment of subfoveal choroidal neovascularization.
About 15min before laser treatment, a photosensitive dye (verteporphin,

Visudyne�) is injected into a peripheral vein. The dye is activated by a diode laser.
Parameters: S¼ variable, overlapping the CNV completely, T¼ 83 s,

E¼ 600Wcm�2.
PDT causes a photothrombosis of the CNV. In most patients, PDT has to be

performed 2–3 times or even more often, every 3 months. PDT is used for so-called
�classical� CNV and CNV due to pathologic high myopia.

67.5.4
Central Serous Chorioretinopathy (CSC)

Clinic: Idiopathic central serous neurosensory retinal detachment.
The subretinal fluid originates from the choroid [4]. Central serous chorioretino-

pathy (CSC) often affects younger men aged 20–50 years. It may also occur during
pregnancy and in patients who have been treated with corticosteroids. Symptoms of
CSC are blurred vision, metamorphopsia, and contrast sensitivity loss. In most cases
only one eye is affected. Visual acuity ranges from 20/20 to 20/200 and may be
improved by hyperopic correction [4]. The most important examination to evaluate
CSC is fluorescein angiography (FLA). Fluorescein leaks through a focal defect in
the retinal pigment epithelium, causing a �smokestack� configuration [4] (see
Figure 67.9). Most patients have spontaneous resolution after 3–6 months. If leakage
is still present after this time, laser coagulation has to be considered.

Figure 67.8 (a) TTT laser (diode laser: Ocu Light SLx, 810 nm; Iris Medical, Mountain View, CA,
USA) and (b) treatment of ARMD with TTT laser.
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Laser parameters: S¼ 100–200 mm, T¼ 0.1–0.2 s, E¼ 80–200mW.
Visible effect: Light gray burns, confluent laser treatment.
In some patients there may be a recurrence of the CSC, in which case additional

laser treatment is indicated.

67.6
Choroidal Melanoma

Small choroidal melanoma �3.0mm can be treated either by laser or even better by
Transpupillary Thermotherapy [11] (see Figure 67.10). The laser energy (E) is �800

Figure 67.9 CSC (a) before laser treatment (note the typical �smokestack� configuration) and
(b) after laser treatment.

Figure 67.10 TTT laser for small choroidal melanoma.
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mW for choroidal melanoma. After TTT treatment, a marked laser effect should be
visible on the lesion (grayish coagulation effect). The spot size has to overlap the
choroidal melanoma by at least 500mm. Tumors with a larger diameter that cannot be
overlappedcompletelywith a single laser spotmust be treatedwith several overlapping
laser spots. InTTTfor tumorpatients,higherenergy levels arenecessary.Thismay lead
to severe pain, and TTT therefore has to be performed under retrobulbar anesthesia.

Laser coagulation is also used for the treatment of the following rare diseases:
retinal teleagiectasia, vascular tumors such as retinal hemangioma and choroidal
hemangioma, peripheral retinal neovascularization such as sickle cell retinopathy,
retinopathy of prematurity, and fundus alterations due to uveitis, Coats disease, Eales
disease, and others [4].

Differences between laser techniques are summarized in Table 67.1. Further
information can be found in ophthalmology laser handbooks.

Table 67.1 Differences between laser techniques.

Classic laser
coagulation

PDT TTT

Wavelength Green, yellow, red,
and infrared laser
(514–810nm)

Red diode laser (689 nm) Infrared diode laser
(810 nm)

Laser duration ms 83 s 60 s
Laser–tissue
interaction

Photothermal Photochemical Photothermal

Retinal irradiation 80Wcm�2 (514 nm,
50mW, with 200mm
spot size)

0.6mWcm�2 (65mW,
with 3.0mm spot size)

7.5Wcm�2 (800mW,
with 3.0mm spot
size)

Assumed maxi-
mum rise in tem-
perature on the
retina

42 �C (514 nm,
50mW, 0.1 s, with
200mm spot size)

2 �C (65mW, 83 s, with
3.0mm spot size)

10 �C (800mW, 60 s,
with 3.0mm spot
size)

Invasiveness Not invasive Invasive (vein puncture) Not invasive

Source: modified from Mainster and Reichel [12].
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68
Diagnostic Imaging and Spectroscopy
Daniel Fried

68.1
Caries Detection

New diagnostic imaging tools are needed for the detection and characterization of
caries lesions (dental decay) in the early stages of development [1]. Conventional
methods, visual/tactile and radiographic, have numerous shortcomings and are
inadequate for the detection of the early stages of the caries process [2–4]. Radio-
graphic methods do not have sufficient sensitivity for early lesions, particularly
occlusal lesions, and by the time the occlusal lesions are radiolucent they have
often progressed well into the dentin, at which point surgical intervention is
necessary [4–6]. At that stage in the decay process, it is too late for preventive and
conservative intervention and a large portion of carious andhealthy tissuewill need to
be removed, often compromising the mechanical integrity of the tooth. If left
untreated, the decay will eventually infect the pulp, leading to loss of tooth vitality
and possible extraction. The caries process is potentially preventable and curable.
If carious lesions are detected in the enamel early enough, it is likely that they can be
arrested/reversed by nonsurgical means through fluoride therapy, antibacterial
therapy, dietary changes, or low-intensity laser irradiation [1, 7]. Therefore, one
cannot overstate the importance of detecting the decay in the early stage of
development, at which point noninvasive preventive measures can be taken to halt
further decay.

Accurate determination of the degree of lesion activity and severity is of paramount
importance for the effective employment of the treatment strategies mentioned
above. Since optical diagnostic tools exploit changes in light scattering in the lesion,
they have great potential for the diagnosis of the �activity� of the lesion, that is,
whether or not the caries lesion is active and expanding or whether the lesion has
been arrested and is undergoing remineralization. Such data are invaluable for caries
management by risk assessment in the patient and for determining the appropriate
form of intervention. A nondestructive, quantitative method of monitoring demin-
eralization in vivowith high sensitivity would also be invaluable for use in short-term
clinical trials for various anti-caries agents such as new or modified fluoride
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dentifrices and antimicrobials. In particular, methods that could be employed in the
relevant high-risk areas of the tooth such as the occlusal pits and fissures, would be
universally useful. The purpose of this chapter is to describe several recent optically
based methods for the detection and imaging of tooth decay.

68.2
Optical Properties of Dental Hard Tissue

68.2.1
Optical Properties of Dental Hard Tissue in the Visible and Near-Infrared Regions

A fundamental understanding of how light propagates through sound and carious
dental hard tissues is essential for the development of clinically useful optical
diagnostic systems, since image contrast is based on changes in the optical properties
of these tissues upon demineralization. Dental hard tissue optics are inherently
complex owing to the nonhomogeneous and anisotropic nature of these biological
materials. The scattering distributions depend on tissue orientation relative to
the irradiating light source [8–11] in addition to the polarization of the incident
light [12, 13]. The optical properties of biological tissue can be completely and
quantitatively described by defining the optical constants, the absorption (ma) and
scattering coefficients (ms), which represent the probability of the incident photons
being absorbed or scattered, and the scattering phase function [W(cos q)], which is a
mathematical function that describes the directional nature of scattering [14–17].
With knowledge of these parameters, light transport in dental hard tissue can be
completely characterized and modeled. Accurate description of light transport
in dental hard tissue relies on knowledge of the exact form of the phase function
W(cos q) for each tissue scatterer at each wavelength [17].

68.2.2
Optical Properties of Sound Enamel and Dentin

Light absorption by enamel is very weak in the visible and near-infrared (NIR) region
(ma< 1 cm�l, l¼ 400–1300 nm) and increases in the ultraviolet (UV) region (ma> 10
cm�1, l< 240 nm) [18]. The absorption coefficient of dentin is essentially wave-
length independent with a value of ma� 4 cm�l [19] above 400 nm. The optical
behavior of enamel and dentin is dominated by scattering in the visible and NIR
region [18]. The scattering coefficient of enamel, ms, decreases with increasing
wavelength from 400 cm�1 in the near-UV region [18] to as low as 2–3 cm�1 at
1310 and 1550 nm [10, 20] (see Figure 68.1). At longer wavelengths, water absorption
increases and dominates the attenuation [21]. The scattering of dentin is variablewith
position in the tooth and exceeds100–200 cm�1 across the visible andNIR region [19].
Measurement of the enamel attenuation coefficients in the NIR region is a particular
challenge since the scattering coefficient is almost two orders of magnitude lower
than in the visible range, �2–3 cm�1 at 1310 nm versus 105 cm�1 at 543 nm, and
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surface scattering can completely mask measurement of the bulk scattering
properties [10].

The Monte Carlo (MC) method [22, 23] was used to determine the scattering
coefficient and scattering phase function from angular-resolved scattering measure-
ments for dentin and enamel at 543, 632, and 1053 nm. Although the MCmethod is
somewhat labor intensive, it has been shown consistently to yield the most reliable
values [14, 17]. The accuracy of the values computed was confirmed by successfully
modeling the angular resolved scattering distributions measured for sections
of various thickness from 100 mm to 2mm in the multiple scattering regime.
The measured angular resolved scattering distributions could not be represented
by a single scattering phase functionW(cos q), and required a linear combination of a
highly forward-peaked phase function, a Henyey–Greenstein (HG) function, and
an isotropic phase function represented by the following equation [10]:

Wðcos yÞ ¼ fd þ 1�fdð Þ 1�g2

1þ g2�2g cos yð Þ32

" #
ð68:1Þ

Theparameter fd for �fractiondiffuse� is defined as the fraction of isotropic scatterers.
The average value of the cosine of the scattering angle (q) is called the scattering
anisotropy (g), and g¼ 0.96 and 0.93 for enamel and dentin, respectively, at
1053 nm [10]. The fraction of isotropic scatterers (fd) was measured to be 36% for
enamel and less than 2% for dentin at 1053 nm. Note that Zijp and ten Bosch [8, 11]
reported values of g¼ 0.4 for dentin and 0.68 for enamel, calculated by taking the ratio
of the forward and backward scattered light. This latter approach is prone to error due

Figure 68.1 Plot of the mean free path of
photons in sound dental enamel at visible
and NIR wavelengths. The regions of
highest transparency are shaded. The red

squares are data from ref. [10], the black
diamonds are from ref. [20], and the blue
circles represent 10% absorption from water
taken from ref. [21].
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to the contribution of surface scattering [10]. Most scattering biological tissues that
can be represented by an HG function have measured g values >0.8 [14]; moreover,
the g value should be determined within the context of an appropriate phase function
based on the nature of the scatterers in the tissue [24], and subsequently validated
through comparison of simulated scattering distributions with measured distribu-
tions of various thickness [10].

Light scattering in enamel and dentin is anisotropic, particularly for dentin due to
the cylindrical-shaped enamel prisms and dentinal tubules. Altshuler and Grisimov
suggested that these structures can act as waveguides to guide visible light [25, 26].
Kienle and co-workers extensively investigated the anisotropy of light scattering in
dentin and showed how light is magnified through it [27–31].

68.2.3
Optical Property Changes of Demineralized Enamel

Increased backscattering from the demineralized region of early caries lesions is
the basis for the visual appearance of white spot lesions [32, 33]. Attempts at
measuring the optical properties of dental caries have been limited tomeasurements
of backscattered light from optically thick, multilayered sections of simulated
caries lesions [34–36]. The microstructure of enamel and dentin caries lesions is
complex, consisting of various turbid and transparent zones [13, 37]. Highly porous
demineralized areas of coronal caries appear whiter and are more opaque. During
remineralization, pores and tubules are filled with mineral and those areas are
typically more transparent. There have been some attempts tomeasure and simulate
light scattering in artificial and natural lesions [32, 36, 38]. There has not been amajor
effort to measure and quantify the optical properties of carious lesions in terms of
changes in the fundamental optical constants, ms and ma, and the scattering phase
function. This is due in part to the difficulty in acquiring large uniform areas for
measurement by conventionalmeans and the highly variable nature of caries lesions.
One challenge in quantifying the optical properties of carious lesion areas versus
sound tissue areas is the method of index matching. Lesion areas are highly porous,
allowing index matching fluids to imbibe into the lesion, effectively eliminating the
lesion from an optical standpoint, that is, the lesion becomes more transparent than
the sound tissue. One must assume that carious lesions will be filled with fluid in
their natural state and that measurement in water replicates the conditions that will
be encountered clinically. Darling et al. measured the optical properties of lesion
areas imbided in water at 1310 nm and compared the increase in the magnitude of
the scattering coefficient with mineral loss measured using microradiography [39].
The attenuation in the lesion exceeds 100 cm�1, a factor of 50 times higher than
that of sound enamel, 2–3 cm�1, and is of a similar magnitude to that of the dentin.
This difference can be seen in Figure 68.2a, which contains an image of a 200 mm
thick tooth section with an interproximal lesion taken with 1310 nm light. The areas
of the lesion and dentin are opaque (white) whereas the enamel is highly transparent
(dark). A high-resolution digital microradiograph of the demineralized region of
the section is shown in Figure 68.2b. The volume-% mineral is represented by the
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Figure 68.2 (a) NIR transillumination
image of 200mm thick tooth section with
demineralization indicated in the yellow box.
(b) A high-resolution digital microradiograph
of the lesion area shows the volume percent

mineral versus position in the lesion area.
(c) The fraction of NIR 1310 nm light scattered
versus angle in the sound blue and carious black
areas of the sample measured with the
scattering goniometer. From ref. [39].
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yellow–red color table with the areas of lower mineral content, caries lesion and
dentin, demarcated in red and the high-mineral areas, namely sound enamel, in
yellow. Optical scattering measurements were taken in sound and carious regions of
the same section as indicated by the two points, red and blue, in themicroradiograph
using a 1310 nm diode laser focused to a spot size of 100 mm. Angularly resolved
scattering measurements taken at those two points are plotted in Figure 68.2c. The
ballistic light is reduced by two orders of magnitude and the intensity of the light
scattered at angles>10� is 2–3 orders ofmagnitude higher for the carious tissue over
the sound enamel.

NIR optical property measurements during the longitudinal development of
early artificial demineralization suggest a rapid exponential increase in optical
scattering during initial lesion development followed by amore gradual increase in
scattering as the lesion severity increases [39]. Angularly-resolved scattering
measurements from artificially demineralized enamel over a period of 5 days
show a rapid increase in attenuation after just 1 day followed by an increase in
another order of magnitude after the next 4 days. The scattering anisotropy of
demineralized enamel also appears to be highly forward directed. This is not
entirely unexpected since demineralization proceeds along the core of the enamel
rods, hence the scattering centersmay be fairly large in themicron range and highly
anisotropic.

68.2.4
Optical Properties of Dental Hard Tissue in the IR region

Infrared (IR) wavelengths can be used to monitor changes in the chemical compo-
sition and mineral phase crystalline orientation as a result of demineralization and
remineralization, and after thermal treatments by lasers to modify the susceptibility
to acid dissolution. In the mid-IR region, scattering is negligible and knowledge of
the absorption coefficient and the reflectivity are sufficient to describe the optical
behavior. The magnitude of the absorption coefficient is high in the mid-IR region
due to resonant absorption by molecular groups in water, protein, and mineral.
The reflectivity can exceed 50% at wavelengths coincident with mineral absorption
bands due to the large increase in the imaginary component of the refractive index.
The fraction of incident laser light reflected at the surface of the tooth is described by
the Fresnel reflection equation:

R ¼ nr�1ð Þ2 þ k2

nr þ 1ð Þ2 þ k2
ð68:2Þ

where nr is the real component of the refractive index and k is the attenuation index.
The absorption coefficient (ma), k, and thewavelength (l) are related by the expression
ma¼ 4pk/l. Hence the reflectance of materials can increase markedly and approach
100% in regions of strong absorption; for example, some metals have absorption
coefficients >106 cm�1 and reflectance >99% in the visible and IR region.
The reflectance of dentin and enamel was measured at l¼ 2.79, 2.94, 10.6, 10.3,
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9.6, and 9.3mmusing a gold-coated integrating sphere [40]. The reflectance of enamel
is substantially higher at l¼ 9.6 and 9.3mm than at l¼ 10.6 mm, near 50%, andmust
be accounted for when calculating ablation efficiencies, ablation thresholds, and the
heat deposition in the tooth when investigating laser interactions with these tissues.

Absorption coefficients corresponding to CO2 laser lines that could be
obtained using conventional transmission measurements were calculated to
be 1168� 49 cm�1 at 10.3 mm and 819� 62 cm�1 at 10.6 mm for enamel and
1198� 104 cm�1 at 10.3mm and 813� 63 cm�1 at 10.6mm for dentin. Enamel
absorption coefficients corresponding to Er:YAG (2.94mm) and Er:YSGG (2.79mm)
were calculated to be 768� 27 and 451� 29 cm�1, respectively. The absorption
coefficient of dentin at 2.79mm was calculated to be 988� 111 cm�1. Those values
are shown in Figure 68.3 along with 1/e absorption depth, thermal relaxation time,
and percentage reflectance. Conventional transmission measurements are not
possible for the determination of the optical properties of enamel and dentin at
9.3 and 9.6mm, therefore an alternative method must be used such as angular-
resolved reflection measurements of polarized light and time-resolved radiometric
measurements. Previous studies have used angular resolved reflection measure-
ments to estimate IR absorption coefficients in dental enamel. Duplain et al. [41]
reported absorption coefficients of 6500 and 5200 cm�1 at 10.3 and 10.6mm,
respectively. These coefficients weremuch higher than the dental enamel absorption
coefficients determined using direct transmission measurements (1168 and
819 cm�1 for 10.3 and 10.6mm, respectively). Those previously reported values are
also not consistent with observed surface modification thresholds based on the
known melting range of dental enamel (800–1200 �C). More recent measurements
employed time-resolved radiometry measurements coupled with numerical simula-
tions of thermal relaxation in the tissue to measure 8000 and 5250 cm�1 at 9.6 and
9.3mm, respectively [42]. Those values are consistent with time-resolved temperature
measurements during laser irradiation and surface melting thresholds [43].

Figure 68.3 Optical properties of human dental enamel and dentin at relevant laser wavelengths.
The wavelength, absorption coefficient (1/e), absorption depth, thermal relaxation time, and
percentage reflectance are listed for each laser wavelength. From refs. [168] and [169].
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68.3
Reflectance Spectroscopy

Since the magnitude of light scattering increases markedly in dental hard tissues
upon demineralization producing visible white spots on tooth surfaces due to the
increased porosity, reflectance spectroscopy is an obviousmethod formeasuring and
quantifying lesion severity. In 1984, tenBosch et al. [33] introduced an opticalmonitor
that used optical fibers for reflectance measurements on tooth surfaces. The
reflectivity increased from the lesion area with increasing mineral loss [32]. Using
the Kubelka–Munk equations, Ko et al. [36] showed that the optical scattering power
correlated with mineral loss and yielded improved results over reflectance measure-
ments. Benson et al. [44] demonstrated that the visibility of scattering structures on
highly reflective surfaces such as teeth can be enhanced by the use of crossed
polarizers to remove the glare from the surface due to the strong specular reflection
from the enamel surface [44, 45]. The contrast between sound and demineralized
enamel can be further enhanced by depolarization of the scattered light in the area of
demineralized enamel [46, 47]. Blodgett and Webb [48] measured the optical
bidirectional reflectance distribution functions (BRDF) and bidirectional scattering
distribution functions (BSDF) from the surfaces of human incisors at 632 nm,
1054 nm, and 3.39-mm. Analoui et al. [49] showed that multi-spectral La�b� color
coordinatesmeasured using a diode-array spectrometer in the range 380–780 nmdid
not correlate well with the depth of artificial lesions.

The contrast between sound and demineralized enamel is greatest in the NIR
region due to the minimal scattering of sound enamel (see Figure 68.1) and this can
be exploited for reflectance imaging of early demineralization [39]. Wu and Fried [50]
reported the high-contrast polarized reflectance images of early demineralization on
buccal and occlusal tooth surfaces measured at l¼ 1310 nm and found that the
contrast between early demineralization was significantly higher at 1310 nm than in
the visible range. Figure 68.4a and b show cross-polarization images of enamel
demineralization in the visible and NIR region, showing the marked difference in
contrast between the sound and demineralized enamel in these two spectral regions.

68.4
Optical Transillumination

Optical transillumination was used extensively before the discovery of X-rays for the
detection of dental caries. Over the past two decades, there has been continued
interest in this method, especially with the availability of high-intensity, fiber optic-
based illumination systems for the detection of interproximal lesions [51–56].During
fiber-optic transillumination (FOTI), a carious lesion appears dark upon transillu-
mination because of decreased transmission due to increased scattering and absorp-
tion by the lesion. A digital fiber-optic transillumination (DIFOTI) system, that
utilizes visible light for the detection of caries lesions, has recently been developed by
Electro-Optical Sciences (Irvington, NY, USA) [57]. Several studies have been carried
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out using visible light transillumination either as an adjunct to bitewing radiography
or as a competing method for the detection of interproximal caries lesions [57–62].
However, since FOTI and DIFOTI operate in the visible range, the photonmean free
path is limited (see Figure 68.1) and the results are mixed.

Near-IR light can penetrate much further through tooth enamel due to the
markedly longer mean free path of the photons [63], that is, enamel is virtually
transparent in the NIR region with optical attenuation 1–2 orders of magnitude less
than in the visible range (see Figure 68.1). Transmission measurements through
demineralized tooth sections at 1310 nm show that the demineralized enamel

Figure 68.4 Images are shown for the
buccal surface of a tooth with a 2� 2mm2

window of demineralization. (a) Visible
reflectance with crossed polarizers, (b) NIR

reflectance with crossed polarizers, and
(c) laser induced fluorescence image
(l¼ 473 nm excitation, emission l> 500 nm).
From ref. [50].
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attenuatesNIR light by a factor of 20–50 times greater than the sound enamel [64, 65],
hence high contrast can be achieved at 1310 nm between demineralized and sound
tissues. High-contrast images have been acquired of simulated and natural inter-
proximal lesions on extracted human teeth [66, 67]. Since the tooth manifests such
high transparency in the 1310 and 1550 nm NIR regions, multiple imaging config-
urations can be used to image the decay. Interproximal lesions can be viewed using
transillumination with the light source and detector placed on opposite sides of the
tooth orNIR light can be delivered near or below the gum-line and both interproximal
and occlusal lesions can be imaged from directly above the occlusal surface, as
demonstrated in Figure 68.5 for a natural interproximal lesion. Shorter NIR
wavelengths have also been investigated in the region that is accessible to conven-
tional silicon-based charge-coupled device (CCD) cameras with the NIR filter
removed, namely at 830 nm [68]. Figure 68.6 compares the image contrast of tooth
sections of increasing thickness with simulated lesions in the visible region at 830
and 1310 nm [68]. Simulated lesions were produced by drilling small 1mmdiameter
cavities on the mesial or distal aspect of tooth sections of varying thickness or whole
teeth. The imaging system operating near 830 nm, utilizing a low-cost silicon CCD
optimized for the NIR region, is capable of significantly higher performance than a
visible system, but the contrast is significantly lower then that attainable at
1310 nm [68]. Owing to the high transparency of the enamel in the NIR region,
NIR imaging also has great potential to examine defects in tooth structure and cracks
in enamel can be clearly resolved with this method.

68.5
Optical Coherence Tomography

Optical coherence tomography (OCT) is a noninvasive technique for creating cross-
sectional images of internal biological structure [69]. The intensity of backscattered
light is measured as a function of its axial position in the tissue. Low-coherence
interferometry is used to selectively remove or gate out the component of
backscattered signal that has undergone multiple scattering events, resulting in

Figure 68.5 MultipleNIR views of a tooth with an interproximal lesion. The radiograph is shown in
(c). From ref. [66].
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very high-resolution images (<15 mm). Lateral scanning of the probe beam across the
biological tissue is then used to generate a two-dimensional intensity plot, similar to
ultrasound images, called a b-scan. The one-dimensional analog of OCT, optical
coherence domain reflectometry (OCDR), was first developed as a high-resolution
ranging technique for the characterization of optical components [70, 71]. Huang
et al. [72] combined transverse scanning with a fiber-optic OCDR system to produce
the first OCTcross-sectional images of biological microstructure. Excellent books by
Bouma and Tearney [69] and Brezinski [73] explain the mechanics of OCT and
polarization-sensitive optical coherence tomography (PS-OCT). The first images of
the soft and hard tissue structures of the oral cavity were acquired by Colston and co-
workers [74–76]. Feldchtein et al. [77] presented the first high-resolution dual-
wavelength 830 and 1280 nm images of dental hard tissues, enamel, and dentin
caries and restorations in vivo. OCT has also been used to look at different restorative
materials and identify pit and fissure sealants [77, 78]. High-speed Fourier domain
(FD)-OCTsystemshave also been investigated for imaging dental caries [79–82].OCT
images of sound, natural, and artificial demineralized enamel demonstrate that one
can image up to 3mm deep in sound enamel. Although the image depth in enamel
is limited to 1–2mm, highly scattering structures such as the dentin at the
dentin–enamel junction (see Figure 68.7) and carious dentin can be detected to a
depth of 2–3mm beneath sound enamel, so that �hidden� dentinal caries can be
detected. Figure 68.7 shows an in vivo PS-OCT image of the buccal surface of a
premolar scanned from the crown to the root showing the excellent optical pene-
tration through the enamel. Identification of caries lesions in OCT images is
challenging because the complex signal generation and interpretation of images
requires considerable training and experience with the system being used. Since
enamel is a weak scatterer, the reflectivity decreases exponentially with depth in
sound enamel and subsurface lesions and the reflectivity of a stronger scattering

Figure 68.6 Contrast ratio between sound enamel and the simulated lesion for the three imaging
systems for varying section thickness: triangles, 1310 nm; squares, 830 nm; circles, visible standard
CCD, no filters. From ref. [68].
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underlying layer such as dentin or a subsurface lesion can show up even though the
signal from sound enamel is no longer visible at that depth. Strong scattering from
lesions or developmental defects at the enamel surface can mask the signal from the
underlying sound tissues. Moreover, in many cases the reflectivity from the lesion
areas can be resolved at greater depths than in sound tissue even though the mean
free path of the photons in the sound enamel is two to three orders of magnitude
higher than for the caries tissue. Amaechi and co-workers [83, 84] demonstrated that
the loss of reflectivity with depth in OCT images correlated with quantitative light
fluorescence (QLF)measurements of smooth surface artificial caries.However, aswe
pointed out above, for some OCT imaging systems the reflectivity actually increases
with depth in caries lesions so this approach is not likely to be feasible for natural
lesions; however, the rapid loss of reflectivitywith depth canbe valuable in identifying
highly attenuating lesion areas. Enamel and dentin are birefringent and this
birefringence can cause bands in OCT images that can be misinterpreted as
subsurface caries lesions (see Figure 68.7). Bands are regularly spaced for differen-
tiation from caries lesions. An OCT system with polarization sensitivity can aid in
differentiating such structures attributed to birefringence (see below). The incre-
mental growth lines in teeth or striae of Retzius actually scatter light within the tooth
and also cause subsurface bands in the images as can be seen in Figure 68.7.

Polarization sensitivity is particularly valuable for imaging caries lesions due to the
enhanced contrast of caries lesions caused by depolarization of the incident light by
the lesion. Another important advantage is that the confounding influence of
the strong surface reflectance of the tooth surface is reduced in the image of the
orthogonal polarization state to the incident polarized light. Baumgartner and

Figure 68.7 In vivo PS-OCT images of a sound premolar tooth. The dentinal enamel junction is
visible along the entire length from the crown to the root. Banding is caused by tooth birefringence
and developmental growth lines.
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co-workers [85–87] presented the first polarization-resolved images of dental caries.
PS-OCT images are typically processed in the form of phase and intensity images
[45, 88]; such images best show variations in the birefringence of the tissues. Areas of
demineralization rapidly depolarize incident polarized light and the image of the
orthogonal polarization relative to that of the incident polarization can provide
improved contrast of caries lesions [46]. One approach to quantifying the severity
of caries lesion is by directly integrating the reflectivity of the orthogonal axis or
perpendicular polarization (?) [46]. There are two mechanisms in which intensity
can arise in the perpendicular axis. The native birefringence of the tooth enamel can
rotate the phase angle of the incident light beam between the two orthogonal axes
(similar to awave-plate) as the light propagates through the enamel without changing
the degree of polarization. The othermechanism is depolarization from scattering in
which the degree of polarization is reduced. It is this latter mechanism that can
be exploited tomeasure the severity of demineralization. Complete depolarization of
the incident linearly polarized light leads to equal distribution of the intensity in both
orthogonal axes. Demineralization of the enamel due to dental decay causes an
increase in the scattering coefficient by 1–2 orders ofmagnitude, thus demineralized
enamel induces a very large increase in the reflectivity alongwith depolarization. This
in turn causes a large rise in the perpendicular polarization channel or axis. This can
be seen in the PS-OCT images of a premolar with shallow demineralization around
the fissure presented in Figure 68.8. The parallel (||)-axis image represents the
linearly polarized light reflected in the original polarization incident on the tooth
and the ?-axis image represents the light in the orthogonal polarization to the

Figure 68.8 PS-OCT images of an area of demineralization in the occlusal pit and fissure of a
premolar. From ref. [89].
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incident light. The surface of the tooth is less visible in the ?-axis image and the
lesion appears with higher contrast to the surrounding sound enamel.

This approach also has the added advantage of reducing the intensity of the strong
reflection from the tooth surface. The lesion surface zone is very important since this
zone can potentially provide information about the lesion activity and remineraliza-
tion. A conventional OCTsystem cannot differentiate the strong reflectance from the
tooth surface from increased reflectivity from the lesion itself. This facilitates direct
integration of the lesion reflectivity to quantify the lesion severity, regardless of the
tooth topography and the difficult task of having to deconvolute the strong surface
reflection from the lesion surface can be circumvented. The integrated reflectivity of
the ?-PS-OCT images of natural lesions correlate well with the integrated mineral
loss and can thus be used to measure lesion severity directly [46, 89, 90]. Figure 68.9
shows ?-axis PS-OCT images, polarized light microscopy (PLM) images, and
transverse microradiographs (TMR) of a pigmented interproximal lesion. Five
PS-OCT line profiles were taken at different positions in the lesion and each was
integrated to yield a total integrated reflectivity for that area of the lesion to a depth of
500 mm. The integrated reflectivity correlated well with thematchingmineral density
profiles taken from the microradiographs. PS-OCT images also accurately represent
the highly convoluted internal structure of caries lesions. Longitudinal studies have
demonstrated that PS-OCT can be used for monitoring erosion and demineraliza-
tion [46, 89, 90]. The progression of artificially produced caries lesions in the pit and
fissure systems of extracted molars can be monitored nondestructively [89].

Figure 68.9 Pigmented lesion: (a) reflected light image, (b)?-axis PS-OCT image, and (c) plot of
the integrated reflectivity versus the integrated mineral loss to a depth of 500mm. Each color coded
symbol corresponds to the line profiles of (b) and (d). (d) Microradiograph. From ref. [170].
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It is not sufficient simply to detect a carious lesion or areas of demineralization –

it is also necessary to assess the state of the carious lesion and determine whether it
is active and progressing or whether it is arrested and has remineralized. One can
take two approaches for determining the state of activity of carious lesions. The first
approach is based on monitoring the lesion progression over time to see if it
changes. The second approach is to examine the structure of the lesion to
determine if there are any definitive features, such as a weakly scattering surface
zone, that are indicative of remineralization. Ismail presented a review of visual
caries detection criteria [91]. Surfaces of arrested lesions are typically hard and
shiny with less light scattering, in contrast to the soft and chalky surface of active
lesions. It is likely that if PS-OCT can resolve changes in lesion structure and
demineralization, for example the presence of a surface zone of reduced light
scattering indicative of remineralization, then this method has potential as a more
quantitative diagnostic of the activity of the lesion. Figure 68.10 shows PS-OCT,
PLM, and TMR images of human dentin that was exposed to a demineralization
solution (left side) and a demineralization solution followed by a remineralization
solution (right side). The lower reflectivity surface layer of remineralized dentin is
clearly visible in the PS-OCT image.

PS-OCT can also be used to image secondary caries under sealants where the
advantage of having the ability to directly integrate the PS-OCT fast axis (?-axis)
images to quantify lesion severity is even more apparent [92]. The imaging depth of
PS-OCT through composite is sufficient to resolve early demineralization under the
sealant or restoration. Studies also suggest that polarization sensitivity can be used to

Figure 68.10 (a) (?-axis) PS-OCT scan
taken along long axis of a sample before
sectioning. Intensity scale is shown in
red–white–blue in units of decibels (dB).
Remineralized layer is visible as a blue
gap above the remineralized lesion.

(b) The corresponding TMR of a 260mm thick
section in a similar orientation to the PS-OCT
image. The intensity scale is also shown in
red–white–bluewith units in volume-%mineral.
(c) The PLM image of the same section is shown
at 15� magnification. From ref. [171].
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differentiate between composites and tooth structure and even differentiate between
different composites [92]. The composite reflectivity, depolarization, and penetration
depth is not influenced by the composition of the filler; however, the reflectivity was
markedly increased in sealants with an added optical opacifier such as titanium
dioxide. Therefore, polarization sensitivity can also be advantageous for differenti-
ating demineralized enamel under composite sealants and restorations.

In summary, OCT is an excellent tool for acquiring images of dental caries.
However, OCT images are fairly complicated and considerable experience is required
to interpret the images. PS-OCTis advantageous for providing a quantitativemeasure
of the lesion severity formonitoring lesion progression and for assessing the success
of chemical intervention on arresting and remineralizing lesions.

68.6
Fluorescence Imaging

68.6.1
Quantitative Light Fluorescence (QLF)

Teeth fluoresce naturally upon irradiation with UVand visible light. Alfano et al. [93]
and Bjelkhagen and Sundstrom [94] demonstrated that laser-induced fluorescence
(LIF) of endogenous fluorophores in human teeth could be used as a basis for
discrimination between carious and noncarious tissue.

Quantitative light fluorescence (QLF) is the most extensively investigated optical
technique for the measurement of surface demineralization. ten Bosch [95]
described themechanism for the QLFphenomenon, that is, the loss of yellow–green
fluorescence under illumination with blue light, and it can be solely explained by
light scattering effects. Lesion areas appear dark due to increased light scattering in
the lesion area that prevents the fluorescence from the underlying collagen in dentin
or unknown fluorophores in enamel that are deeper in the tooth from reaching
the tooth surface. Excitation wavelengths have varied from 370 nm to 488 nm and
blue laser diodes are more typically employed today. Emission spectra are typically
independent of excitation wavelengths – Kasha�s rule [96]. A study by Amaechi
et al. [84] compared the loss of reflectivity with lesion depth as measured with
OCT with the loss of fluorescence measured with QLF and achieved a very high
correlation, suggesting that both experiments measure the same thing, namely
increased light attenuation due to an increase in light scattering in the lesion.
Fluorescence images provide increased contrast between sound and demineralized
tooth structure and avoid the interference caused by specular reflection or high
glare from the tooth surface which can interfere with visual detection of white spot
lesions. Figure 68.4c shows an LIF image of the buccal surface of a tooth with a
demineralized area.

Hafstr€om-Bj€orkman et al. [97] established an experimental relationship between
the loss of fluorescence intensity and extent of enamel demineralization [97].
The method was subsequently labeled the QLF (quantitative laser fluorescence)
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method. An empirical relationship between overall mineral loss (DZ) and loss of
fluorescence was established that can be used to monitor lesion progression on
enamel surfaces [98–100]. The gold standard for quantifying lesion severity and tooth
surface and subsurface demineralization is microradiography. The lesion severity is
typically reported as the product of the volume-percent mineral loss and the lesion
depth, DZ (vol.%�mm). Therefore, it is advantageous to be able to report a similar
measure using optical methods. It is important to point out that QLF researchers
report changes in fluorescence radiance, DF (%), calculated as

DFRef ¼ FRef ðdeminÞ
FRef ðsoundÞ � 100 ð68:3Þ

for comparison with the DZ value measured with microradiography. Excellent
correlation has been established between DF and DZ for shallow, uniform, artificial
lesions [97, 101]. This approach requires that the user has prior knowledge that the
FRef(sound) measurement is actually in a sound area of the tooth, free of any surface
defects. The DF value is a ratio of reflectivity of two regions of the tooth; therefore, if
there is some complexity to the lesion structure,DFmay not bemeaningful. This is a
serious limitation for high-risk areas such as the occlusal pits and fissures. QLF also
manifests a strong dependence on the imaging angle and the remaining enamel
thickness of the sample. Ando and co-workers [102, 103] established that the DFRef
intensity for similar lesions depends on the actual enamel thickness. That result
suggests a very serious limitation for clinical implementation since the enamel
thickness varies markedly between positions on each tooth and from tooth to tooth.
Even though acquiring a reference sound area needed for calculation ofDFwould be
challenging in such areas, this method still provides increased contrast for better
visualization of the lesion area.

Another complication is that stains and plaque fluoresce strongly, greatly con-
founding detection. Therefore, QLF has not been successfully validated for quan-
tifying surface demineralization in the pits and fissures of the occlusal surfaces
wheremost lesions are found, and hasmanifested relatively low specificity in clinical
studies on smooth surfaces [101].

QLF has also been used to quantify andmeasure remineralization both in vitro and
in vivo [104]. Studies have shown optical changes in the fluorescence intensity after
exposure of in vivo white spot lesions around orthodontic brackets to a remineraliza-
tion solution or removal of the plaque retention device [105, 106].However, sinceQLF
cannot produce an image of the structure of the lesion, it cannot be used to determine
whether the lesion simply eroded away after removal of the bracket from abrasive
action, whether there was a change in the surface roughness of the lesion, or confirm
that actual mineral repair has taken place.

In summary, QLF performs well on carefully produced, shallow, uniform lesions
on smooth surfaces that are consistent with the proposed fluorescence loss mech-
anism. However, such performance cannot be expected on highly convoluted
occlusal surfaces or for the complex structures of natural lesions. Moreover, stains,
plaque, and developmental defects interfere with QLF, which explains the somewhat
disappointing clinical performance to date.
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68.6.2
DIAGNOdent (Porphyrin Fluorescence)

Bacteria produce significant amounts of porphyrins and dental plaque fluoresces
upon excitation with red light [107]. The earliest fluorescence measurements of
dental caries showed the distinctive salmon red fluorescence due to porphyrins
[93, 94]. A novel caries detection system, the DIAGNOdent (KaVo, Biberach,
Germany) has received FDA approval in the United States. This device, shown in
Figure 68.11, uses a red diode laser and a fiber-optic probe designed to detect the
fluorescence emitted from porphyrins at longer wavelengths. The probe is designed
to be inserted in an occlusal pit and fissure and an electronic reading is generated
representing the amount of fluorescence from the lesion. Bacteria produce signif-
icant amounts of porphyrins and dental plaque fluoresces upon excitation with red
light [107]. This device is designed to detect hidden occlusal lesions that have
penetrated into the dentin, where the high porosity concentrates porphyrins from
bacteria. It is important to note that the primary microorganism responsible for
dental decay, Streptococcus mutans, does not contain porphyrins and that this method
is not an effective means of monitoring cariogenic bacteria. Moreover, this device is
designed to detect lesions in the later stage of development after the lesion has
penetrated into the dentin and accumulated a considerable amount of bacterial

Figure 68.11 Images of (a) the KaVo
DIAGNOdent instrument and (b) probes for
fluorescence-based detection of caries. The
diagrams in (c) compare the use of the

DIAGNOdent with the dental explorer for
probing the occlusal pits and fissures. Images
takenfromKaVowebsite(http://www.kavo.com/
Default.aspx?navid¼40&oid¼002&lid¼En).
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byproducts. The DIAGNOdent system has poor sensitivity (�0.4) for lesions con-
fined to enamel [108], since porphyrins have not accumulated in those lesions.
Laboratory studies have shown a very good relationship between lesion extent
measured histologically after sectioning and the original DIAGNOdent read-
ings [109]. An interproximal caries probe designed to reach proximal surfaces has
also been introduced more recently [110]. The DIAGNOdent is well designed for the
detection of �hidden� dentinal caries but it does not provide quantitative measure-
ments of demineralization.

68.6.3
Other Fluorescence-Based Imaging Methods

Other fluorescence imaging techniques that have been employed for caries detection
include time-resolved fluorescence [111], multiphoton fluorescence [112], dye-
enhanced fluorescence [113], confocal fluorescence [100, 114], and modulated
fluorescence or luminescence. Confocal fluorescence has considerable promise for
studying very early incipient caries lesions.

68.7
Thermal Imaging

Thermal imaging has been used as a tool to measure enamel demineralization.
Kaneko et al. [115] used a thermal imaging camera to measure the thermal emission
from the surface of shallow enamel lesions. The increasing water content of highly
porous lesion areas leads to a lower temperature due to evaporative cooling that was
clearly discernable in the 3.6–4.6mm wavelength range.

At highly absorbedwavelengths at which the absorption coefficient greatly exceeds
the scattering coefficient, the magnitude of the absorption coefficient can be
determined by measurement of the rate of thermal emission from the tooth surface.
This is called pulsed photothermal radiometry [116]. Chebotareva et al. [117] and
Zuerlein et al. [42] utilized this approach to determine the magnitude of the
absorption coefficient of enamel and dentin at highly absorbed laser wavelengths
in the IR region. This approach can also be used to monitor changes in the hard
tissues as the absorption coefficient changes with increasing temperature or by
modification during laser irradiation [43].

At wavelengths at which there is deep optical penetration such as the visible and
NIR region for dental enamel, there can be increased absorption of light by
subsurface structures. In theory, the depth of those structures can be calculated by
analyzing the temporal profile of the thermal emission from the sample. The incident
thermal radiation can be temporally modulated for frequency-domain photothermal
radiometry (FD-PTR) and Mandelis and co-workers [118–121] have applied FD-PTR
to detect and analyze dental caries, cracks, and other subsurface structures in teeth.
Analysis of the phase and amplitude of the PTR signals at different modulation
frequencies provides depth-specific information.Mandelis and co-workers indicated
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that this method can be used potentially to monitor defects up to 3mm below the
surface. The apparatus used to acquire simultaneous FD-PTR signals andmodulated
fluorescence or luminescence signals is shown in Figure 68.12. Studies have been
carried out looking at natural and artificial lesions in enamel and dentin and holes
and cracks in teeth. A sample image of holes drilled in teeth positioned at the
proximal contact points is also shown in Figure 68.12, indicating that the PTR signals
change after drilling holes in the teeth at the appropriate positions. The FD-PTR

Figure 68.12 (a) Apparatus for frequency-domain IR PTR and modulated luminescence (LUM)
imaging. (b) PTR and LUMphase and amplitudemeasurements at 5Hz across the proximal contact
point before and after drilling holes in each tooth. From reference [118].
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signals acquired from artificial lesions show that the PTR signals change with
increasing lesion severity, which is consistent to what would be expected with an
increase in the scattering coefficient as is observed with other methods.

68.8
Infrared Spectroscopy

Enamel and dentin have distinctive molecular absorption bands in the IR region due
to the water, mineral, protein, and lipid components. IR spectra can be used to
monitor chemical and crystalline orientational changes in the mineral and organic
components of dental hard tissues. The surfaces of mineralized tissues are well
suited for probing by light scattering, reflectance, attenuated total reflectance, and
photoacoustic IR methods. Transmission measurements are more difficult owing to
the high water absorption across the mid-IR region and the extremely high absorp-
tion near 3mm (water) and the mineral phase from 9 to 11mm. Spectra are useful for
determining changes to the organic components, crystalline changes to the mineral
phase that are indicative of the formation of eithermore acid resistance phases, or the
disproportionation of hydroxyapatite to form other calcium phosphate phases that
are more susceptible to acid dissolution.

IR spectroscopy has been used for half a century to study the structure of bony
tissues [122–125]. Themost intense absorption bands are due to the phosphate group
between 1000 and 1200 cm�1. The spectral properties of the carbonate bands [126,
127] located near 1500 and 800–900 cm�1 are of particular importance since it is the
carbonate inclusions in the hydroxyapatite mineral phase that make dental enamel
highly susceptible to acid dissolution. Fowler and Kuroda [128, 129] used IR
transmission spectroscopy to show the chemical changes induced in laser-irradiated
dental enamel. Featherstone et al. [130] showed that the amount of carbonate in
synthetic carbonated hydroxyapatites could be quantified using IR transmission
measurements. These early transmissionmeasurements employed the very destruc-
tive KBr pellet method, in which the surface of the irradiated enamel is ground away
and mixed with KBr to produce a pellet. Fourier transform infrared (FTIR) spec-
troscopy in specular reflectance mode can provide the same information without
destruction of the sample [131]. The principal advantage of this technique is that the
tissue reflectance is only influenced by a surface layer with a thickness on the order of
the wavelength of the light. FTIR reflectance spectra showing the influence of laser
irradiation on the chemical composition of tooth enamel are shown at several
irradiation intensities in Figure 68.13. Thermal transformation of the carbonated
hydroxyapatite mineral in enamel to a purer phase hydroxyapatite is indicated by the
decrease in the area of the carbonate bands between 6 and 8mm. High-brightness
synchrotron radiation sources such as the advanced light source (ALS) provide a
means to probe nondestructively specific areas such as laser ablation craters and
resolve the laser-induced chemical changes that occur in the mineral phase. During
high-intensity laser irradiation, marked chemical and physical changes may be
induced in the irradiated dental enamel. Thermal decomposition of the mineral
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can lead to changes in the susceptibility of the modified mineral to organic acids in
the oral environment. Themineral hydroxyapatite, found in bone and teeth, contains
carbonate inclusions that render it highly susceptible to acid dissolution by organic
acids generated from bacteria in dental plaque. Upon heating to temperatures in
excess of 400 �C, the mineral decomposes to form a new mineral phase that has
increased resistance to acid dissolution [132]. Studies have suggested that as a side
effect of laser ablation, the walls around the periphery of a cavity preparation will be
transformed through laser heating into amore acid-resistant phasewith an enhanced
resistance to future decay [133–135]. However, poorly crystalline non-apatite phases
of calciumphosphatemay have an opposite effect on plaque acid resistance [128] and
may increase the quantity of poorly attached grains associated with delamination
failures.

Polarized IR reflectance measurements can also show orientation changes in the
enamel crystals [136]. Such information can be used to show changes to the enamel
crystal structure as a result of thermal modification by laser irradiation and chemical
changes through acid dissolution and fluoride-enhanced remineralization.

68.9
Raman Spectroscopy and Imaging

Raman spectroscopy has been employed in several studies tomeasure changes in the
mineral phase of demineralized and remineralized enamel and dentin, aid in the
discrimination of carious enamel, measure the mineral content of dental calculus,
and measure the presence of CaF2 after fluoride treatments. Raman spectra have
been obtained of hydroxyapatite, enamel, dentin, and calculus [137–141]. High-
resolution micro-Raman spectroscopy has been used to analyze the chemical
composition of the internal interfaces between enamel/dentin and cementum [142].

Figure 68.13 IR reflectance spectra of enamel before and after irradiation by a carbon dioxide laser
at various irradiation intensities (fluence). The inset shows the area of the carbonate peaks as the
carbonate is removed with increasing fluence. From ref. [131].
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Tsuda and Arends [138] used polarization-resolved Raman scattering to gain
additional information about changes in the crystal structure of enamel. In a similar
manner to IR reflectance spectroscopy [136], polarized Raman analysis can reveal the
orientation of single crystals of hydroxyapatite. Such polarized Raman spectra can
show the orientation of newly deposited mineral crystals during the repair of the
enamel crystals via remineralization and orientational loss during demineralization.
It has been well established that caries lesions rapidly depolarize incident light, and
Ko and co-workers [143, 144] used polarized Raman spectroscopy to help discrim-
inate caries lesions fromsound enamel. Figure 68.14 shows polarizedRaman spectra
of sound enamel and caries lesions acquired with a portable Raman spectrometer.

Hill and Petrou [145] showed that NIR Raman spectroscopy could be used to
differentiate between sound and carious enamel both in vitro and in vivo. NIR Raman
spectroscopy is advantageous for the examination of biological tissues due to the
reduced fluorescence background. They used the intensity ratio of the intense
960 cm�1 phosphate peak and the background luminescence (fluorescence) at
930 cm�1. Yokoyama et al. [146] examined carious lesions with a hollow optical fiber
probe thatwas cemented to a glass ball lens allowing the samefiber to beused for both
light delivery and collection. They used the ratio of the 433/446 cm�1 peaks, which
are peaks due to phosphate that manifest intensity differences in polarized Raman
spectra, to indicate caries along with the fluorescence ratio of the 962/930 cm�1

peaks. Even though fluorescence is typically considered a major source of unwanted
noise in Raman spectroscopy of biological tissues, it can also be exploited in the case
of dental caries. Ko et al. used polarization ratios of the 959 cm�1 band to indicate
caries [144]. They also used Raman spectroscopy in conjunction with OCT to help
differentiate sound and demineralized enamel [143].

Raman spectroscopy can also be used tomonitor changes in the carbonate content
of enamel and dentin in a similar fashion to IR spectroscopy [147–150]. Carbonate is
preferentially lost during demineralization since those sites on the enamel crystal
have a higher solubility than the rest of the mineral phase. Liu and Hsu [151] and
Klocke et al. [152] showed that changes in the carbonate content could be measured
after laser irradiation.

Figure 68.14 Representative parallel- (upper trace) and cross- (lower trace) polarized Raman
spectra of (a) sound enamel and (b) caries lesions acquired with the portable Raman spectrometer
system. From ref. [144].
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68.10
Ultrasound and Terahertz Imaging

Ultrasound uses high-frequency mechanical pressure waves that are reflected in
tissues upon encountering changes in tissue density. Different materials such as
enamel dentin and carious tissues manifest different acoustic velocities [153].
Although ultrasound has been highly successful in medicine, bulky probes, the
large acoustic impedancemismatch (low coupling efficiency) at the tooth surface due
to the high density of the enamel of the tooth, and the relatively low resolution of
ultrasound has greatly hindered its use for caries imaging. Ghorayeb et al. recently
provided a review of ultrasonography for dentistry [154]. Lees and Barber first used
ultrasound tomeasure the internal interfaces in the tooth, namely the enamel–dentin
junction and the dentin–pulp junction over 40 years ago [155]. Huysmans and co-
workers [156, 157] demonstrated that the a conventional ultrasonic probe could be
used with a glycerin coupling agent to measure the remaining enamel thickness for
monitoring erosion on extracted human incisors. Culijat et al. [158] acquired an
entire circumferential scan of a tooth accurately showing the enamel thickness using
water as a coupling agent. Blodgett [159] used laser-produced ultrasonic waves to
image internal tooth interfaces. A pulsed CO2 laser was used to produce the
ultrasonic waves directly in the tooth, which overcomes the problem of low coupling
efficiency.

Several studies have demonstrated that ultrasound can be used to measure tooth
demineralization [160, 161]. Ng et al. [162] showed that 18MHz pulse echo ultra-
sound could be used to differentiate shallow lesions artificially induced on extracted
teeth. Teeth were immersed in a water-bath for measurement. Tagtekin et al. [160]
used an ultrasound probe with glycerin as a coupling agent to measure early white
spot lesions on the proximal surfaces of extracted third molar teeth.

Matalon et al. [163] demonstrated in both in vitro and in vivo studies that a hand-held
probe that utilizes ultrasonic surface waves (Rayleigh) could be used to detect
cavitated interproximal lesions. This device yielded higher sensitivity to cavitated
interproximal lesions than bitewing radiographs, but the specificity was lower.

Terahertz radiation is located at wavelengths of �75 mm–7.5mm between the far-
IR andmicrowave regions. Biological tissues are semi-transparent andhave terahertz
fingerprints, permitting them to be imaged, identified, and analyzed. High-intensity
synchrotron radiation sources have been used to generate terahertz radiation for
imaging. Schade et al. [164] acquired multispectral images of teeth in the range
0.06–0.6 THz using a synchrotron. Near-field imaging techniques were employed to
increase the resolution. An image of a 2.7mm thick tooth slab with a lesion through
the enamel is shown in Figure 68.15. More portable terahertz imaging systems are
now available that utilize pulsed femtosecond lasers and semiconductors [165]. One
of themost promising implementations involves terahertz pulse imaging (TPI). This
method can be used to measure the remaining enamel thickness to provide a
measure of enamel erosion [166]. The large refractive index mismatch at the
dentin–enamel junction provides a strong reflective signal in TPI. Crawley
et al. [165] showed that areas of demineralized and hypomineralized enamel can
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be discriminated from sound tissue in TPI images. The depth of artificial �surface-
softened� lesions created in enamel using an acid gelmeasuredbyTPI comparedwell
withmeasurements [167]. Thesemethods appear best suited formeasurement of the
lesion depth and the remaining enamel thickness for erosion measurements.

Figure 68.15 A near-field THz image (a) of a 2.7mm thick human tooth section with an embedded
small lesion (b). From ref. [164].

References

1 National Institutes of Health (2001)
Diagnosis and Management of Dental
Caries Throughout Life 1–24, NIH
Consensus Statement. National
Institutes of Health, Wahington, DC.

2 Lussi, A. (1991) Validity of diagnostic and
treatment decisions of fissure caries.
Caries Res., 25, 296–303.

3 Featherstone, J.D.B. and Young, D.
(1999) The need for new caries detection
methods. Proc. SPIE, 3593, 134–140.

4 Hume, W.R. (1996) Need for change in
dental caries diagnosis, in Early Detection

of Dental Caries, Proceedings of the 1st
Annual Indiana Conference
(ed. G.K. Stookey), Indiana University
School of Dentistry, Indianapolis,
IN, pp. 1–10.

5 Featherstone, J.D.B. (1996) Clinical
implications: new strategies for caries
prevention, in Early Detection of Dental
Caries, Proceedings of the 1st Annual
Indiana Conference (ed. G.K. Stookey),
Indiana University School of
Dentistry, Indianapolis, IN,
pp. 287–295.

References j1019



6 ten Cate, J.M. and van Amerongen, J.P.
(1996) Caries diagnosis: conventional
methods, in Early Detection of Dental
Caries, Proceedings of the 1st Annual
Indiana Conference (ed. G.K. Stookey),
Indiana University School of Dentistry,
Indianapolis, IN, pp. 27–37.

7 Featherstone, J.D.B. (1999) Prevention
and reversal of dental caries:role of low
level fluoride. Community Dent. Oral.
Epidemiol., 27, 31–40.

8 Zijp, J.R. and ten Bosch, J.J. (1991)
Angular dependence of HeNe laser
light scattering by bovine and human
dentine. Arch. Oral Biol., 36, 283–289.

9 Zijp, J.R. and ten Bosch, J.J. (1993)
Theoretical model for the scattering
of light by dentin and comparison
with measurements. Appl. Opt., 32,
411–415.

10 Fried, D., Featherstone, J.D.B.,
Glena, R.E., and Seka, W. (1995)
The nature of light scattering in dental
enamel and dentin at visible and near-IR
wavelengths. Appl. Opt., 34, 1278–1285.

11 Zijp, J.R., ten Bosch, J.J., and
Groenhuis, R.A. (1995) HeNe laser
light scattering by human dental enamel.
J. Dent. Res., 74, 1891–1898.

12 Schmidt, W.J. and Keil, A. (1971)
Polarizing Microscopy of Dental Tissues,
Pergamon Press, Oxfordk.

13 Theuns, H.M., Shellis, R.P.,
Groeneveld, A., Dijk, J.W.E. and
Poole, D.F.G. (1993) Relationships
between birefringence and mineral
content in artificial caries lesions in
enamel. Caries Res., 27, 9–14.

14 Cheong, W., Prahl, S.A. and Welch, A.J.
(1990) A review of the optical properties
of biological tissues. IEEE J. Quantum
Electron., 26, 2166–2185.

15 Wilson, B.C., Patterson, M.S., and
Flock, S.T. (1987) Indirect versus direct
techniques for the measurement of the
optical properties of tissues. Photochem.
Photobiol., 46, 601–608.

16 Izatt, J.A., Hee, M.R., Huang, D.,
Fujimoto, J.G., Swanson, E.A., Lin, C.P.,
Schuman, J.S., and Puliafito, C.A. (1993)
Optical coherence tomography for
medical applications, in Medical Optical
Tomography:Functional Imaging and

Monitoring (ed. G. Muller), SPIE,
Bellingham, WA, pp. 450–472.

17 Tuchin, V. (2000) Tissue Optics: Light
Scattering Methods and Instruments for
Medical Diagnostics, SPIE, Bellingham,
WA.

18 Spitzer, D. and ten Bosch, J.J. (1975)
The absorption and scattering of light in
bovine and human dental enamel. Calcif.
Tissue Res., 17, 129–137.

19 ten Bosch, J.J. and Zijp, J.R. (1987)
Optical properties of dentin, in Dentine
and Dentine Research in the Oral Cavity
(eds. A. Thylstrup, S.A. Leach, and V.
Qvist), IRL Press, Oxford, pp. 59–65.

20 Jones R.S. and Fried, D. (2002)
Attenuation of 1310nm and 1550 nm
laser light through sound dental enamel.
Proc. SPIE, 4610, 187–190.

21 Hale, G.M. and Querry, M.R. (1973)
Optical constants of water in the 200 nm
to 200-mmwavelength region. Appl. Opt.,
12, 555–563.

22 Wang, L. and Jacques, S.L. (1992) Monte
Carlo Modeling of Light Transport in Multi-
Layer Tissues in Standard C, University of
Texas M.D. Anderson Cancer Center,
Houston, TX.

23 Wilson, B.C. and Adam, G. (1989)
A Monte Carlo model for the absorption
and flux distribution of light in tissue.
Med. Phys., 10, 824–830.

24 van der Zee, P. (1993) Methods for
measuring the optical properties of tissue
in the visible and near-IR wavelength
range, in Medical Optical Tomography:
Functional Imaging and Monitoring
(eds. G.H.Mueller et al..), vol. IS11, SPIE,
Bellingham, WA, pp. 450–472.

25 Altshuler, G.B. (1995) Optical model of
the tissues of the human tooth. J. Opt.
Technol., 62, 516–521.

26 Altshuler, G.B. and Grisimov, V.N. (1990)
New optical model in the human
hard tooth tissues. Proc. SPIE, 1353,
97–102.

27 Kienle, A., Forster, F.K., Diebolder, R.,
and Hibst, R. (2003) Light propagation
in dentin: influence of microstructure
on anisotropy. Phys. Med. Biol., 48,
N7–N14.

28 Kienle, A., Forster, F.K. and Hibst, R.
(2004) Anisotropy of light propagation in

1020j 68 Diagnostic Imaging and Spectroscopy



biological tissue. Opt. Lett., 29,
2617–2619

29 Kienle, A. and Hibst, R. (2006) Light
guiding in biological tissue due to
scattering. Phys. Rev. Lett., 97, 018104.

30 Kienle, A., Michels, R. and Hibst, R.
(2005) Light propagation in a cubic
biological tissue having anisotropic
optical properties. Proc. SPIE, 5859,
585917-1–585917-7.

31 Kienle, A., Michels, R., and Hibst, R.
(2006) Magnification – a new look at a
long-known optical property of dentin.
J. Dent. Res., 85, 955–959.

32 Brinkman, J., ten Bosch, J.J., and
Borsboom, P.C.F. (1988) Optical
quantification of natural caries in smooth
surfaces of extracted teeth.Caries Res., 22,
257–262.

33 ten Bosch, J.J., van der Mei, H.C.
and Borsboom, P.C.F. (1984) Optical
monitor of in vitro caries. Caries Res., 18,
540–547.

34 Angmar-Månsson, B. and ten Bosch, J.J.
(1987) Optical methods for the detection
and quantification of caries. Adv. Dent.
Res., 1, 14–20.

35 ten Bosch, J.J. and Coops, J.C. (1995)
Tooth color and reflectance as related
to light scattering and enamel hardness.
J. Dent. Res., 74, 374–380.

36 Ko, C.C., Tantbirojn, D., Wang, T., and
Douglas, W.H. (2000) Optical scattering
power for characterization of mineral
loss. J. Dent. Res., 79, 1584–1589.

37 Wefel, J.S., Clarkson, B.H. and
Heilman, J.R. (1985) Natural root caries:
a histologic and microradiographic
evaluation. J. Oral Pathol., 14, 615–623.

38 Vaarkamp, J., ten Bosch, J.J., and
Verdonschot, E.H. (1995) Light
propagation through teeth containing
simulated caries lesions. Phys. Med. Biol.,
40, 1375–1387.

39 Darling, C.L., Huynh, G.D., and Fried, D.
(2006) Light scattering properties of
natural and artificially demineralized
dental enamel at 1310 nm. J. Biomed.
Opt., 11, 034023 1–11.

40 Fried, D., Glena, R.E., Featherstone,
J.D.B., and Seka, W. (1997) Permanent
and transient changes in the reflectance
ofCO2 laser irradiated dental hard tissues

at l¼ 9.3, 9.6, 10.3, and 10.6mm and at
fluences of 1–20 J/cm2. Lasers Surg. Med.,
20, 22–31.

41 Duplain, G., Boulay, R. and
Belanger, P.A. (1987) Complex index
of refraction of dental enamel at CO2

wavelengths. Appl. Opt., 26, 4447–4451.
42 Zuerlein, M., Fried, D., Featherstone,

J.D.B., and Seka, W. (1999) Absorption
coefficients of dental enamel at CO2

wavelengths. Spec. Top. J. Quantum
Electron., 5, 1083–1089.

43 Zuerlein, M., Fried, D., and
Featherstone, J.D.B. (1999) Modeling
the modification depth of carbon dioxide
laser treated enamel. Lasers Surg. Med.,
25, 335–347.

44 Benson, P.E., Ali Shah, A., and
Robert Willmot, D. (2008) Polarized
versus nonpolarized digital images for
the measurement of demineralization
surrounding orthodontic brackets.
Angle Orthod., 78, 288–293.

45 Everett, M.J., Colston, B.W.,
Sathyam, U.S., Silva, L.B.D., Fried, D.,
and Featherstone, J.D.B. (1999)
Non-invasive diagnosis of early caries
with polarization sensitive optical
coherence tomography (PS-OCT). Proc.
SPIE, 3593, 177–183.

46 Fried, D., Xie, J., Shafi, S.,
Featherstone, J.D.B., Breunig, T., and
Lee, C.Q. (2002) Early detection of dental
caries and lesion progression with
polarization sensitive optical coherence
tomography. J. Biomed. Opt., 7, 618–627.

47 Fried, D., Featherstone, J.D.B., Darling,
C.L., Jones, R.S., Ngaotheppitak, P., and
Buehler, C.M. (2005) Early Caries Imaging
and Monitoring with Near-IR Light,
Saunders, Philadelphia, pp. 771–794.

48 Blodgett, D.W. and Webb, S.C. (2001)
Optical BRDF and BSDF measurements
of human incisors from visible to
mid-infrared wavelengths. Proc. SPIE,
4257, 448–454.

49 Analoui, M., Ando,M., and Stookey, G.K.
(2000) Comparison of reflectance spectra
of sound and carious enamel. Proc. SPIE,
3910, 1017–2661.

50 Wu, J.I. and Fried, D. (2009) High
contrast near-infrared polarized
reflectance images of demineralization

References j1021



on tooth buccal and occlusal surfaces at
l¼ 1310nm. Lasers Surg. Med., 41 (3),
208–213.

51 Barenie, J., Leske, G., and Ripa, L.W.
(1973) The use of fiber optic
transillumination for the detection of
proximal caries. Oral Surg., 36, 891–897.

52 Pine, C.M. (1996) Fiber-optic
transillumination (FOTI) in caries
diagnosis, in Early Detection of Dental
Caries, Proceedings of the 1st Annual
Indiana Conference (ed. G.K. Stookey),
Indiana University School of Dentistry,
Indianapolis, IN, pp. 51–66.

53 Peltola, J. and Wolf, J. (1981) Fiber optics
transillumination in caries diagnosis.
Proc. Finn. Dent. Soc., 77, 240–244.

54 Holt, R.D. and Azeevedo, M.R. (1989)
Fiber optic transillumination abnd
radiographs in diagnosis of approximal
cariesin primary teeth. Community Dent.
Health, 6, 239–247.

55 Mitropoulis, C.M. (1985) The use of fiber
optic transillumination in the diagnosis
of posterior approximal caries in clinical
trials. Caries Res., 19, 379–384.

56 Hintze, H., Wenzel, A., Danielsen, B.,
and Nyvad, B. (1998) Reliability of visual
examination, fibre-optic
transillumination, and bite-wing
radiography, and reproducibility of direct
visual examination following tooth
separation for the identification of
cavitated carious lesions in contacting
approximal surfaces. Caries Res., 32,
204–209.

57 Schneiderman, A., Elbaum, M.,
Schultz, T., Keem, S., Greenebaum, M.,
and Driller, J. (1997) Assessment of
dental caries with digital imaging
fiber-optic transillumination (DIFOTI):
in vitro study. Caries Res., 31, 103–110.

58 Bin-Shuwaish, M., Yaman, P.,
Dennison, J., and Neiva, G. (2008) The
correlation of DIFOTI to clinical and
radiographic images in Class II carious
lesions. J. Am. Dent. Assoc., 139,
1374–1381.

59 Young, D.A. and Featherstone, J.D.
(2005) Digital imaging fiber-optic
trans-illumination, F-speed radiographic
film and depth of approximal lesions.
J. Am. Dent. Assoc., 136, 1682–1687.

60 Young, D.A. (2002) New caries detection
technologies and modern caries
management: merging the strategies.
Gen. Dent., 50, 320–331.

61 Yang, J. and Dutra, V. (2005) Utility of
radiology, laser fluorescence, and
transillumination. Dent. Clin. North Am.,
49, 739–752, vi.

62 Keem, S. and Elbaum, M. (1997) Wavelet
representations for monitoring changes
in teeth imaged with digital imaging
fiber-optic transillumination. IEEE Trans.
Med. Imaging, 16, 653–663.

63 Jones,R. andFried,D. (2001)Attenuation
of 1310 nm and 1550 nm laser light
through dental enamel. J. Dent. Res., 80,
737.

64 Huynh, G.D., Darling, C.L., and Fried, D.
(2004) Changes in the optical properties
of dental enamel at 1310nm after
demineralization. Proc. SPIE, 5313,
118–124.

65 Darling, C.L. and Fried, D. (2005) Optical
properties of natural caries lesions in
dental enamel at 1310 nm. Proc. SPIE,
5687, 34–41.

66 B€uhler, C.M., Ngaotheppitak, P., and
Fried, D. (2005) Imaging of occlusal
dental caries (decay) with near-IR light at
1310 nm. Opt. Express, 13, 573–582.

67 Jones, R.S., Huynh, G.D., Jones, G.C.,
and Fried, D. (2003) Near-IR
transillumination at 1310 nm for the
imaging of early dental caries. Opt.
Express, 11, 2259–2265.

68 Jones, G., Jones, R.S., and Fried, D.
(2004) Transillumination of
interproximal caries lesions with 830 nm
light. Proc. SPIE, 5313, 17–22.

69 Bouma, B.E. and Tearney, G.J. (eds.)
(2002) Handbook of Optical Coherence
Tomography, Marcel Dekker, New York.

70 Derickson, D. (1998) Fiber Optic Test and
Measurement, Prentice Hall, Upper
Saddle River, NJ.

71 Youngquist, R.C., Carr, S., and
Davies, D.E.N. (1987) Optical coherence-
domain reflectometry. Appl. Opt., 12,
158–160.

72 Huang, D., Swanson, E.A., Lin, C.P.,
Schuman, J.S., Stinson,W.G., Chang,W.,
Hee, M.R., Flotte, T., Gregory, K.,
Puliafito, C.A., and Fujimoto, J.G. (1991)

1022j 68 Diagnostic Imaging and Spectroscopy



Optical coherence tomography. Science,
254, 1178–1181.

73 Brezinski, M. (2006) Optical Coherence
Tomography: Principles and Applications,
Academic Press, Burlington, MA.

74 Colston, B., Everett, M., Da Silva, L.,
Otis, L., Stroeve, P., andNathel,H. (1998)
Imaging of hard and soft tissue
structure in the oral cavity by optical
coherence tomography. Appl. Opt., 37,
3582–3585.

75 Colston, B.W., Everett, M.J., Da Silva,
L.B., and Otis, L.L. (1998) Optical
coherence tomography for diagnosis of
periodontal diseases. Proc. SPIE, 3251,
52–58.

76 Colston, B.W., Sathyam, U.S.,
DaSilva, L.B., Everett, M.J., and
Stroeve, P. (1998) Dental OCT. Opt.
Express, 3, 230–238.

77 Feldchtein, F.I., Gelikonov, G.V.,
Gelikonov, V.M., Iksanov, R.R.,
Kuranov, R.V., Sergeev, A.M.,
Gladkova, N.D., Ourutina, M.N.,
Warren, J.A., and Reitze, D.H. (1998)
In vivo OCT imaging of hard and soft
tissue of the oral cavity. Opt. Express, 3,
239–251.

78 Otis, L.L., Al-Sadhan, R.I., Meiers, J., and
Redford-Badwal, D. (2000) Identification
of occlusal sealants using optical
coherence tomography. J. Clin. Dent., 14,
7–10.

79 Madjarova, V.D., Yasuno, Y., Makita, S.,
Hori, Y., Voeffray, J.B., Itoh, M.,
Yatagai, T., Tamura, M., and Nanbu, T.
(2006) Investigations of soft and hard
tissues in oral cavity by spectral domain
optical coherence tomography. Proc.
SPIE, 6079, 60790N-1–60790N-7.

80 Seon, Y.R., Jihoon, N., Hae, Y.C.,
Woo, J.C., Byeong, H.L., and Gil-Ho, Y.
(2006) Realization of fiber-based OCT
system with broadband photonic
crystal fiber coupler. Proc. SPIE, 6079,
60791N-1–60791N-7.

81 Yamanari, M., Makita, S., Violeta, D.M.,
Yatagai, T., and Yasuno, Y. (2006)
Fiber-based polarization-sensitive
Fourier domain optical coherence
tomography using B-scan-oriented
polarization modulation method. Opt.
Express, 14, 6502–6515.

82 Furukawa, H., Hiro-Oka, H.,
Amano, T., DongHak, C., Miyazawa, T.,
Yoshimura, R., Shimizu, K., and
Ohbayashi, K. (2006) Reconstruction of
three-dimensional structure of an
extracted tooth by OFDR-OCT. Proc.
SPIE, 6079, 60790T-1–60790T-7.

83 Amaechi, B.T., Higham, S.M.,
Podoleanu, A.G., Rodgers, J.A., and
Jackson, D.A. (2001) Use of optical
coherence tomography for assessment of
dental caries. J. Oral. Rehab., 28,
1092–1093.

84 Amaechi, B.T., Podoleanu, A.,
Higham, S.M., and Jackson, D.A. (2003)
Correlation of quantitative light-induced
fluorescence and optical coherence
tomography applied for detection
and quantification of early dental caries.
J. Biomed. Opt., 8, 642–647.

85 Baumgartner, A., Hitzenberger, C.K.,
Dicht, S., Sattmann, H., Moritz, A.,
Sperr, W., and Fercher, A.F. (1998)
Optical coherence tomography for dental
structures. Proc. SPIE, 3248, 130–136.

86 Dicht, S., Baumgartner, A.,
Hitzenberger, C.K., Sattmann, H.,
Robi, B., Moritz, A., Sperr, W., and
Fercher, A.F. (1999) Polarization-
sensitive optical optical coherence
tomography of dental structures. Proc.
SPIE, 3593, 169–176.

87 Baumgartner, A., Dicht, S.,
Hitzenberger, C.K., Sattmann, H.,
Robi, B., Moritz, A., Sperr, W., and
Fercher, A.F. (2000) Polarization-
sensitive optical optical coherence
tomography of dental structures. Caries
Res., 34, 59–69.

88 Wang, X.J., Zhang, J.Y., Milner, T.E.,
Boer, J.F.D., Zhang, Y., Pashley, D.H.,
and Nelson, J.S. (1999) Characterization
of dentin and enamel by use of optical
coherence tomography. Appl. Opt., 38,
586–590.

89 Jones, R.S., Darling, C.L.,
Featherstone, J.D.B., and Fried, D. (2004)
Imaging artificial caries on occlusal
surfaces with polarization sensitive
optical coherence tomography. Caries
Res., 40, 81–89.

90 Ngaotheppitak, P., Darling, C.L., and
Fried, D. (2006) PS-OCT of natural

References j1023



pigmented and non-pigmented
interproximal caries lesions. Proc. SPIE,
5687, 25–33.

91 Ismail, A.I. (2004) Visual and visuo-
tactile detection of dental caries.
J. Dent. Res., 83, C56–C66.

92 Jones, R.S., Staninec, M., and Fried, D.
(2004) Imaging artificial caries under
composite sealants and restorations.
J. Biomed. Opt., 9, 1297–1304.

93 Alfano, R.R., Lam, W., Zarrabi, H.J.,
Alfano, M.A., Cordero, J., and Tata, D.B.
(1984) Human teeth with and without
caries studied by laser scattering,
fluorescence and absorption
spectroscopy. IEEE J. Quantum Electron.,
20, 1512–1515.

94 Bjelkhagen, H. and Sundstrom, F. (1981)
A clinically applicable laser luminescence
for the early detection of dental caries.
IEEE J. Quantum Electron., 17, 266–268.

95 ten Bosch, J.J. (1999) Summary of
research of quantitative light
fluorescence, in Early Detection of Dental
Caries II, vol. 4, Indiana University
School of Dentistry, Indianapolis, IN,
pp. 261–278.

96 Lakowicz, J.R. (1999) Principles of
Fluorecence Spectroscopy, Kluwer
Academic, New York.

97 Hafstr€om-Bj€orkman, U., Sundstr€om, F.,
de Josselin de Jong, E., Oliveby, A., and
Angmar-Månsson, B. (1992) Comparison
of laser fluorescence and longitudinal
microradiography for quantitative
assessment of in vitro enamel caries.
Caries Res., 26, 241–247.

98 Ando, M., Gonzalez-Cabezas, C.,
Isaacs, R.L., Eckert, A.F., and
Stookey, G.K. (2004) Evaluation of several
techniques for the detection of secondary
caries adjacent to amalgam restorations.
Caries Res., 38, 350–356.

99 de Josselin de Jong, E., Sundstr€om, F.,
Westerling, H., Tranaeus, S.,
ten Bosch, J.J., and Angmar-Månsson, B.
(1995) A new method for in vivo
quantification of changes in initial
enamel caries with laser fluorescence.
Caries Res., 29, 2–7.

100 Fontana, M., Li, Y., Dunipace, A.J.,
Noblitt, T.W., Fischer, G., Katz, B.P., and
Stookey, G.K. (1996) Measurement of

enamel demineralization using
microradiography and confocal
microscopy. Caries Res., 30, 317–325.

101 Stookey, G.K. (2005) Quantitative Light
Fluorescence: a Technology for Early
Monitoring of the Caries Process, Saunders,
Philadelphia, pp. 753–770.

102 Ando, M., Eckert, G.J., Stookey, G.K., and
Zero, D.T. (2004) Effect of imaging
geometry on evaluating natural white-
spot lesions using quantitative light-
induced fluorescence. Caries Res., 38,
39–44.

103 Ando, M., Schemehorn, B.R.,
Eckert, G.J., Zero, D.T., and Stookey, G.K.
(2003) Influence of enamel thickness on
quantification of mineral loss in enamel
using laser-induced fluorescence. Caries
Res., 37, 24–28.

104 al-Khateeb, S., Oliveby, A.,
de Josselin de Jong, E., and
Angmar-Månsson, B. (1997) Laser
fluorescence quantification of
remineralisation in situ of incipient
enamel lesions: influence of fluoride
supplements. Caries Res., 31, 132–140.

105 Tranaeus, S., Al-Khateeb, S.,
Bj€orkman, S., Twetman, S., and
Angmar-Månsson, B. (2001) Application
of quantitative light-inducedfluorescence
to monitor incipient lesions in caries-
active children. A comparative study of
remineralisation by fluoride varnish and
professional cleaning. Eur. J. Oral Sci.,
109, 71–75.

106 al-Khateeb, S., ten Cate, J.M.,
Angmar-Månsson, B.,
de Josselin de Jong, E., Sundstr€om, G.,
Exterkate, R.A., and Oliveby, A. (1997)
Quantification of formation and
remineralization of artificial enamel
lesions with a new portable
fluorescence device. Adv. Dent. Res., 11,
502–506.

107 Koenig, K., Schneckenburger, H.,
Hemmer, J., Tromberg, B.J.,
Steiner, R.W., and Rudolf, W. (1994)
In-vivo fluorescence detection and
imaging of porphyrin-producing bacteria
in the human skin and in the oral cavity
for diagnosis of acne vulgaris, caries, and
squamous cell carcinoma. Proc. SPIE,
2135, 129–138.

1024j 68 Diagnostic Imaging and Spectroscopy



108 Shi, X.Q., Welander, U., and
Angmar-Månsson, B. (2000) Occlusal
caries detection with KaVo DIAGNOdent
and radiography: an in vitro comparison.
Caries Res., 34, 151–158.

109 Lussi, A., Imwinkelreid, S., Pitts, N.B.,
Longbottom, C., and Reich, E. (1999)
Performance and reproducibility of a
laser fluorescence system for detection of
occlusal caries in vitro. Caries Res., 33,
261–266.

110 Lussi, A., Hack, A., Hug, I.,
Heckenberger, H., Megert, B., and
Stich, H. (2006) Detection of approximal
caries with a new laser fluorescence
device. Caries Res., 40, 97–103.

111 Konig, K., Schneckenburger, H., and
Hibst, R. (1999) Time-gated in vivo
autofluorescence imaging of dental
caries.Cell Mol. Biol. (Noisy-le-Grand), 45,
233–239.

112 Hall, A. and Girkin, J.M. (2004) A review
of potential new diagnostic modalities for
caries lesions. J. Dent. Res., 83 (Spec No.
C), C89–C94.

113 Eggertsson, H., Analoui, M., Veen,
M.H.V.D., Gonzalez-Cabezas, C.,
Eckert, G.J., and Stookey, G.K. (1999)
Detection of early interproximal caries in
vitro using laser fluorescence, dye-
enhanced laser fluorescence and direct
visual examination. Caries Res., 33,
227–233.

114 Ando, M., Hall, A.F., Eckert, G.J.,
Schemehorn, B.R., Analoui, M., and
Stookey, G.K. (1997) Relative ability of
laser fluorescence techniques to
quantitate early mineral loss in vitro.
Caries Res., 31, 125–131.

115 Kaneko, K., Matsuyama, K., and
Nakashima, S. (1999) Quantification of
early carious enamel lesions by using an
infrared camera, in Early Detection of
Dental Caries II, vol. 4, IndianaUniversity
School of Dentistry, Indianapolis, IN,
pp. 83–99.

116 Tam, A.C. (1985) Pulsed photothermal
radiometry for noncontact spectroscopy,
material testing and inspection
measurements. Infrared Phys., 25,
305–313.

117 Chebotareva, G.P., Nikitin, A.P., and
Zubov, B.V. (1995) Comparative study

of CO2 and Er:YAG laser heating of tissue
using the pulsed photothermal
radiometry technique. Proc. SPIE, 2394,
243–251.

118 Jeon, R.J., Matvienko, A., Mandelis, A.,
Abrams, S.H., Amaechi, B.T., and
Kulkarni, G. (2007) Detection of
interproximal demineralized lesions on
human teeth in vitro using frequency-
domain infrared photothermal
radiometry andmodulated luminescence.
J. Biomed. Opt., 12, 034028.

119 Lena, N., Andreas, M., and Stephen,H.A.
(2000) Novel dental dynamic depth
profilometric imaging using
simultaneous frequency-domain infrared
photothermal radiometry and laser
luminescence. J. Biomed. Opt., 5, 31–39.

120 Raymond, J.J., Adam, H., Anna, M.,
Andreas, M., Stephen, H.A., and
Bennett, T.A. (2008) In vitro detection
and quantification of enamel and root
caries using infrared photothermal
radiometry and modulated
luminescence. J. Biomed. Opt., 13,
034025.

121 Raymond, J.J., Andreas, M., Victor, S.,
and Stephen, H.A. (2004) Nonintrusive,
noncontacting frequency-domain
photothermal radiometry and
luminescence depth profilometry of
carious and artificial subsurface lesions
in human teeth. J. Biomed. Opt., 9,
804–819.

122 Carden, A. and Morris, M.D. (2000)
Application of vibrational spectroscopy
to the study of mineralized tissues.
J. Biomed. Opt., 5, 259–268.

123 Brown, P.W. and Constantz, B. (1994)
Hydroxyapatite and Related Materials,
CRC Press, Boca Raton, FL.

124 Elliot, J.C. (1994) Structure and Chemistry
of the Apatites and Other Calcium
Orthophosphates, Elsevier, Amsterdam.

125 Pleshko, N., Boskey, A., and
Mendelsohn, R. (1991) Novel infrared
spectroscopic method for the
determination of crystallinity of
hydroxyapatite minerals. Biophys. J., 60,
786–793.

126 LeGeros, R.Z., LeGeros, J.P., Trautz, O.T.,
and Klein, E. (1970) Spectral Properties of
Carbonate in Carbonate-Containing

References j1025



Apatites, Plenum Press, New York, vol. 7b,
pp. 3–13.

127 LeGeros, R.Z., Trautz,O.R., LeGeros, J.P.,
and Klein, E. (1968) Carbonate
substitution in the apatite structure. Bull.
Soc. Chim. Fr., 1712–1718.

128 Fowler, B. and Kuroda, S. (1986) Changes
in heated and in laser-irradiated human
tooth enamel and their probable effects
on solubility. Calcif. Tissue Int., 38,
197–208.

129 Kuroda, S. and Fowler, B.O. (1984)
Compositional, structural and phase
changes in in vitro laser-irradiated human
tooth enamel. Ca1cif. Tissue Int., 36,
361–369.

130 Featherstone, J.D.B., Pearson, S., and
LeGeros, R.Z. (1984) An IR method for
quantification of carbonate in carbonated-
apatites. Caries Res., 18, 63–66.

131 Featherstone, J.D.B., Fried, D., and
Duhn, C. (1998) Surface dissolution
kinetics of dental hard tissue irradiated
over a fluence range of 1–8 J/cm2 at a
wavelength of 9.3mm. Proc. SPIE, 3248,
146–151.

132 Featherstone, J.D.B. and Nelson, D.G.A.
(1987) Laser effects on dental hard tissue.
Adv. Dent. Res, 1, 21–26.

133 Konishi, N., Fried, D., Featherstone,
J.D.B., and Staninec,M. (1999) Inhibition
of secondary caries by CO2 laser
treatment. Am. J. Dent., 12, 213–216.

134 Young, D.A., Fried, D. and Featherstone,
J.D.B. (2000) Ablation and caries
inhibition of pits and fissures by IR laser
irradiation. Proc. SPIE, 3910, 247–253.

135 Fried, D. (2000) IR ablation of dental
enamel. Proc. SPIE, 3910, 136–148.

136 Klein, E., LeGeros, J.P., Trautz, O.T., and
LeGeros, R.Z. (1970) Polarized Infrared
Reflectance of Single Crystals of Apatites,
PlenumPress,NewYork, vol.7b, pp. 3–13.

137 Nelson, D.G.A. and Williamson, B.E.
(1985) Raman spectra of phosphate
and monophosphate ions in several
dentally-relevant materials. Caries Res.,
19, 113–121.

138 Tsuda, H. and Arends, J. (1994)
Orientational micro-Raman spectroscopy
on hydroxyapatite single crystals and
human enamel crystallites. J. Dent. Res.,
73, 1703–1710.

139 Tsuda, H. and Arends, J. (1997) Raman
spectroscopy in dental research: a short
review of recent studies. Adv. Dent. Res.,
11, 539–547.

140 O�Shea, D.C., Bartlett, M.L., and
Young, R.A. (1974) Compositional
analysis of apatites with laser-Raman
spectroscopy(OH, F, Cl). Arch. Oral Biol.,
19, 995–1006.

141 Tsuda, H., Ruben, J., and Arends, J.
(1996) Raman spectra of human
dentin mineral. Eur. J. Oral Sci., 104,
123–131.

142 Schulze, K.A., Balooch, M., Balooch, G.,
Marshall, G.W., and Marshall, S.J. (2004)
Micro-Raman spectroscopic investigation
of dental calcified tissues. J. Biomed.
Mater. Res. A, 69, 286–293.

143 Ko, A.C., Choo-Smith, L.P., Hewko, M.,
Leonardi, L., Sowa, M.G., Dong, C.C.,
Williams, P., and Cleghorn, B. (2005)
Ex vivo detection and characterization
of early dental caries by optical coherence
tomography and Raman spectroscopy.
J. Biomed. Opt., 10, 031118.

144 Ko, A.C., Hewko, M., Sowa, M.G.,
Dong, C.C., Cleghorn, B., and
Choo-Smith, L.P. (2008) Early dental
caries detection using a fibre-optic
coupled polarization-resolved Raman
spectroscopic system. Opt. Express, 16,
6274–6284.

145 Hill, W. and Petrou, V. (2000) Caries
detection by diode laser raman
spectroscopy. Appl. Spectrosc., 54,
795–799.

146 Yokoyama, E., Kakino, S., and
Matsuura, Y. (2008) Raman imaging of
carious lesions using a hollow optical
fiber probe. Appl. Opt., 47, 4227–4230.

147 Nishino, M., Yamashita, S., Aoba, T.,
Okazaki, M., and Moriwaki, Y. (1981)
The laser-Raman spectroscopic studies
on human enamel and precipitated
carbonate-containing apatites. J. Dent.
Res., 60, 751–755.

148 Penel, G., Leroy, G., Leroy, N., Behin, P.,
Langlois, J.M., Libersa, J.C., and
Dupas, P.H. (2000) Raman
spectrometry applied to calcified tissue
and calcium-phosphorus biomaterials.
Bull. Group Int. Rech. Sci. Stomatol.
Odontol., 42, 55–63.

1026j 68 Diagnostic Imaging and Spectroscopy



149 Penel, G., Leroy, G., Rey, C., and Bres, E.
(1998) MicroRaman spectral study of the
PO4 and CO3 vibrational modes in
synthetic and biological apatites. Calcif.
Tissue Int., 63, 475–481.

150 de Mul, F.F.M., Hottenhuis, M.H.J.,
Bouter, P., Greve, J., Arends, J., and
ten Bosch, J.J. (1986) Micro-Raman line
broadening in synthetic carbonated
hydroxyapatite. J. Dent. Res., 65, 437–440.

151 Liu, Y. andHsu,C.Y. (2007) Laser-induced
compositional changes on enamel: a
FT-Raman study. J. Dent., 35, 226–230.

152 Klocke, A., Mihailova, B., Zhang, S.,
Gasharova, B., Stosch, R., Guttler, B.,
Kahl-Nieke, B., Henriot, P., Ritschel, B.,
and Bismayer, U. (2007) CO2 laser-
induced zonation in dental enamel: a
Raman and IR microspectroscopic study.
J. Biomed. Mater. Res. B Appl. Biomater.,
81, 499–507.

153 Ng, S.Y., Payne, P.A., Cartledge, N.A. and
Ferguson, M.W. (1989) Determination
of ultrasonic velocity in human enamel
anddentine.Arch.Oral Biol., 34, 341–345.

154 Ghorayeb, S.R., Bertoncini, C.A., and
Hinders,M.K. (2008) Ultrasonography in
dentistry. IEEETrans.Ultrason. Ferroelectr.
Freq. Control, 55, 1256–1266.

155 Lees, S. and Barber, F.E. (1968) Looking
into teeth with ultrasound. Science, 161,
477–478.

156 Huysmans, M.C. and Thijssen, J.M.
(2000) Ultrasonic measurement of
enamel thickness: a tool for monitoring
dental erosion? J. Dent., 28, 187–191.

157 Louwerse, C., Kjaeldgaard, M., and
Huysmans, M.C. (2004) The
reproducibility of ultrasonic enamel
thickness measurements: an in vitro
study. J. Dent., 32, 83–89.

158 Culjat, M., Singh, R.S., Yoon, D.C. and
Brown, E.R. (2003) Imaging of human
tooth enamel using ultrasound. IEEE
Trans. Med. Imaging, 22, 526–529.

159 Blodgett, D.W. (2003) Applications of
laser-based ultrasonics to the
characterization of the internal structure
of teeth. J. Acoust. Soc. Am., 114, 542–549.

160 Tagtekin, D.A., Ozyoney, G., Baseren,M.,
Ando, M., Hayran, O., Alpar, R.,
Gokalp, S., Yanikoglu, F.C. and
Stookey,G.K. (2008)Caries detectionwith

DIAGNOdent and ultrasound.Oral Surg.
Oral Med. Oral Pathol. Oral Radiol.
Endodontol., 106, 729–735.

161 Lees, S., Gerhard, F.B. Jr., and
Oppenheim, F.G. (1973) Ultrasonic
measurement of dental enamel
demineralization. Ultrasonics, 11,
269–273.

162 Ng, S.Y., Ferguson, M.W., Payne, P.A.,
and Slater, P. (1988) Ultrasound studies
of unblemished and artificially
demineralized enamel in extracted
human teeth: a newmethod for detecting
early caries. J. Dent., 16, 201–209.

163 Matalon, S., Feuerstein, O., Calderon, S.,
Mittleman, A., and Kaffe, I. (2007)
Detection of cavitated carious lesions in
approximal tooth surfaces by ultrasonic
caries detector. Oral Surg. Oral Med. Oral
Pathol. Oral Radiol. Endodontol., 103,
109–113.

164 Schade, U., Holldack, K., Martin, M., and
Fried, D. (2005) THz near-field imaging
of biological tissues employing
synchrotron radiation. Proc. SPIE, 5687,
46–52.

165 Crawley, D.A., Longbottom, C.,
Cole, B.E., Ciesla, C.M., Arnone, D.,
Wallace, V.P. and Pepper, M. (2003)
Terahertz pulse imaging: a pilot study of
potential applications in dentistry. Caries
Res., 37, 352–359.

166 Crawley, D., Longbottom, C.,
Wallace, V.P., Cole, B., Arnone, D. and
Pepper, M. (2003) Three-dimensional
terahertz pulse imaging of dental tissue.
J. Biomed. Opt., 8, 303–307.

167 Pickwell, E., Wallace, V.P., Cole, B.E., Ali,
S., Longbottom, C., Lynch, R.J., and
Pepper, M. (2007) A comparison of
terahertz pulsed imaging with
transmissionmicroradiography for depth
measurement of enamel
demineralisation in vitro. Caries Res., 41,
49–55.

168 Fried, D., Zuerlein, M.,
Featherstone, J.D.B., Seka, W.D., and
McCormack, S.M. (1997) IR laser
ablation of dental enamel:mechanistic
dependence on the primary absorber.
Appl. Surf. Sci., 128, 852–856.

169 Zuerlein, M., Fried, D., Featherstone, J.,
and Seka, W. (1999) Optical properties

References j1027



of dental enamel at 9–11 mmderived from
time-resolved radiometry. Spec. Top. IEEE
J. Quantum Electron., 5, 1083–1089.

170 Ngaotheppitak, P., Darling, C.L., and
Fried, D. (2005) Polarization optical
coherence tomography formeasuring the
severity of caries lesions. Lasers Surg.
Med., 37, 78–88.

171 Manesh, S.K., Darling, C.L., and Fried, D.
(2009) Nondestructive assessment of
dentin demineralization using
polarization sensitive optical
coherence tomography after exposure
to fluoride and laser irradiation.
J. Biomed. Mater. Res. B Appl. Biomater.,
90 (2), 802–812.

1028j 68 Diagnostic Imaging and Spectroscopy



69
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Natalia D. Gladkova, Yulia.V. Fomina, Elena B. Kiseleva, Maria M. Karabut, Natalia S.
Robakidze, Alexander A.Muraev, StefkaG. Radenska-Lopovok, and Anna V.Maslennikova

69.1
Introduction

Studies on the application of optical coherence tomography (OCT) in dentistry were
published in 1998 simultaneously by two research teams: one at the Lawrence
Livermore Laboratory (Livermore, CA, USA) [1–10] and the other at the Institute
of Applied Physics of the Russian Academy of Sciences (Nizhny Novgorod,
Russia) [11–14]. Later, a series of studies were launched at the Beckman Laser
Institute [15–21]. The majority of dental OCT studies were performed using time
domain OCT and later frequency domain OCT systems [22, 23]. There are many
publications on time domain polarization-sensitive optical coherence tomography
(PS-OCT) [24–31]. The available experience in using OCT for oral cavity examination
is sufficiently significant to discuss its clinical value.

In this chapter, we consider the application of OCT in dentistry and present the
most significant recent clinical, results obtained by theRussian teamwith the use of a
standard time domain OCT system [32] and a cross-polarization optical coherence
tomography (CP-OCT) system described by Gelikonov and Gelikonov [33].

CP-OCT detects light reflected in two polarizations: the polarization of probing
light (referred to as co-polarization) and orthogonal polarization (cross-polariza-
tion) [34]. The CP-OCTdevice used by our group acquires two conjugate images (see
Figure 69.2b). The image in co-polarization (at the bottom) contains information
about the backscattering characteristics of biotissue. The cross-polarized image (at
the top) gives an insight not only into the backscattering features but also into the
depolarizing properties of collagen, keratin, and other anisotropic structures of
biotissue, which can increase the clinical value of OCT substantially [35].

Dental applications ofOCTare traditionally focused on three areas: (i) examination
of hard tissues (teeth), (ii) periodontal tissues, and (iii) oral cavity mucosa.

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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69.2
Hard Tooth Tissues

The importance of early diagnosis of caries cannot be overestimated as preventive
therapy and restorativesmay be used at this stage. It is common knowledge that X-ray
imaging detects contact caries withmoderate sensitivity and high specificity, whereas
it is much less efficient in detecting occlusive caries [36, 37]. A diagnostic method of
choice for detecting carious cavity is visual examination [38].

Hard tissues are good objects for OCT because of their transparency. Technical
characteristics of OCT allow the diagnosis of early carious and noncarious lesions,
demineralization, early stages of caries of different localizations (Figure 69.1d and f),
and also efficiency of sealant and composite restoration (Figure 69.1b and c) [1–3, 11,
13, 39–41]. Enamel possesses pronounced birefringent properties, which permits
additional information to be obtained using PS-OCT. It was found, in particular, that
the birefringence and depolarizing properties of healthy enamel and enamel even
with early caries are different (Figure 69.1e and f). This phenomenonmay be used for
preclinical detection of enamel pathology [26, 29].

OCT imaging of subsurface changes in enamel properties and microdefects of
composite restorations have no analogs in dental practice and may enhance both
diagnosis and quality of dental therapy [2, 11, 19].

69.3
Periodontal Tissues

Periodontal diseases are the main cause of tooth loss. Exact assessment not only of
tooth pockets but also of the state of soft tissues is of great significance in
periodontology [42]. The OCT technique is a good tool for periodontal diagnosis as
it has sufficient penetration depth and high resolution. OCTreliably images borders
of soft and hard periodontal tissues [10] and ensures fast, reproducible imaging of
surface tissue structure of gingiva, reproducing its specific features in different
sections of oral cavity and pocket morphology [22]. OCTgives quantitative informa-
tion about the thickness and level of gingiva attachment, and also about the position

Figure 69.1 OCT images of 11th (a, b, c), 24th
(d) and 4th (e, f) teeth. The dentinoenamel
junction is seen in a healthy tooth (a);
composite material is well distinguished from
tooth tissue (b), well seen are small defects of
the composite (c); surface caries has no visual

manifestations (d). In healthy enamel, the
birefringent bands coincide with the
orientation of the enamel rods (e); early
caries deprives enamel of birefringent
properties (f). The cross-section of the OCT
images is 1.7mm.
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of alveolar crest. Comparison of OCT images taken at different times enables
clinicians to reveal promptly potential sections of disease progression, probably
evenbefore clinicalmanifestations of recession [43].OCTmaybe extremely useful for
assessing the efficiency of periodontal therapy [19]. Electron recording of clinical data
allows the avoidance of subjective and erroneous interpretations inherent in available
metrical methods of diagnosis [42].

Dental implants are used to replace missing teeth. An implant is considered to be
successful if it does notmove, has no periimplantitis, clinical symptoms of infection,
discomfort, or pain, and is esthetically pleasant [44–46]. Available diagnostic tech-
niques are based on visual assessment of clinical symptoms of inflammation and are
inefficient in detecting periimplantitis at an early stage. Further, it is difficult to
control loss of alveolar bone mass around implants. Information provided by OCT
may be useful for controlling the volume of attached keratinized gingiva, and also for
monitoring gingival inflammatory processes [19, 23].

We studied in a clinical environment healthy volunteers and patients with
implants. We analyzed CP-OCT images in co-polarization and cross-polarization of
different gingival sections with different degrees of epithelial keratinization and
subepithelial collagen organization. For the investigation of specific features of the
histomorphology of gum above each tooth, we independently studied tissues
postmortem of people without symptoms of gingival pathology. In our histologic
analyses we used, in addition to standard hematoxylin–eosin staining, Picrosirius
Red (PSR) staining of collagenwith subsequent assessment bymeans of polarization
microscopy. This technique allows the detection and differentiation of type I collagen
(red and yellow color) from type III collagen (green). The color intensity shows the
degree of collagen organization that is directly related to its polarization character-
istics [47]. Collagen that has been disorganized in the course of inflammation or
neoplasia development produces no color [48].

In a CP-OCT image of healthy gingiva in co-polarization (Figure 69.2b), keratiniz-
ing epithelium is not differentiated from connective-tissue stroma because stromal

Figure 69.2 Attached gingiva above 11th tooth
in norm (a, b): histologic specimen, PSR
staining in polarized light, size of histologic
frame 1.7� 1mm (a); OCT image in co-
polarization (bottom) and in cross-polarization

(top) (b). Attached gingiva above implant of
11th tooth (c, d): CP-OCT image with signs of
gingivitis (c); CP-OCT image illustrating thin
gingival biotype. Gingiva thickness 0.7mm (d).
The cross-section of OCT frames is 1.7mm.
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papillae are oriented vertically (Figure 69.2a); hence the image has no layered
structure typical of mucosa. In cross-polarization (Figure 69.2b), there is signal
from stromal papillae that include vertically oriented fibers, primarily of type I that
depolarize light. This is confirmed by histologic data obtained with PSR staining of
the specimens and visualized in polarized light (Figure 69.2a).

The CP-OCT image of gingiva above implant clearly demonstrates signs of
gingivitis (Figure 69.2c). In co-polarization, inflammation appears as horizontally
arranged areas of low signal (signs of edema), but in cross-polarization as regions in
which the signal from collagen becomes weaker due to its inflammatory organiza-
tion. CP-OCT (Figure 69.2d) permits the measurement of the thickness of gingiva
above implant thanks to a strong signal from metal gingiva former. Figure 69.2d
demonstrates a thin gingival biotype 0.7mm thick.

69.4
Oral Cavity Mucosa

Oneof the traditional tasks ofOCTis the search for dysplasia andmalignization of the
epitheliumoforal cavitymucosa inpatientswith leukoplakiaanderythroplakia [49–51].
The diagnostic efficiency of OCT and its combinations with various kinds of spec-
troscopy have been shown inmany studies on animal [16] andhuman [17, 20]models.
In all cases, diagnostics is based on the fact that images lose stratification and contrast
between epithelium with dysplasia and underlying connective tissue. In vivo OCT
images demonstrate the excellent capability of OCT for detecting and diagnosing oral
premalignancy and malignancy in humans [12, 14, 18].

Our recent unpublished results on the application of CP-OCT for the solution of
this important clinical problem demonstrated that, whereas in the case of flat
leukoplakia image stratification is still preserved (Figure 69.3c), verrucous leuko-
plakia without malignization features in co-polarization a low-contrasted image with
high-level signal from the keratin layer that obscures the underlying layers
(Figure 69.3e). Such an image without contrast also corresponds to carcinoma in
situ (Figure 69.3g), which reduces the diagnostic value of traditional OCT. In contrast,
CP-OCT provides a cross-polarized conjugate image, thus expanding substantially
the diagnostic potential of the technique. Fibrillar, highly structured protein keratin,
and also organized collagen, depolarizes radiation, leading to the appearance of a
signal in the cross-polarized image (Figure 69.3e). Collagen of lamina propria of
mucosa immediately under malignant epithelium responds to disturbances
of epithelial cell differentiation by collagen destruction, and hence by degradation
of its depolarization properties. In this case, there is no signal in the cross-polarized
image (Figure 69.3g). The level of signal in cross-polarization agrees well with the
intensity of collagen color revealedwith PSR staining in polarized light (Figure 69.3b,
d, f, and k).

We extended the scope of CP-OCT clinical tasks to the evaluation of microstruc-
tural alterations of oral mucosa (in the cheek area, in particular) in patients with
inflammatory intestinal diseases, such as Crohn disease and nonspecific ulcerative
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colitis. Differential diagnosis of Crohn disease and nonspecific ulcerative colitis is
difficult because even �gold standard� histology does not necessarily offer definitive
distinguishing features. Diagnosis is usually based on a combination of clinical,
endoscopic, and radiologic features [52, 53]. However, a full spectrum of well-known
diagnostic techniques is not always sufficient for differential diagnosis of diseases.
The role of the oral cavity in a unified model of diagnostic algorithms is currently
under active discussion [54]. Some researchers adhere to the opinion that oral
mucosa is involved in the inflammatory process inCrohn disease, which is attributed
to systemic manifestations of the disease. The susceptibility of the gastrointestinal
tract to fibrosis in Crohn disease is regarded as a proven fact [55–57].

We analyzed CP-OCT images of 15 patients and revealed a recurrent phenomenon
of a high-intensity signal from fibrous collagen of lamina propria of mucosa in
patients with Crohn disease (Figure 69.4a), weak signal intensity in patients with
nonspecific ulcerative colitis (Figure 69.4c), and no signal in the aphthae area in
patients with stomatitis (Figure 69.4e). The signal level in cross-polarization agrees
well with the intensity of collagen color revealed with PSR staining in polarized light
(Figure 69.4b, d, and f).

Figure 69.3 Cheek mucosa in norm (a, b), in
patients with leukoplakia (c–f) and with cancer
(g, k). Healthy cheek mucosa: CP-OCT image
(a); the corresponding histologic specimen,
PSR staining (b). Flat cheek leukoplakia: co-
polarized (bottom) and cross-polarized (top)
OCT images (c); histologic specimen, PSR
staining in polarized light (d). Verrucous cheek

leukoplakia: co-polarized (bottom) and cross-
polarized (top) CP-OCT images (e); histological
specimen, PSR staining in polarized light (f).
Carcinoma in situ in cheek area: co-polarized
(bottom) and cross-polarized (top)OCT images
(g); histological specimen, PSR staining in
polarized light (k); histologic frame size,
1.7� 1mm.
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Such an approach was used by Lee and co-workers for diagnosing oral submucous
fibrosis (OSF) [58, 59]. By analyzing OCT scanning results for OSF cases, two
indicators, epithelium thickness and standard deviation (SD) of the A-mode scan
intensity in the lamina propria layer, were found useful for real-time OSF diagnosis.
The statistics showed that the sensitivity and specificity of lamina propria SD can
reach 84.1 and 95.5%, respectively. Also, both the sensitivity and specificity of
epithelium thickness can reach 100%.

OCT is an attractive tool for noninvasivemonitoring ofmucositis [15, 21, 60]. OCT
proved to be efficient in assessing the dynamics of cheek mucosa microstructure
during radio- and radio(chemo)therapy of mucositis in patients with oropharyngeal
cancer [61, 62]. Typical OCTmanifestations of mucositis were a gradual reduction of
contrast of optical layers in OCT images up to their complete disappearance and a
decrease in the epithelium layer thickness. The maximum of clinical manifestations
of mucositis corresponded to themost pronounced alterations in the OCT images. It
was found that the image dynamics depend strongly on mucositis grade, and
prognostic criteria of individual radiosensitivity of mucosa were formulated.

For prognosis of mucositis grade in the course of radio- and radio(chemo)therapy
of cancer of the oral cavity and pharynx in a specific patient, OCT images of cheek
mucosa taken at the same site before treatment and on the day of appearance of the
first clinical signs of radioreaction should be compared. Grade 3–4 mucositis is
predicted by disappearance in the OCT image of the border between the epithelium
and underlying connective tissue (Figure 69.5a and b), and grade 1–2 mucositis is
predicted if this border is preserved (Figure 69.5c and d). Numerical analysis of
images revealed statistically significant differences in the rates of image contrast
reduction as a function of developed mucositis. This information may be extremely
important for choosing mucositic prevention and therapy [63].

69.5
OCT Images of Labial Salivary Glands in Norm and Pathology

Themain objects of attention for OCTare usually surface layers of superficial tissues:
epithelium and subepithelial layers of connective tissue. Recent research [64, 65]

Figure 69.4 Cheek mucosa of a patient with
Crohn disease (a, b), with nonspecific ulcerative
colitis (c, d), andwith aphthous stomatitis (e, f).
Co-polarized (bottom) and cross-polarized

(top) OCT images (a, c, e); the corresponding
histological specimens (b, d, f), PSR staining;
histologic frame size, 1.7� 1mm.
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demonstrated that labial glands (LGs) located at a depth of 1–1.5mm in oral mucosa
may be visualized bymeans of OCT. LGs in normal condition have an average size of
1.8� 0.8mm (ranging from 1 to 7mm, depending on saliva filling and salivation
phase). LGs in norm are imaged by OCT in connective tissue stroma as homoge-
neous regions with low signal and clear contours. When LGs are moderately filled
with saliva, lobulous gland structure can be visualized (Figure 69.6a); when LG are
well filled with saliva, their size may reach 5–7mm (Figure 69.6b and c). Ducts of
healthy LGs can easily be measured (Figure 69.6d).

Salivary gland diseases in autoimmune processes (primary and secondary Sj€ogren
syndrome), lymphoproliferative lesions, and lymphomas have different clinical
courses, in spite of their similarity; therefore, long-term case monitoring is

Figure 69.5 OCT images of cheek during radio
(chemo)therapy. OCT images showing the
alterations caused by mucositis in a 70-year-old
male patient with oropharyngeal cancer, stage
III (squamous cell keratinizing carcinoma),
treated with radio(chemo)therapy resulting in
grade 3 mucositis (a, b). Before irradiation,
interface between layers is shown by the arrow
(a) and after a total dose of 12Gy with clinically
manifested hyperemia and edema (b). TheOCT
contrast is absent, and no layers can be
differentiated. White scale bars measure 1mm.

OCT images showing the alterations caused by
mucositis in a 47-year-old male patient with
oropharyngeal cancer, stage III (squamous cell
non-keratinizing carcinoma), treated with radio
(chemo)therapy resulting in a grade 2mucositis
(c, d). Before irradiation (c); after a total dose of
14Gy with clinically manifested hyperemia and
edema (d). The OCT contrast is reduced, but
epithelium is still visible. White scale bars
measure 1mm. Interface between the layers is
shown by an arrow [63].

Figure 69.6 Variants of OCT images of LGs
and ducts in norm: LG consisting of two lobes
and duct, horizontal gland size 0.85mm (a); LG
consisting of two lobes, horizontal gland size

0.85mm (b). LG with substantial secretion,
horizontal gland size 6mm, only part of the
gland is visualized (c). OCT image of LG with
excretory duct (d) [33].
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demanded [66, 67]. The only method of verification is recurrent biopsy. Consequent-
ly, objective noninvasive high-resolution techniques that would detect structural
changes in salivary glands are highly desirable [68].

Wehave studiedOCT images of LGs in patientswith sialadenosis, sialadenitis, and
lymphoproliferative alteration lesions. Morphologically, sialadenosis manifests itself
as dystrophic alterations of salivary glands without focal or diffuse lymphocytic
infiltrations in stroma and with retained functional gland activity. The determining
OCT features of sialadenosis are preserved contrast and structure of LGs, and good
elasticity (�compressibility�) on the OCTprobe pressure (Figure 69.7a and b). Being
an inflammatory disease, morphologically sialadenitis is characterized by the pres-
ence in LG lobes or in periductal space of massive (more than 50 cells in the field of
view) focal or diffuse lymphocytic infiltrations (as a manifestation of active immune
infiltration inflammation), periductal and interlobular sclerosis (as a consequence of
immune inflammation), and disturbance of saliva drainage from small-sized ducts
(duct sialadenitis) or disturbance of saliva production (parenchymatous sialedenitis).
The OCT features of these structural alterations are a nonuniform signal from the
gland with sections of high intensity due to expressed cellular infiltration and stroma
sclerosis. The gland remains almost uncompressed in this case (Figure 69.7c and d).
Thus, we have shown that OCT adequately identifies the glandular system of
oral micosa. The histologic features of sialadenosis, sialadenitis, and benign lym-
phoproliferative lesion have well-defined OCT equivalents. OCT allows the assess-
ment not only of the structure but also of the function of glands, which is no less
important. Noninvasive imaging of LGs by means of OCT may be useful for
differential diagnosis of various diseases and also for their monitoring in the course
of therapy.

To conclude, OCT, especially its polarization modalities, provides objective infor-
mation about the properties of biotissues, thus broadening the clinical capabilities of

Figure 69.7 OCT images of LGs in a patient
with sialadenosis (a, b) obtained with the probe
slightly pressed to mucosa (a), and when the
probe is strongly pressed to the glandular area
so that the bottom of the gland appears (the
gland is readily compressed) (b).OCT images of

minor salivary glands in a patient with
sialadenitis with strongly reduced glandular
(c, d) acquired with the probe slightly pressed to
mucosa (c); when the probe is strongly pressed,
the gland remains almost uncompressed
(d) [43].
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early diagnosis of dental, periodontium, and soft oral tissue diseases and ensuring
their efficient monitoring.
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70
Fluorescence Spectroscopy
Adrian Lussi

70.1
Introduction

Dental caries is a bacteria-associated progressive process of the hard tissues of the
coronal and root surfaces of teeth. Net demineralization may begin soon after tooth
eruption in caries-susceptible children without being recognized. This process may
progress further, resulting in a caries lesion that is the sign and/or the symptomof the
carious process. Caries is, in other words, a continuumwhichmay by assessed falsely
when only a certain time point is considered.

Clinical–visual diagnosis may be amenable to longitudinal monitoring even
though the assessment is qualitative. It would be easier to have a device that would
not only detect caries but also quantify it. Then monitoring progression or arrest
would be simple: use the device again and see inwhat direction the numbers change.
This concept is persuading so it is little wonder that researchers have made such
efforts to develop, test, and perfect such devices. All of these methods for caries
detection are based on the interpretation of one or more physical signals. These are
causally related to one or more features of a caries lesion. First, the signals must be
received using a receptor device and classified. The classification of a signal is part of
the diagnostic decision-making process. However, none of the methods is capable
of processing all of these signals to a status that could be called diagnosis. �The art of
identifying a disease from its signs and symptoms� [1] is a process that cannot be
replaced by a machine or a device. Nevertheless, such devices may be of help
especially in the early stage of caries, which may be difficult to diagnose.

The aim of this chapter is to provide insight in today�smethods for caries detection
based on laser fluorescence.

70.2
Laser/Light-Induced Fluorescence

Fluorescence is a phenomenon bywhich thewavelength of the emitted light (coming
from the light source) is changed into a longer wavelength as it travels back for
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detection. The larger wavelength is caused by some loss of energy to the surrounding
tissue and thereforewill have a different color than the emitting light. By using afilter
through which only the fluorescent light may pass, the intensity of the fluorescent
light can be measured. The fluorescence of dental hard tissues has been known for a
very long time [2]. The chromophores causing thefluorescence of dental hard tissues,
however, are not clearly identified. The blue fluorescence was assigned to dityro-
sine [3]. It seems likely that most of the yellow fluorescence stems from proteinic
chromophores, probably cross-links between chains of structural proteins [4]. It has
also been discussed whether or not the apatite of dental hard tissues would also
contribute [5, 6]. Caries lesions, plaque, andmicroorganisms also containfluorescent
substances. The difference between the fluorescence of sound tooth tissues and that
of a caries lesion can bemade visible by theDIAGNOdentmethod andby quantitative
laser- or light-induced fluorescence (QLF).

70.3
DIAGNOdent

The setup and function of the DIAGNOdent (KaVo, Biberach/Riss, Germany)
(Figure 70.1) are as follows. Light from a laser diode (655 nm) is coupled into an
optical fiber and transmitted to the tooth. The backscattered excitation and short-
wavelength ambient light is absorbed by afilter in front of the photodiode detector. To
discriminate the fluorescence from the ambient light in the same spectral region, the
laser diode is modulated. Owing to its relatively short lifetime, fluorescence follows
thismodulation. By amplifying only themodulated portion of the signal, the ambient

Figure 70.1 The DIAGNOdent is available with two tips, one for occlusal caries and the other for
interproximal caries.

1042j 70 Fluorescence Spectroscopy



light is suppressed. The remaining signal is proportional to the detectedfluorescence
intensity and displayed as a number (0–99, in arbitrary units). In order to compensate
for potential variations of the system (e.g., laser diode output power), it can
be calibrated by a standard of known and stable fluorescence yield. This makes the
measurement absolute (although in arbitrary units) and allows comparisons of
fluorescing tooth spots over time. A systematic review revealed a high sensitivity
of the DIAGNOdent compared with traditional diagnostic methods. However, the
method was less specific in that the DIAGNOdent also identified a larger proportion
of sound sites as being carious than did the visual method [7]. We recommend this
tool as a second opinion in the diagnostic process. Figure 70.2 shows its use on (a)
occlusal and (b) interproximal surfaces.

70.3.1
Quantitative Light-Induced Fluorescence (QLF)

Demineralization of a dental hard tissue results in loss of its autofluorescence, the
natural fluorescence. As early as the 1920s, this phenomenon was suggested to be
useful as a tool for diagnosing dental caries [8]. More recently, laser light was used to
induce fluorescence of enamel in a sensitive, nondestructive, diagnostic method for
detection of caries [9, 10]. The tooth was illuminated with a broad beam of blue–green
light fromanargon laser, producingdiffusemonochromatic lightwith awavelength (l)
of 488 nm.Thefluorescence of the enamel occurring in the yellow regionwas observed
through a yellow high-pass filter (l� 520nm), which filters out all reflected and
backscattered light. Demineralized areas appeared as dark areas because the fluores-
cence of a caries lesion viewed byQLF is lower than that of sound enamel (Figure 70.3).

Several effects may contribute to the decreased fluorescence of white spot caries
lesions, and most probable ones being as follows:

. The light scattering in the lesion, which is much stronger than in sound
enamel [11], causes the light path in the lesion to be much shorter than in sound
enamel. Therefore, the absorption per unit volume is much smaller in the lesion
and the fluorescence is less strong.

. The light scattering in the lesion acts as a barrier for excitation light to reach the
underlying fluorescent sound tooth tissues, and as a barrier for fluorescent light
from the layers below the lesion to reach the tooth surface. This is one of the
reasons for limited depth detection with QLF (up to 400mm).

The laser fluorescence method was developed further for in vivo quantification of
mineral loss in natural enamel lesions using a color microvideo charge-coupled
device (CCD) camera and computed image analysis [12]. To allow calculation of
fluorescence loss in the caries lesion, thefluorescence of the lesion is subtracted from
the fluorescence of the surrounding sound tissue. The difference between the actual
values and the reconstructed ones gives the resulting fluorescence loss.

QLF is a sensitive, reproducible method for quantification of enamel lesions
limited to a depth of only 400 mm. A relationship between mineral loss and
fluorescence has been found for artificial and natural caries lesions with correlation
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Figure 70.2 TheDIAGNOdent has to be tilted in order to detect the occlusal caries (a) andhas to be
inserted between two teeth in order to measure fluorescence from interproximal surfaces (b).
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coefficients of r¼ 0.73–0.86 [6, 13–15]. Hence a measure of fluorescence may
indicate the amount of mineral loss. This device may be used primarily for research
purposes where small changes in the outer surface of caries may be of great interest.
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71
Photothermal Radiometry and Modulated Luminescence:
Applications for Dental Caries Detection
Jose A. Garcia, Andreas Mandelis, Stephen H. Abrams, and Anna Matvienko

71.1
Introduction

The traditional methods for dental caries detection, visual examination and radiog-
raphy, are not effective in detecting early caries lesions [1]. If dental caries is detected
early, before a substantial amount of the tooth is destroyed, the area can be
remineralized [2], which can prevent invasive procedures, radiation exposure, and
create a sound surface devoid of restorations. Recently, a new group of light-based
dental diagnostic techniques has been proposed [3]. The group includes techniques
such as light-induced fluorescence, digital imaging fiber-optic transillumination
(DIFOTI), electrical caries monitoring (ECM), optical coherence tomography (OCT),
alternating current impedance spectroscopy, and photothermal radiometry (PTR)
with modulated luminescence (LUM).

PTR–LUM combines PTR and LUM for detection and monitoring of carious
lesions. In PTR, a beam of energy (typically a laser), intensity modulated at a certain
frequency, is focused on the sample surface. The resulting periodic heat flow due to
the absorbed optical energy in thematerial is a diffusive process, producing a periodic
temperature rise (spatial distribution) which is called a �thermal wave.� This
temperature distribution, in turn, causes a modulated thermal infrared (IR)
(black-body or Planck radiation) emission which is used to monitor the material
under examination. PTR has the ability to penetrate, and yield information about, an
opaquemediumwell beyond the range of optical imaging. Specifically, the frequency
dependence of the penetration depth of thermal waves makes it possible to perform
depth profiling of materials [4]. In PTR applications to turbid media, such as hard
dental tissue, depth information is obtained following optical-to-thermal energy
conversion and transport of the incident laser power in two distinct modes: con-
ductively, fromanear-surface distance controlled by the thermal diffusivity of enamel
(50–500 mm); and radiatively, through blackbody IR emissions from considerably
deeper regions commensurate with optical penetration of the diffusely scattered
laser-induced optical field (several millimeters) and with the existence of IR spectral
�windows� for IR photon transmission.
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Thetermluminescenceisused todescribeaprocess inwhichlight isproducedwhen
an energy source causes a transition of electrons or other energetic particles from their
lowest (�ground�) energy state to a higher (�excited�) state; subsequent return to the
ground state releases the excess energy in the form of light photons of longer
wavelength than the optical source (Stokes shift). There are several types of lumines-
cence, each named according to the source of energy, or the trigger for the lumines-
cence, for example, photoluminescence (caused by electromagnetic radiation), or
fluorescence(causedbyultravioletorvisibleexcitation).However, thesetermsareoften
used interchangeably in the literature. Many important biological objects containing
fluorescing components (fluorophores) exhibit intrinsic fluorescence (or autofluor-
escence). The reduction in fluorescence when enamel demineralizes has been attrib-
uted to the increase in porosity of carious lesions when comparedwith sound enamel.
There is an associateduptake ofwater anddecrease in the refractive index of the lesion
resulting in increased scattering and a decrease in light-path length, absorption, and
autofluorescence [5]. Additional sources of luminescence decrease are associatedwith
the destruction of the enamel crystalline structure as a result of demineralization. In
summary, a combination of PTR and LUM provides valuable complementary infor-
mation about the conversion pathways of optical energy in a sample.

It has been a decade since the first publications on PTR–LUM for examining hard
dental tissue appeared. In this chapter, we review the development of and future
outlook for this novel dental diagnostic technology, including the clinical PTR-LUM
device (The Canary System).

71.2
Theoretical Modeling

To appreciate better the capabilities of PTR–LUM, it is important tounderstandhow the
laser light interactswith turbidmedia generating twoenergyfields: optical and thermal.
Acoupleddiffusephotondensity and thermalwavemodelwasdeveloped for theoretical
analysis of the photothermal field in demineralized teeth [6, 7]. The solution of the
radiative transport equation in the limit of diffusephotondensityfield is consideredas a
source term in the thermal wave field equation. The chromophore (hydroxyapatite)
relaxation lifetimes, optical absorption, scattering, and spectrally averaged IR emission
coefficients were determined by fitting themodel to the measured PTR–LUM data [6].
The influence of the foregoing optical and thermal parameters (thermal diffusivity and
conductivity) of each layer of a demineralized tooth on the diffuse photon density and
therma wave depth profiles has recently been analyzed using computer simulations
that allow the optimized simultaneous measurement of these major optical and
thermal properties of teeth from experimental PTR scans [7].

71.3
Depth Profilometry

One of the main advantages of PTR–LUM, intrinsic to diffusion wave methods, is
the ability to perform depth profiling through scanning of the excitation source

1048j 71 Photothermal Radiometry and Modulated Luminescence: Applications for Dental Caries Detection



modulation frequency. By selecting several modulation frequencies, PTR measure-
ments at different depths in the enamel can be obtained. Studies on the depth
profilometric capability of PTR–LUM in dental applications [8] showed that the
radiometric amplitude exhibited a superior dynamic range (two orders of magnitude
signal resolution) to luminescence (a factor of two only) in distinguishing between
intact and cracked subsurface structures in the enamel. Further studies [9] assessed
the feasibility of PTR–LUM to detect deep lesions. PTR frequency scans over the
surface of a fissure into demineralized enamel and dentin exhibited higher amplitude
than those for healthy teeth, and also a pronounced curvature in both amplitude and
phase signal channels. These can be excellentmarkers for the diagnosis of subsurface
carious lesions. In addition,PTRexhibited superior sensitivity to thepresence of sharp
boundaries, and also to changes in natural demineralized regions of the tooth.

71.4
Pits and Fissures Caries Detection

Jeon et al. [10] examined pit and fissure caries in 52 extracted human teeth with
simultaneous measurements of PTR and LUM. These measurements were com-
pared with conventional diagnostic methods including continuous (DC) lumines-
cence (DIAGNOdent), visual inspection, and radiographs. Sensitivities and specifi-
cities were calculated by using histologic observations as the gold standard to
compare all examined methods. With the combined criteria of four PTR and LUM
signals (two amplitudes and two phases), it was found that the sensitivity of this
method was much higher than those of any of the other methods used in this study,
whereas the specificity was comparable to that of the DC luminescence. Therefore,
the combination of PTR and LUMhas the potential to be a reliable tool to diagnose pit
and fissure caries and could provide detailed information about deep lesions.

71.5
Interproximal Caries Detection

The interproximal contact area of teeth is a common location for dental caries. Here
plaque (containing bacteria in a biofilm) and food particles can become trapped,
leading to the creation of carious lesions. Jeon et al. used PTR–LUM to examine
interproximal caries in extracted human teeth [11]. Three types of lesions were
created: with dental burs in a high-speed handpiece, with 37% phosphoric acid, and
with demineralization in artificial caries media. Each sample pair was examined
before and after bur application, or sequential treatment with acid (etched for 20 s)
and gel (time periods spanning from 6h to 30 days). The results showed distinct
differences in the signal for these types of lesions. Dental bitewing radiographs
showed no sign of demineralized lesions even for the samples treated for 30 days.
Only scanning electron microscopy and micro-computed tomographic imaging,
which are destructive, showed visible signs of treatment. PTR further exhibited
excellentreproducibilityandconsistentsignalchanges inthepresenceof interproximal
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demineralized lesions. The results suggested that PTR can be a reliable probe to detect
early interproximal lesions. The LUMchannel was alsomeasured simultaneously, but
it showed a lower ability than PTR to detect these lesions.

71.6
Early Lesion Detection

There is a great deal of value in detecting carious lesions early. PTR–LUM research in
the laboratory setting [12] and observations from an early investigational trial [13]
using the clinical version (Canary System), indicated that lesions can remineralize or
stabilize if exposed to remineralizing agents such as fluoride and casein phospho-
peptide–amorphous calcium phosphate (CCP–ACP). In laboratory studies,
PTR–LUM was used to monitor early stages of tooth demineralization and reminer-
alization [12]. Extracted teeth were treated with an artificial demineralization gel to
simulate controlled mineral loss on the enamel surface and then exposed to a
remineralizing agent. The treated region of the tooth wasmonitored with PTR–LUM
before and after treatment. The results showed that PTR–LUM has very high
sensitivity to incipient changes in the enamel structure. The PTR and LUM
amplitudes and phases showed gradual and consistent changes with treatment
time. There was good correlation of PTR–LUM results with the mineral loss or the
lesion depthmeasured with transversemicroradiography (TMR). This indicated that
PTR–LUMis capable ofmonitoring artificially created carious lesions, their evolution
during demineralization, and the reversal of the lesions during remineralization.

71.7
Recent Developments

In 2009, The Canary System developed by Quantum Dental Technologies (Toronto,
ON, Canada) was used in aHealth Canada-approved human investigational trial [13].
In that study, amplitude (A) and phase (P) responses at various modulation frequen-
cies from healthy and carious dental enamel (ICDAS 0–6) were measured. Over 500
regions on healthy tooth surfaces of 50 subjects were used to construct a healthy
baseline for each output channel (1-PTR-A, 2-PTR-P, 3-LUM-A, and 4-LUM-P). PTR-
A and PTR-Pwere used to detect near-surface and subsurface lesions, whereas LUM-
A and LUM-Pwere used to detect near-surface lesions. The results indicated that The
Canary System did not cause any adverse events or soft or hard tissue trauma. There
was no difference in signal from anterior and posterior healthy tooth surfaces, and
the presence of surface stain and biofilm did not affect the signal from healthy tooth
surfaces. A clear shift from the baseline in both PTR and LUM in carious enamel was
observed depending on the type, depth, and nature of the lesion. The results showed
that The Canary System is safe and discriminates between healthy and carious
enamel. In 2010, a second Health Canada-approved investigational trial has shown
the ability of The Canary System to detect carious lesions on smooth surfaces,
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occlusal surfaces and around restorationmargins [14]. Preliminary results show that
the system is safe and provided repeatable measurements that allowed it to monitor
lesion growth and response to various remineralization therapies [14].

71.8
Conclusion

This review of the principles of PTR–LUM and its applications to dentistry has
highlighted the significant progress in bringing this novel technology to clinical
applications. PTR–LUM offers features beyond what is currently available in tradi-
tional dental detection methods. These features include the ability to perform depth
profilometry and very early caries detection and monitoring on various tooth
surfaces. It was also shown that The Canary System, a portable PTR–LUM instru-
ment for clinical applications, is safe and can discriminate healthy and carious
tooth tissue.
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72
Lasers in Restorative Dentistry
Anil Kishen

72.1
Introduction

Current developments in laser technology and laser delivery systems in tandemwith
an improved understanding of laser–dental tissue interactions have broadened the
scope of the application of lasers in dentistry. There has been growing interest among
clinicians to apply lasers in different clinical procedures in dentistry. However, the
main concern is the lack of sufficient clinical studies that significantly support the
advantage of lasers over conventional treatment methods. Dental lasers for clinical
procedures operate in the infrared, visible, or ultraviolet range of the electromagnetic
spectrum. These lasers are delivered as either a continuous, pulsed (gated), or
running pulse waveform. It is imperative for the clinician to determine the specific
treatment goals and then select the laser technology best suited to achieve the desired
effect(s).

The photons in a laser beam are emitted as a coherent, unidirectional, mono-
chromatic light beam that can be collimated into an intensely focused ray of energy.
This focused ray of energy will interact with a target tissue or material by absorption,
reflection, transmission, or scattering. The absorbed light energy may result in
heating, coagulation, or vaporization of tissues, depending on the laser parameters
such as wavelength, power, waveform (continuous or pulsed), pulse duration,
energy/pulse, energy density, duration of exposure, angulation of the delivery tip
to the target surface, and so on. The optical properties of the target tissue also dictate
to a great extent the nature and intensity of interaction with specific laser wave-
lengths. Pigmentation, water content, mineral content, thermal conductivity, tissue
density, and latent heat of transformation are factors that would influence the nature
of light–tissue interaction. Furthermore, physiological processes, for instance, tissue
vascularity, degree of tissue inflammation, and the presence of progenitor cells to
participate in the healing process, will also influence the tissue response to laser
radiation.

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.

j1053



72.2
Classification of Lasers in Restorative Dentistry

Lasers can be classified as follows:

i. Based on the type of laser medium used:
. Gas
. Solid
. Liquid

ii. Based on the type of delivery system:
. Flexible hollow waveguide
. Glass fiber optic cable

iii. Based on type of interaction with tissue:
. Contact lasers
. Noncontact lasers

iv. Based on the type of application:
. Soft tissue lasers (athermic) (�1000m): The three main types of soft tissue lasers
are the helium–neon (He–Ne) diode, gallium arsenide (GaAs), and gallium
aluminum arsenide (GaAlAs) lasers.

. Hard tissue lasers (thermic) (� 3Wormore): The three main types of hard tissue
lasers are the argon (Ar), CO2, and Nd:YAG lasers.

v. Based on the type by source:
. Infrared example: CO2, Ho:YAG, and Nd:YAG lasers
. Visible example: - He–Ne and argon lasers
. Ultraviolet example: - XeCl, XeF, KrF, and ArF (excimer) lasers

vi. Based on the type by wavelength:
. Long-wavelength: – Infrared laser
. Short-wavelength: – Ultraviolet laser

vii. Based on safety (American National Standards Institute Laser Classification)
. Class 1: Exempt lasers or laser systems that cannot, under normal operation
conditions, produce a hazard.

. Class 2: Low-power visible lasers or laser systems which, because of normal human
aversion responses, do not normally present a hazard, butmay present some potential
for hazard if viewed directly for extended periods of time.

. Class 3a: Lasers or laser systems that normally would not produce a hazard if viewed
for only momentary periods with the unaided eye. They may present a hazard if
viewed using collecting optics.

. Class 3b: Lasers or laser systems that can produce a hazard if viewed directly.
This includes intrabeam viewing or specular reflections. Except for the
high-power Class 3b lasers, this class of laser will not produce a hazardous diffuse
reflection.

. Class 4: Lasers or laser systems that can produce a hazard not only from direct or
specular reflection, but also from diffuse reflection. In addition, such lasers may
produce fire hazards and skin hazards.
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72.3
Lasers and Delivery Systems

The construction of a laser source requires an active medium (gas, liquid, or solid)
and a collection of atoms or molecules. The active medium is excited to emit the
photons by stimulated emission. The light produced by the laser source is usually
coupled to a delivery system and is used for therapeutic purposes. The activemedium
producing the beam identifies and distinguishes one laser from another. Different
types of lasers used in dentistry, such as the carbon dioxide (CO2), erbium (Er), and
neodymium (Nd) lasers, various other substances used in the medium [e.g., yttrium
aluminum garnet (YAG) and yttrium scandium gallium, garnet (YSGG), erbium,
chromium-doped yttrium scandiumgalliumgarnet (Er,Cr:YSGG)], argon, diode, and
excimer types, all produce light of a specific wavelength. The CO2, Er:YAG, Er,Cr:
YSGG, andNd:YAG lasers emit invisible beams in the infrared range. The argon laser
emits a visible light beamat 488 or 514 nm,whereas the excimer lasers,whichoperate
on rare gas monohalides, emit invisible ultraviolet light beams at predetermined
wavelengths (ArF, 193 nm; KrF, 248 nm, XeCl, 308 nm).

In clinical applications, it is important to deliver laser energy precisely to the target
tissue and ergonomically to the operator. Laser energy is delivered to the target tissue
by means of two common delivery systems: (1) a flexible hollow waveguide with
mirror finish interior and (2) a glass fiber optic cable. In a flexible hollow waveguide,
the laser energy is reflected along this tube and exits through a delivery handpiece
with the beam striking the target tissue in noncontactmode. If the delivery probe has
to be used in contact mode, then an accessory tip of sapphire or hollowmetal may be
connected to the end of the waveguide. A glass fiber optic cable can be more flexible
and fits snugly into a handpiece with a bare fiber end or attached to a sapphire or
quartz tip. A fiber optic delivery system allows greater accessibility to different areas
in the oral cavity. Infrared dental lasers are equipped with a separate aiming visible
beam that is coaxially superimposed on the infrared beam. This will allow the
operator to spot where the infrared laser energy will be focused [1]. Shorter
wavelength instruments such as Ar, diode, and Nd:YAG lasers have a small, flexible
optical fiber system with bare glass fibers that delivers the laser energy to the target
tissue. Er and CO2 laser devices are constructed with more rigid glass fibers,
semiflexible hollow waveguides, or articulated arms to deliver the laser energy to
the surgical site [1].

The fiber optic delivery system can be used in either contact or noncontact mode (a
fewmillimeters away from the target). For the optic fiber, the focal point is at or near
the delivery tip, and has the greatest energy (focused mode of delivery). The laser
beam is divergent and defocused as the handpiece ismoved away from the focal point
(defocused mode of delivery) (Figure 72.1). At a small divergent distance, the laser
light can cover a wider area. At a greater distance, the beam effectiveness decreases
because the energy is dissipated. In the defocused mode, there is a wider zone of
tissue removal but a shallower depth of penetration. Lasers with shorter emission
wavelengths, such as argon, diode, and Nd: YAG lasers, can be designed with small,
flexible glass fibers. The Er,Cr:YSGG and Er:YAG devices present challenges to fiber
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manufacture because their wavelengths are large and do not easily fit into the
crystalline molecules of the conducting glass. Further, they are highly absorbed by
water, hence a special expensive fiber design with minimal hydroxyl content,
peripheral cooling air, and water spray for the handpiece is necessary [1, 2].

72.4
Laser–Dental Tissue Interaction

The nature of laser–tissue interaction is influenced by the properties of the laser (e.g.,
wavelength, energy density, and pulse duration of the laser radiation) and the
characteristics of the tissue (e.g., absorption, reflection, transmission, and scatter-
ing). Different types of lasers may produce different effects on the same tissue, and
the same laser can have varying effects on different tissues. The nature of absorption
and transmission of laser light is primarily wavelength dependent and it is important
to note that the intensity of light will not remain constant throughout a definite
volume of tissue. Consequently, laser effects will change depending upon their depth
of penetration. The clinician controls four parameters while operating a laser system:
(a) the level of applied power (power density), (b) the total energy delivered over a
given surface area of tissue (energy density), (c) the rate and duration of the exposure
to laser energy (pulse repetition), and (d) the mode of energy delivery to the target
tissue (i.e., continuous or pulsed energy; direct contact, or no target tissue contact).
Four different types of interactions with the target dental tissue have been suggested:
(1) photobiological interactions, (2) photochemical interactions, (3) photothermal
interactions, and (4) photomechanical and photoelectrical interactions.

Figure 72.1 Schematic diagram showing the application of laser in (a) defocused and (b) focused
modes of delivery. The defocused mode produces a wider zone of tissue removal but shallower
depth of penetration compared with the focused mode.
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1) Photobiological Interactions:Transmission of light conducts light energy through
the tissue without any interaction and therefore does not have any effect on the
tissue. Reflection is another process that does not produce any thermal effect on
the tissue. The absorption of laser energy by a tissue is an indication of its ability to
produce tissue changes and generation of heat. The nature of the absorption of
laser energy by a tissue generally depends upon the laser wavelength and the
optical characteristics of the target tissue. In scattering, the light energy is
absorbed over a greater surface area, resulting in a less intense and less precise
tissue or thermal effect. Scattering is observed to be themost pronounced effect in
a tissue, and most tissues behave as a highly scattering turbid medium. The
particular properties of each type of laser and the specific target tissue render them
suitable for various procedures.
TheCO2 laser has a high absorption coefficient inwater, and iswell absorbed by

dental hard and soft tissue components. Consequently, it produces effects onmost
biological soft and hard tissues. However, because of its high thermal absorption,
the enamel and dentin surfaces reach very high temperatures on application of a
CO2 laser. The Er:YAG laser is themost efficient for cutting enamel and dentin as
its energy is also well absorbed by water and by hydroxyapatite. The argon laser is
effective on pigmented or highly vascular tissues, whereas the Nd:YAG laser
energy is transmitted through tissues by water and interacts well with dark
pigmented tissue. The excimer lasers functions by breakingmolecular bonds and
reducing the tissue to its atomic constituents before their energy is dissipated
as heat.

2) Photochemical Interactions: A photochemical effect occurs when there is
absorption of laser light by chromophores (natural or artificial) or cellular
components to induce biochemical reactions without any thermal effect.
Photochemical effects may lead to alterations in the physicochemical properties
of the irradiated tissue by photoaddition, photofragmentation, photo-oxidation,
photohydration, cis–trans isomerization, or photorearrangement. The chemical
reaction that leads to the curing of dental composite resin is an example of a
photochemical process. Another example of photochemical reactions is pho-
todynamic therapy (PDT). PDT is produced by the absorption of light by the
chemicals introduced into a cell or a tissue. The principle of PDT is applied to
destroy tumor cells and microbial cells. In PDT, the applied chemical, called a
photosensitizer, acts as an exogenous chromophore that performs the function
of photosensitization. Photosensitization is the process of sensitizing a photo-
process. The mechanism of most photosensitization reactions involves photo-
addition and photo-oxidation.

3) Photothermal Interactions: In a photothermal interaction, the laser energy is
absorbed by the tissue and the light energy is transformed into heat energy, which
is the cause of the final tissue effect. Photothermal interactions can lead to heating
with denaturation (45–60 �C), and rapid absorption of laser energy leading to
removal of tissue (photoablation) by vaporization or burning away of the tissue by
carbonization (photopyrolysis). This interaction forms the basis formany surgical
applications of lasers. The photothermal effect on a tissue largely depends on the
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wavelength of the laser, since the amount of heat generated in the tissue is
determined by the extent of absorption of the light. In a photothermal interaction,
the laser light is absorbed and converted into thermal energy by stimulating the
lattice vibrations of the tissue molecules. The lattice vibrations lead to heating of
surrounding tissues and boiling of tissue water. On subsequent to drying, there
will be a rapid increase in absorption leading to carbonization and tissue removal.
The level of tissue dehydration plays a significant role in the photothermal
interaction of lasers with tissue (Figure 72.2).

4) Photomechanical Interactions: The photomechanical effect is characteristic of
ultra-short pulses of very high energy density. Even a small energy of 1 mJ in 1 ps
corresponds to a peak power of 106Wandwhen focused to a 10m spot would lead
to an intensity of about 1012Wcm�2. This localized absorption of intense laser
irradiation can lead to rapid heating and very large temperature gradients in dental
tissues, resulting in enormous pressure waves and photodisruption (or photo-
disassociation). Photomechanical disruption occurs in three phases: (1) ioniza-
tion, (2) plasma formation, and (3) shock wave generation.
The energy levels resulting in shock waves are capable of rupturing intermo-

lecular and atomic bonds due to the conversion of light energy into kinetic energy.
In dental hard tissues, a photomechanical shock wave produced by the rapid
photovaporization of water leads to a volumetric change of water within the tooth.
This change creates high pressures, removing and destroying selective areas of

Figure 72.2 Illustration of laser-induced
photothermal effects. The laser light energy is
absorbed and converted to thermal energy by
the lattice vibration of the hard tissuemolecules
(mainly water). This leads to the heating of
surrounding tissues, boiling of water, and drying

of tissue. Drying of tissue will cause rapid
increase in absorption, carbonization and tissue
removal (a). Usually, the surrounding hard
tissue damage after treatment is manifested by
massive zones of carbonization, necrosis, and
cracks in the hard tissue (b) [2].
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adjacent tissue. Therefore, it is important to maintain the maximum laser energy
density of all pulsed lasers below a certain threshold to avoidmicrocracks in dental
tissues. Er:YAG and Er,Cr:YSGG lasers are known to cause photomechanical
effects. This principle is also used to ablate infected dental hard tissue in dental
caries (bactericidal effect). Furthermore, the short pulse width associated with
high fluence rates in lasers such as the Ho:YAG laser may also induce a
photoacoustic interaction, which involves the removal of tissue with shock wave
generation. Photoelectrical interactions include photoplasmolysis, which involves
the removal of tissue through the formation of electrically charged ions and
particles that exist in a semi-gaseous, high-energy state.

5) Effect of Target Tissue Properties on Laser–Tissue Interaction: The response of
tissues to laser energy is complex and different thermal properties of the target
tissue are considered to influence the tissue response. The different thermal
properties of interest are the following:
. Thermal diffusivity: This is the ability of the tissue to conduct heat upon
exposure to a transient temperature gradient.

. Thermal coefficient of expansion: This propertymeasures the expansion that is
experienced by the tissue upon heating.

. Heat capacity: This is the amount of heat energy needed to raise the temper-
ature of 1 cm3 of tissue by 1 �C.

. Phase transformation temperature: This temperature indicates the melting
and vaporization temperatures of the tissue components.

. Latent heat of transformation: This is the characteristic amount of heat
absorbed or released by a substance undergoing a change in physical state.

72.5
Laser Effects on Dental Tissues

72.5.1
Laser Effect on Enamel

The laser effect on enamel tissue is primarily due to a temperature effect, which leads
tomelting and fusion of enamel, vaporization, and crater formation. Apulsemode of
application produces less heat than the continuous mode, and therefore melting of
the enamel surface can be achieved without vaporization. CO2 laser radiation is
reasonablywell absorbed by the enamel, since human enamel has its absorption peak
close to thewavelength of theCO2 laser. Laser energy causes a rapid local temperature
rise and prompts melting and cooling of apatite crystals up to a depth of 5mm. The
melting point of human enamel is above 1280 �C. It forms a mixture of b-tricalcium
phosphate and tetracalcium phosphate above 1450 �C. These changes were shown
either to decrease or increase the solubility of the enamel depending on the calcium:
phosphate ratio in the newly formed minerals. Depending on the energy density of
the laser irradiation, the chemical and solubility characteristics of enamel tissue can
be modified. Low-energy lasing in particular has been shown to increase the acid
resistance of enamel, while high-energy density lasing may decrease the acid
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resistance. Additionally, lasing of enamel enhances the fluoride uptake, resulting in
an increased acid resistance. The laser effect on enamel seems to depend on the
structure and orientation of enamel prisms. It was concluded based on this study that
the observed resistance of laser-exposed enamel to subsurface demineralization was
due to a physical alteration in permeability rather than to a chemical change in
solubility [3, 4]. Enamel surfaces exposed to Nd:YAG laser energy show roughness,
fused crystallites, charring, and cracking, whereas Er:YAG-lased enamel shows
characteristics of cavitated and flaky rough surfaces. An argon laser has a minimal
effect on the surface due to reflection of the beam.

72.5.2
Laser Effects on Dentin

The exposure of sound dentin to a CO2 laser beam causes high absorption of laser
radiation by the minerals in the dentin, resulting in an increase in temperature,
which after evaporation of water leads to combustion of the organic material and
fusion of the hydroxyapatite. Lased dentin recrystallizes while cooling to form a
structure that is similar to that of normal enamel [5]. This recrystallized dentin can
form a sealed layer [6]. The depth of the sealed layer depends on the energy density
used. The recrystallized sealed layer showed a higher mineral content and this layer
seemed to be partially acid resistant. However, demineralization of dentin was
observed underlying the sealed layer, which was attributed to the acid diffusion that
occurs through the unsealed dentin in the laser-treated area and also through the
radiation-inducedmicro-cracking. The level of dentin dehydration plays a significant
role in the thermal interaction of lasers with dentin. CO2 laser energy is easily
absorbed by water and therefore results in less carbonization on or heat penetration
into the tissue surface that contains water. If the tissue contains no water, carbon-
ization and crack formation occur on the surface of the tissue. It is important to note
that the continuous-wave CO2 laser, when used at energies necessary to ablate the
dentin structure, can cause pulpal damage.

Laser irradiation renders the dentin surface harder and more brittle. Different
wavelengths of irradiation could provide different surface morphology with less
brittle dentin. Laser irradiation of dentin produced a surface morphology charac-
terized by localized melting and recrystallization of dentin which resulted in
projections covered with a glaze-like surface that enhanced the mechanical bond
of composite restorations. Unfortunately, failures occurred most often within the
dentin, indicating that the bond strength of the composite was stronger than the
mechanical properties of the dentinal projections [7]. Studies have shown that dentin
irradiatedwith theNd:YAG laser prior to an adhesive procedure results in a reduction
in bond strength with composite resin. This effect is due to the obliteration of the
dentinal tubules due to the melting and resolidification of irradiated dentin. In the
red and near-infrared electromagnetic spectral region (600 nm–1.5mm), the tissues
have a transmission window so that the absorption of neodymium laser (1064 nm)
energy by water and hydroxyapatite is low. Even though the energy is only partially
absorbed by dentin, the laser is still able to heat the tissue to the point of carbonization
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(600–800 �C). During carbonization, the organic and inorganic materials can melt
and vaporize, leading to micro-explosions and ejection of the molten mineral phase,
which subsequently resolidifies at the surface. Therefore, the Nd:YAG laser is not
indicated for cutting hard tissues or for tissue modification prior to adhesive
restoration. Excessive thermal damage has been one of the major problems asso-
ciated with lasers such as the Nd:YAG and CO2 lasers when used for cavity
preparation due to lower absorption coefficients. Er:YAG laser energy is highly
absorbed by water and hydroxyapatite. Er lasers offer the ability to remove enamel,
dentin, and carious tissue with minimal tissue disruption of the residual tooth. The
absorption of the ArF (193 nm) excimer laser radiation by dentin is considerably
higher than that of theXeCl (308 nm) laser. As a result, amuch thinnermelted layer is
formed following Ar:F ablation. It was found that when pulses of extremely short
duration are used with this laser, heat accumulation does not occur and thermal
damage to the surrounding tissues may be avoided.

72.5.3
Laser Effects on Dental Pulp

The effect of lasers on dental pulp is an important factor that determines the nature
of their clinical application. Normally, pulp tissue cannot survive in an environment
of elevated temperature for extended periods when the tooth structure is irradiated
with lasers [8]. Lasers that produce thermal damage to the pulp are not particularly
suitable for cavity preparation. Semiconductor diode laser irradiation has been
reported to produce no dental pulp damage, and these lasers having a power of
3–30W are considered to have potential applications for dental pulp treatment.
He–Ne lasers with powers of more than 15mWare also known not to damage dental
pulp. The Nd:YAG laser has a wide energy emission range and its effects should be
carefully considered before application. Nd:YAG and CO2 lasers have the greatest
potential for causing damage to the pulp and surrounding tissue. Nd:YAG laser
treatment results in total disruption of the normal architecture of the pulp, including
destruction of the odontoblastic cell layer and vasculature. There is extravasation of
red blood cells and inflammatory cell infiltration consisting of neutrophils, lym-
phocytes, and plasma cells. The Er:YAG laser has been used to ablate hard and soft
tissues under copious water spray without conspicuous damage to dental pulp [9].
Laser preparation of teeth should include short intervals with continuous water
application to allow dissipation of heat. This strategy of fractionating the energy and
continuous water spray is suggested to minimize the risk of damage to the dental
pulp. The Er,Cr:YSGG laser can also be used to ablate hard and soft tissues with a
water coolant. The argon laser, which has been used for laser polymerization of
dental composite resin, has been reported to cause no significant temperature
increase in the pulp tissue [10].

The parameters of the laser that affect the dental pulp tissue are waveform, power,
and duration of exposure. Different methods have been utilized to reduce heat
transfer from the enamel and dentin surface to the pulp. Pulsing of lasers has been
used as an effective method to prevent collateral tissue damage. However, this
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method was noted to be effective during soft tissue ablation and less effective when
dental hard tissue was involved. The difference is attributed to the difference in the
thermal diffusion rate and relaxation time between the hard calcified and soft oral
tissues. The use of a combination of air and water spray before, during, and
immediately after laser irradiation of enamel and dentin is suggested to be a more
effectivemeans of temperature control and reduction of heat transfer to the pulp and
surrounding vital structures. Precooling with an air–water spray prior to lasing may
be used with laser systems with wavelengths that are more readily absorbed by water
(e.g., CO2, Ho, and Er).

72.6
Lasers in Operative Dentistry

Lasers have been employed for awide variety of operative procedures on teeth such as
bleaching of teeth, adhesive restorations, and soft tissue procedures such as crown
lengthening. The treatment goal of applying lasers in operative dentistry is to reduce
pain and perform operative procedures as atraumatically as possible.

72.6.1
Laser-Assisted Tooth Bleaching

Laser-assisted tooth bleaching, also called as power bleaching, is carried out for
cosmetic purpose and in most cases does not need restoration. Argon, KTP
(potassium titanyl phosphate), and diode lasers are most commonly used for this
purpose. Laser-assisted tooth bleaching is a method of removing extrinsic and
intrinsic stains from teeth. In laser-assisted tooth bleaching, laser activation energy
is utilized to trigger faster degradation of the hydrogen peroxide bleaching agent into
reactive oxygen free radicals. This in turn increases the rate of tooth bleaching and
bleaching efficiency. Certain dental lasers are also used with bleaching products
containing a specific chromophore thatwill absorb the laserwavelength. Studies have
recommended minimum laser exposure times to minimize the rise in pulpal
temperature. Generally, the rise in laser-induced intra-pulpal temperature is directly
proportional to the power of the laser and irradiance and inversely related to tooth
thickness [11, 12]. Bleaching gel (absorption agent) is indicated to reduce surface
thermal changes and intra-pulpal temperature during laser-assisted bleaching [e.g.,
titanium dioxide (TiO2)] [13].

Systemsused for laser-assisted tooth bleaching includeBritSmile TeethWhitening
System (Discus Dental), LaserSmile Teeth Whitening System (Biolase Technology),
LumaArchTeethWhiteningSystem (Lumalite), andOpus 10Laser System (Lumenis).
In addition to laser systems, light-emitting diode (LED) and halogen light sources are
also used for tooth bleaching. The advantages of laser-assisted tooth bleaching are that
this approach aids in distributing light energy more uniformly throughout the tooth
surface. It has been found that the photochemical activationprovides ahigher intrinsic
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overall radical yield than thermal activation, and that the rate at which reactive radicals
are generated is higher than with thermal activation. However, several studies
have suggested that laser-assisted tooth bleaching is not more effective than
many professional teeth bleaching systems and further research is indicated in this
area [14, 15].

72.6.2
Laser-Assisted Cavity Preparation and Caries Removal

In laser-assisted cavity preparation, intense laser energy is used for the ablation of
dental hard tissues. The main advantage of laser-assisted cavity preparation is the
ability to be specific to the carious lesion and conserve maximum healthy tooth
structure. Depending on the wavelength of the light applied, the ablative effect can
produce photochemical or photothermal effects on the target tissue. The nature of
absorption of light energy is different for different tissues with different textures and
water contents [16]. Subsequently, different laser parameters are required for the
ablation of enamel, dentin, and carious tissue. Different lasers such as CO2 and
pulsed Nd:YAG lasers have been applied for this caries removal.

The Er-based laser system has been widely used for the preparation of dental hard
tissues. During ablation, the main constituent that absorbs the laser energy is the
bound water in the tissue. The maximum absorption peak in the infrared range
(2.9mm) matches well with the wavelengths of Er:YAG (2.94 mm) and Er,Cr:YSGG
(2.79 mm) lasers. The absorption of water in this range is so high that scattering and
absorption of light contributed by other tissue components become insignificant.
Since the Erwavelength has an affinity for thewater content of hard tissues, (a) it has a
small tissue penetration depth and (b) less energy is required to ablate caries (greater
water content) than dentin or enamel (lesserwater content). When irradiating dentin
or enamel with Er-based laser pulses with sufficient pulse energy, the tissue water is
heated very rapidly above the boiling point. This causes amicro-explosion, leading to
blowing out of the generated small particles (spallation) and mechanical removal of
target tissue. Since certain amount of heat conduction cannot be avoided, even
thoughmost of the radiation is absorbed by the water, a water-spray has to be used for
cooling to prevent damage to pulp tissue. During cavity preparation, a water–air
stream is directed on the cutting tip and on to the target tissue. The laser tip should be
held perpendicular to the cutting surface to maximize the cutting efficiency. The tip
end should be moved constantly to provide effective ablation and better tissue
cooling. Once the enamel has been removed, the energy settings must be reduced
because dentin and caries have a higher water content than enamel and cut more
readily. An alternative approach to changing the operating parameters is to reposition
the laser tip to a noncontactmode to decrease the energy density. For deep cutting, the
tip is moved up and down as in a pumping action. The operator can also recognize
different tooth structures by the sound of ablation (popping sound), which differ-
entiates the tissue types. Both the pitch and resonance of this popping sound are
related to the propagation of acoustic shock waves within tooth, and vary according to
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the presence or absence of caries. This feature assists the user to confirm if the caries
has been removed completely. During interproximal tooth preparation, adjacent
teeth should be isolated and protected with the use of a rubber dam or ametalmatrix.
Laser-based cavity preparation usually results in a cavity with a rough or irregular
surface, which is ideal for the placement of a composite resin or glass ionomer
restoration.

Lasers have also been applied to prevent enamel and dental caries. The mech-
anism by which laser irradiation enhances enamel resistance to artificial caries
ranges from a physical seal achieved by melting the surface through partial fusion
and recrystallization to compositional alteration of enamel [17]. It has been
suggested that the thermal treatment converts carbonated hydroxyapatite mineral
to a less soluble mineral. Scanning electron microscopic studies have shown that
enamel and dentin surfaces subjected to continuous-wave (cw) CO2 laser radiation
(1, 2, 3W) were sufficiently melted and the smear layer was solidified. This lased
region was unchanged even after acid demineralization. This supported the
hypothesis that the lased enamel surface is less permeable to diffusion of ions
and is resistant to solubility [18]. The formation of a micropore system within the
mineral phase in the enamel, dentin, and cementum following laser treatment has
also been suggested. Themicropore system provides ameans for trapping calcium,
phosphate, and fluoride ions released during demineralization and these subse-
quently act as sites for reprecipitation. During the process of demineralization,
dissolution ofmineral occurs with themobilization of ions from the affected dental
hard tissue. As mineral phases are released from the deeper layers of hard tissue,
reprecipitation in the more superficial layer occurs and the surface remains
intact [19–21]. It has been shown that irradiation with an argon laser alters the
surface layer of enamel by producing microporosities admixed with globular
surface coating. This surface is rich in calcium, phosphate, and fluoride. The
presence of fine porosities with a confluent globular surface coating suggests that
the effect of the argon laser at relatively low fluences (11.5 and 100 J cm�2)may alter
or eliminate the organic material overlying and within the surface enamel. Further,
it appears as though themineral phases previously embedded in this organicmatrix
may form globular precipitates, resembling a calcium fluoride confluent sur-
face [22]. These globular deposits may provide a reservoir for mineral phases
during a cariogenic attack.

Nd:YAG, CO2, and argon lasers have been applied to induce remineralization of
subsurface lesions of enamel and dentin, by combining the effect of lasers with
fluorides. This treatment approach renders the tooth surface less susceptible to
caries. An argon laser has been found to alter the surface characteristics resulting in a
significant reduction in its acid solubility. The Nd:YAG laser in combination with
acidulated phosphate fluoride application increased the acid resistance of enamel
whereas CO2 laser irradiation created a sealed tissue layer that delayed diffusion of
acids into the underlying sound dentin. The lattice strain was decreased after laser
irradiation and this resulted in a better arrangement of ions in the crystals of enamel.
A slight contraction of the A-axis was observed but the C-axis was not altered by laser
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irradiation at an optimal energy density. Reductions of water, carbonate, and organic
substances were also revealed in lased enamel. The reduction of carbonate and
bound water from the enamel crystals has been suggested to contribute to caries
resistance. Even the uptake of fluoride was found to be very high in the lased
enamel [23, 24].

72.6.3
Laser-Assisted Adhesion in Tooth Color Restoration

Laser etching is an alternative option to acid etching to bond tooth colored restoration
to the tooth structure. Argon, CO2, Nd:YAG, and excimer lasers are used for this
purpose. Laser etching is due to the continuous vaporization of water trapped within
the inorganicmatrix of enamel and dentin. The laser etching procedure is considered
to result in an etched tooth surface, similarly to the acid etching technique. However,
conflicting results onbond strength to enamel have been reported after different laser
etching. CO2 laser energy was reported to increase the shear bond strength [7], which
exceeded the value obtained for acid etching. These studies supported CO2 laser
etching to improve the bonding of resin composite to enamel [25, 26].When the bond
strengths of porcelain laminate veneers to tooth surfaces after etching with acid and
after conditioning with an Er,Cr:YSGG laser was compared, laser-etched bonding
produced a similar bond strength to acid-etched bonding of laminate veneers to tooth
surfaces [27]. The effect of etching with an Er:YAG laser was also evaluated in vitro.
Therewas a significant positive correlation between the etchingfluence and the shear
bond strength, but pitting of the enamel surface at fluences above 25 J cm�2 limited
the maximum fluence for etching purposes. It was observed that the shear bond
strengths were significantly inferior after Er:YAG laser etching than those obtained
using conventional acid etching [28]. In another study, it was shown that laser
pretreatment of Ni–Cr alloy increased the bond strength to composite resin com-
pared with sandblasting techniques. Laser pretreatment in combination with sand-
blasting further increased the bond strengths [29].

72.6.4
Laser-Activated Polymerization of Composite Resin

The argon laser has been found to be useful for polymerizing composite resin. The
argon laser emits specific light with wavelengths that correspond to the absorption
peak of camphorquinone, the initiator of polymerization for the efficient photo-
polymerization of resin composite. An in vitro experiment has shown that the argon
laser is a possible alternative for photopolymerizing composite resin, providing the
same quality of polymerization as the halogen lamp. However, none of the photo-
cured units tested in that study completely eliminated microleakage [30]. It is also
important to note that laser-induced polymerization can produce an increase in
pulpal temperature. However, the magnitude of the heat increase produced would
depend upon the polymerization modes and remaining dentin thicknesses. It was
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reported that thicker the remaining dentin and the lower the polymerization mode
energy, the lower will be the temperature rise [31].

72.6.5
Laser-Assisted Removal of Restorative Materials and Metal Dowels

Lasers are used to remove different restorative materials such as zinc phosphate
cement, polycarboxylate cement, glass ionomer cement, polyketone, composites, and
silver amalgam. The Er:YAG laser has been shown to be effective in removing these
restorative materials with a total energy delivered that was slightly lower than that
used on enamel and dentin tissue [32]. The removal of silver amalgam using lasers is
not recommended, mainly owing to the high concentration of mercury vapor
released during ablation. There are also disadvantages when lasers are applied to
remove dowels or endodontic posts: (a) it is difficult to manipulate the fiber optic
illumination tip deep within the root canal; (b) some lasers could, directly or
indirectly, induce damaging effects on surrounding tissues; and (c) tiny metallic
particles are generated during lasing and these particles could be aspirated by the
patient or the operator [16]. Further research is required before lasers can be applied
for dowel removal. Experiments have also demonstrated that Nd:YAG laser irradi-
ation can be useful for removing obturationmaterials from the root canal. It has been
suggested that these lasing procedures require less time than the conventional
methodwith drills and files. Furthermore, following laser irradiation, the dentin wall
was found to be free of debris and the smear layer [33].

72.6.6
Laser-Based Management of Dentin Hypersensitivity

Dentinal hypersensitivity is characterized by pain of short duration arising from the
exposed dentin in response to stimuli, typically thermal, evaporative, tactile, osmotic,
or chemical. Pain due to dentin hypersensitivity cannot be attributed to any other
form of dental defect or pathology. Dental erosion, abrasion, attrition, gingival
recession, periodontal treatment, and anatomic defects are risk factors for dentinal
hypersensitivity. Hypersensitive tooth surfaces are mostly located at the cervical
margin on the buccal surface of the teeth [34]. Br€annstr€om et al. proposed that the
nerve endings in the dentin–pulp interface are activated by the rapid dentinal fluid
flow in response to the dentinal stimulation (hydrodynamic theory) [35]. Patent
dentinal tubules are the primary factor that leads to sensitivity of exposed dentin and
clinical management of dentin hypersensitivity is aimed at blocking the fluid flow
through the exposed dentinal tubules. Most in-office treatments for dentin hyper-
sensitivity employ some form of �barrier,� either a topical solution or gel or an
adhesive-based restorative material to block the dentinal fluid movements. The
application of desensitizing agents to reduce neuronal responsiveness to dentinal
stimuli has also been investigated. Potassium-containing dentifrices, fluoride-con-
taining medicaments, and agents containing 10% strontium chloride were found to
be partially effective in reducing dentinal hypersensitivity. However, to date most
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treatment procedures have failed to produce satisfactory long-term treatment out-
come in patients with dentin hypersensitivity [36].

The application of lasers in the management of dentinal hypersensitivity is based
on two mechanisms. (1) The first is the direct effect of laser irradiation on the
neurogenic activity of the nerve fibers. The GaAlAs (diode) laser wavelengths (780,
830, and 900 nm) were considered to produce an analgesic effect by depressing the
nerve transmission by blocking the depolarization ofC-fiber afferents. (2) The second
is sealing of the dentinal tubule by the melting and fusing of dentin tissue/smear
layer. The different lasers used for the management of dentin hypersensitivity are
He–Ne (632.8 nm), GaAlAs (780 nm), GaAlAs (830 nm), Nd:YAG (1.064 mm), and
CO2 (10.6 mm). The CO2 laser has been applied to fuse or recrystallize the dentin
surface [37]. However, the possibility of carbonization of organic material together
with the melting of dentin cannot be avoided. The CO2 laser at moderate energies
producesmainly sealing of dentinal tubules, and also a reduction in permeability [38].
Nd:YAG laser energy (3W) was also used to manage dentin hypersensitivity [39] by
occluding the open dentinal tubules. The sealing depth of Nd:YAG laser irradiation
on dentinal tubules measured less than 4mm [40]. Direct nerve analgesia and a
suppressive effect achieved by blocking the depolarization of A-delta and C-fibers
were also considered possible mechanisms of action for Nd:YAG laser irradiation in
the treatment of dentin hypersensitivity [41]. The Er:YAG laser at a low power has also
been used for the treatment of dentin hypersensitivity. However, addition of sodium
fluoride was found to enhancemarkedly the occlusion produced by CO2 and Er:YAG
lasers. Excimer lasers have also been highlighted as a potential treatment option to
manage dentin hypersensitivity and prevent bacterial penetration through dentinal
tubules. A possible advantage of using excimer lasers could be the lack of thermal
damage to the surrounding tissues [42, 43].

72.7
Application of Lasers in Endodontics

The goals of endodontic therapy are to (1) debride and disinfect the infected root
canal, (2) shape the root canal, and (3) completely seal the root canal space. Currently,
lasers are applied for the diagnosis of pulpal health, pulp capping, pulpotomy, root
canal disinfection, root canal obturation, endodontic retreatment, and apical surgery.

72.7.1
Application of Lasers to Diagnose Dental Pulp Health

The selection of a tooth for root canal treatment depends on the pulp health or vitality.
Pulp vitality depends on the presence of intact blood supply in dental pulp micro-
vasculature. Nevertheless, the location of dental pulp within a rigid and calcified
dental hard tissue has made measuring this parameter very difficult clinically. The
current vitality tests do not aid in assessing the pulp vitality. Laser Doppler flowmetry
(LDF) was developed to assess the blood flow in pulpal microvasculature, and
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subsequently the health of dental pulp. This method is useful for diagnosing the
health of pulp in clinical cases of pulp revascularization 3–4months ahead of electric
pulp testing [44].

LDF is a noninvasivemethod, which assess the blood flow in themicrovasculature
of dental pulp. This system uses He–Ne and diode lasers at a low power of 1–2mW.
The dentinal tubules in the dentin are said to act as light guides and direct the light
incident on the tooth surface into the pulp. Moving red blood cells cause the
frequency of the laser beam to be Doppler shifted and some of the light to be
backscattered out of the tooth. The scattered light is detected by a photocell that is
placed on the surface of the tooth. The measured output is proportional to the
number and velocity of the blood cells. The mean blood flux level in teeth with vital
pulp tissue is significantly higher than for teethwith non-vital pulp.However, in teeth
with vital pulp with impaired blood supply, the flux level can be low and in such cases
the presence of pulsation is the only indication of pulp vitality.

Laser light can be directed to the tissue surface via an opticalfiber or as a light beam.
If an opticalfiber-based delivery system is used then the opticalfiber can terminate as a
probe, which can be placed directly on the tissue surface. One ormore light-collecting
optical fibers also terminate in the probe head (all-in-one bundle probe). In this case,
the collecting optical fibers would transmit a proportion of the scattered light to a
photodetector and the signal/image processing systems. Generally, this system will
measure blood flow in a tissue volume of typically 1mm3 or smaller. The measured
blood flow change in a small tissue volume is generally considered to be a represen-
tation of the larger volume. Optical probe stability on the tooth surface is very
important during laser Dopplermeasurements. Comparison of a flux tracemeasured
from the contralateral healthy toothoften aids the diagnosis of vitality. Improvedsignal
processing techniques permit diagnosis with a sensitivity and specificity of over 90%.

The advantages of LDF are that (1) it is an objective measurement of the pulpal
vitality, (2) in comparison with other vitality tests, it does not rely on the sensation of
pain to determine the vitality of a tooth, and (3) this method can be useful in patients,
especially young children, who have difficulty in communicating and teeth that have
experienced recent trauma. The disadvantages of LDF are that (1) it is difficult to
calibrate the measurements in absolute units and their output may not be linearly
related to blood flow, (2) the anterior teeth, in which the enamel and dentin are thin,
do not present a problem, but molar teeth, with their thicker enamel and dentin and
the variability in the position of the pulp within the tooth, may cause deviations in
pulpal blood flow and blood flowmeasurements, (3) differences in the sensor output
and inadequate calibration by the manufacturer may indicate the use of multiple
probes for accurate measurement, and (4) the system is expensive [44, 45].

72.7.2
Laser-Assisted Pulp Capping and Pulpotomy

Pulp capping is defined as a procedure in which a biomaterial is placed over an
exposed or nearly exposed pulp tissue to encourage the formation of an irritational
dentin bridge at the location of exposure. Pulpotomy also involves the surgical
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removal of a small portion of vital pulp tissue as ameans of preserving the remaining
coronal and radicular pulp tissues. Pulp capping is indicated when the pulp exposure
occurs during the removal of healthy dentin tissue andwhen the pulp exposure size is
very small (�1.0mm). Pulp capping is recommended only onuninflamedpulp tissue
since the pulp tissue should possess the capacity to form tertiary dentin.

Pulpotomy is indicated when the young pulp is exposed to caries and the root
formation is not complete. Restorative materials such as calcium hydroxide [Ca
(OH)2], bioactivemolecules, ormineral trioxide aggregate (MTA) is used during pulp
capping to encourage the formation of reparative dentin. Traditionally, Ca(OH)2 is
used widely as a pulp capping agent. When Ca(OH)2 is applied to pulp tissue, a
necrotic layer is formed subjacent to which a dentin bridge is expected to form. The
disadvantage of this process is that the necrotic zonemay allow bacterial growth if the
restoration leaks. MTA shows favorable results when applied to exposed pulp. It
producesmore dentinal bridge in a shorter time with significantly less inflammation
than Ca(OH)2. However, a long setting time (3–4 h) is required for the complete
setting of MTA [46, 47].

CO2, Nd:YAG, and Er:YAG lasers have been used to manage exposed pulp tissue.
The most important effect of CO2 laser irradiation is the ability to sterilize and form
scar tissue in the irradiated area due to thermal effects, which in turn would aid in
protecting the pulp from bacterial invasion. A bloodless field would be easier to
achieve owing to the ability of the laser to vaporize tissue, coagulate, and seal small
blood vessels. Further, laser treatment may directly stimulate dentin formation [48].
The CO2 laser was observed to produce new mineralized dentin without cellular
modification of pulp tissue when tooth cavities were irradiated in beagles and
primates [49, 50]. Jerkit et al. [51] studied the histological response of the direct
pulp capping after laser irradiation for pulpotomy in the premolars and molars of
dogs. An energy level of 1W with a 0.1 s exposure time and 1 s pulse intervals was
applied until the exposed pulp area was completely irradiated. They were then
dressed with Ca(OH)2. This study reported more predictable results (90%) with pulp
capping performed using laser of different wavelengths than traditional procedures
that report a success rate of�60%. The long intervals (1 s) between the pulses (0.1 s),
the relatively low power setting (1W), and the wavelength (10.6 mm), which is
absorbed within 100 mmby water, seem to be sufficient to avoid any thermal damage
to the pulp. Thefinal restoration of the cavity is done after 6months. The high success
rate is thought to be due to control of hemorrhage, disinfection, sterilization,
carbonization, and stimulation effects on the dental pulp cells. It causes scar tissue
formation in the irradiated area due to thermal effects, which may help to preserve
the pulp from bacterial invasion. In addition, the laser minimizes the formation of
hematoma between the pulp tissue and the Ca(OH)2 dressing, allowing close contact
between the dressing and the exposed pulp.

The Nd:YAG laser has been applied in laser-assisted pulp capping procedures. A
study showed that the success rate after direct pulp cappingwith anNd:YAG laser and
Vitrebond are significantly higher than in conventional Ca(OH)2 treatment [52].
However, another study revealed that Nd:YAG and CO2 laser irradiation of exposed
pulp tissue caused carbonization, necrosis, infiltration of inflammatory cells, edema,
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and hemorrhage in the pulp tissue [53]. Under the conditions of this experiment,
there was little histologic evidence of repair on treated pulp, which was in contrast to
the control samples treated with Ca(OH)2-containing cement. Studies have also
examined the application of argon, semiconductor diode and Er:YAG lasers for direct
pulp capping. Interestingly, more dentin formation and better healing capacity were
observed in the Er:YAG laser group than in the conventional control treatment group.
Nevertheless, further investigations were suggested to study the effect of the blood
extravasation, which appeared near the Er:YAG laser exposure sites [54].

72.7.3
Laser-Assisted Root Canal Disinfection and Shaping

Most current lasers, such as Nd:YAG, diode, and Er:YAG lasers, have bactericidal
effects in vivo and in vitro. Laser radiation produces a bactericidal effect by causing
alterations to the bacterial cell wall. Delivery of laser energy through an extremely
thin, flexible fiber optic system is important in endodontics. However, the bacteri-
cidal effect of laser radiation deep within the dentin differs because of the different
absorption of the different wavelengths of lasers. The disadvantage of endodontic
irrigants (disinfectants) is that their bactericidal effect is limited to the main root
canal lumen. The penetration depth of chemical disinfectants into the dentinal
tubules is suggested to be 100 mm [55]. However, laser light is shown to penetrate
more than 1000 mm into the dentin. Although different studies have highlighted that
the energy from a laser declines as it penetrates into the dentin, the bactericidal effect
is found to be effective even to a depth of 1000 mm or more [56]. It was noted that
Gram-negative bacteria showed a higher resistance against laser irradiation than
Gram-positive bacteria. This higher resistance of Gram-negative bacteria was attrib-
uted to their cell wall characteristics.

The laser is an effective tool for killingmicroorganisms because of the laser energy
and wavelength characteristics. Nd:YAG, semiconductor diode, and Er:YAG lasers
have commonly been used for endodontic disinfection. However, complete disin-
fection of the root canal system is very difficult. Additionally, a smear layer is always
formed on the instrumented root canal wall. The smear layer, which forms a
superficial layer on the surface of the root canal wall, is �1–2 mm thick. A deeper
smear layer packed into the dentinal tubules is also observed to a depth of up to 40mm
(smear plug). The smear layer contains inorganic and organic substances that include
microorganisms andnecrotic pulp debris. In addition to the possibility that the smear
layer itself may be infected, it also can protect the bacteria already present in the
dentinal tubules. A smear layer containing bacteria or bacterial products might
provide or serve as a reservoir of irritants. During endodontic disinfection, it is vital
not only to remove microorganisms from the root canals, but also remove the smear
layer formed on the root canal wall and dentinal tubules. In most cases, the effect is
directly related to the amount of irradiation and to its energy level. It has also been
documented in numerous studies that CO2 [57], Nd:YAG [58], argon [59], Er,Cr:
YSGG [60], and Er:YAG [61] laser irradiation has the ability to remove debris and the
smear layer from the root canal walls following instrumentation. KTP laser irradi-
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ation was able to remove smear layer and debris from the root canals. At specific
fluences, the XeCl laser (wavelength of 308 nm) can melt dentin and seal exposed
dentinal tubules [63]. The ArF excimer laser emitting at 193 nm caused significant
removal of peritubular dentin at relatively high fluence (10–15 J cm�2) [64]. Inspite of
this tremendous interest of using laser in endodontics, studies have stressed the
possible limitations of the use of lasers in the root canal system.

The task of cleaning and disinfecting a root canal system that contain micro-
organisms gathered in a biofilm becomes very difficult. Certain bacterial species
become more virulent when harbored in a biofilm demonstrating stronger patho-
genic potential and increased resistance to antimicrobial agents as biofilms have the
ability to prevent the entry and action of such agents. To increase the effect of
disinfection of the infected root canal, black Indian ink or 38% silver ammonium
solution was placed in the root canal before irradiating with pulsed Nd:YAG. Rooney
et al. [65] reported disinfection rates of 80% to 90% with Nd:YAG, whereas others
have reported rates of 60%, depending on the condition of the root canals, the type of
laser device, the application parameters and the techniques. Bergmans et al. [66] tried
to define the role of the laser as a disinfecting tool by using Nd:YAG laser irradiation
on some endodontic pathogens ex vivo. They concluded thatNd:YAG laser irradiation
is not an alternative but a possible supplement to existing protocols for canal
disinfection, as the properties of laser light may allow a bactericidal effect beyond
1mmof dentin. Endodontic pathogens that grow as biofilms are difficult to eradicate
even upon direct laser exposure.

There are several limitations that may be associated with the intracanal use of
lasers that cannot be overlooked. (1) The emission of laser energy from the tip of the
optical fiber or the laser guide is directed along the root canal and not necessary
laterally to the root canal walls. Thus it is almost impossible to obtain uniform
coverage of the canal surface using a laser [67, 68]. (2) The safety of such a procedure
is another limitation because potential thermal damage to the periapical tissues is
possible. (3) Direct emission of laser irradiation from the tip of the optical fiber in
the vicinity of the apical foramen of a tooth may result in transmission of the
irradiation beyond the foramen. This transmission of irradiation, in turn, may
adversely affect the supporting periradicular tissues of the tooth and can be
hazardous in teeth with close proximity to themental foramen or to themandibular
nerve [68].

The Er:YAG laser is mostly applied for root canal preparation. It has the ability to
remove smear layer and open the dentinal tubules. Harashima et al. [58, 60]
compared 17% EDTAwith 6% phosphoric acid and Er:YAG laser energy. The results
showed that the Er:YAG laser was the most effective at removal of the smear layer
from the root canal walls. When Er:YAG lasers were compared with other lasers,
notably argon and Nd:YAG lasers, the results showed that the Er:YAG laser had the
most effective wavelength and was more effective than 17% EDTA in removal of the
smear layer from the root canal walls. It is suggested that the removal of the smear
layer anddebris by lasers is possible; however, it is difficult to clean all root canalwalls.
Therefore, further research is necessary to improve the endodontic tip to permit
irradiation of the entire root canal walls. A modified beam delivery system has been
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tried for the Er:YAG laser. This system consists of a hollow tube allowing lateral
emission of the radiation (side firing), rather than direct emission through a single
opening at its terminal end [69].

This new endodontic side-firing spiral tip (RCLase,OpusDent, Tel Aviv, Israel) was
designed to fit the shape and volume of root canals prepared by nickel–titanium
rotary instrumentation. It emits the Er:YAG laser irradiation laterally to the walls of
the root canal through a spiral slit located all along the tip. The tip is sealed at its far
end, preventing the transmission of irradiation to and through the apical foramen of
the tooth. The prototype of the RCLase side-firing spiral tip is shown in the root canal
of an extracted maxillary canine in which the side wall of the root was removed to
allow visualization of the tip. Studies have shown that bacteria and their byproducts,
present in infected root canals, may invade the dentinal tubules. The presence of
bacteria in the dentinal tubules of infected teeth at approximately half the distance
between the root canal walls and the cementodentinal junction was also reported.
These findings justify the rationale and need for developing effective means of
removing the smear layer from root canal walls following biomechanical instru-
mentation. This removal would allow disinfectants and laser irradiation to reach and
destroy microorganisms in the dentinal tubules.

72.7.4
Laser-Assisted Root Canal Obturation

The thermoplastic properties of gutta-percha are utilized during laser-assisted root
canal obturation. The laser energy is used to melt the gutta-percha and the heat-
softened gutta-percha is vertically compacted into the root canals. The first laser-
assisted root canal filling procedure involved using the argon 488 nm laser. This
wavelength, which can be transmitted through dentin, was used to polymerize a resin
that was placed in the main root canal. The ability of this obturating material to
penetrate into the accessory root canals was tested and it was shown that the resin in
the lateral canals was readily polymerized at a low energy level (30mW). Argon, CO2,
andNd:YAG lasers have beenused to soften gutta-percha [70], and the results indicate
that the argon laser can be used for this purpose to produce a good apical seal. The
photopolymerization of camphorquinone-activated resins for obturation is possible
using an argon laser (477 and 488 nm) [71]. The results indicate that an argon laser
coupled to an optical fiber could become a useful modality in endodontic therapy. Er:
YAG lasers have shown a remarkable ability to enhance the results of the obturation
process. Application of the Er:YAG laser energy to the root canal wall has been shown
to increase the adhesion of epoxy-based root canal sealers (AH-26, AH plus, Topseal,
Sealer 26, and Sealer Plus) to the canal wall [72].

Studies have shown that laser irradiation using Nd:YAG (100mJ per pulse, 1W,
10Hz) and Er:YAG (170–250mJ, 2Hz) lasers improves the apical seal by hindering
apical leakage [61, 73]. Since the Nd:YAG laser is very well absorbed by black color, an
absorbent paper point soaked with black ink was introduced to the working length
and the apical root canal was painted [74]. Maden et al. [75] used the dye penetration
method to measure apical leakage by comparing lateral condensation, System B
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technique, andNd:YAG-softened gutta-percha.No statistically significant differences
were reported. In another study, Ani�c and Matsumoto [70] demonstrated that the
temperature elevation induced on the outer root surface when Nd:YAG and argon
laserswere used ranged from12.9 �C (argon laser) to 14.4 �C (Nd:YAG laser). Such an
increase in temperature may be detrimental to the tissues of the attachment
apparatus of the teeth. The implication of suchmethodologies remains questionable.
Experiments also evaluated the degree of apical leakage in vitro after root canal
preparation using Er:YAG laser irradiation. Er:YAG laser irradiation at parameters of
2Hz and 170–230mJ per pulse was employed. After obturation, the teeth were
immersed in a vacuum flask containing 0.6% rhodamine for 48 h, longitudinally
bisected, and observed by stereoscopy and scanning electron microscopy (SEM). It
was observed that the degree of apical leakage from the teeth prepared by the laserwas
not significantly less than that from control teeth. Morphologic findings showed that
contact between the root canal walls and obturated materials was hermetic in both
groups, but canal walls prepared by laser irradiation were rough and irregular. These
results show that root canal preparation by laser irradiation does not affect apical
leakage after obturation compared with leakage in canals prepared using the
conventional obturation methods [74].

Eriksson and Albrektsson [76] found that the threshold level for bone survival was
47 �C for 1min. The effects of Nd:YAG laser irradiation on periradicular tissues was
examined using amongrel dogmodel. The results showed that Nd:YAG laser-treated
teeth exhibited ankylosis, cemental lysis, and major bone remodeling 30 days after
treatment. The parameters used in this study (3Wand 25 pps for 30 s) were excessive.
Since that time, many other studies on periodontal effects of lasers in dogs and rats
have been published [77]. According to Kimura et al., the effect on the periodontal
ligament when using Er:YAG laser energy is minimal, and no discernible effects on
the periodontal ligamentwerenoted [78]. They suggested that the Er:YAG laser can be
used for root canal preparation if appropriate parameters are selected.

72.7.5
Laser-Assisted Root Canal Retreatment

The rationale for using laser irradiation in nonsurgical retreatment may be ascribed
to the need to remove foreign material from the root canal that may be otherwise
difficult to remove using conventional methods. However, studies conducted in this
line to evaluate the efficacy of Nd:YAP laser radiation to remove gutta-percha, zinc
oxide–eugenol sealer, silver cones, and broken instruments noted that laser radiation
alone would not completely remove debris and obturating materials from the root
canal. When used at 200mJ with a pulse duration of 150ms, an exposure time of 1 s,
and a frequency of 10Hz, the Nd:YAP laser preserved the dentinal walls of the root
canal and permitted root canal retreatment without thermal damage to the peri-
odontal tissue. It was concluded that, in combinationwith hand instruments, the Nd:
YAP laser is an effective device for root canal preparation in endodontic retreat-
ment [79]. In another study, an Nd:YAG laser was used at three power outputs (1, 2,
and 3W) to remove gutta-percha and broken files from the root canal. It was
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suggested that theywere able to remove the obturatingmaterials inmore than 70%of
the samples, whereas broken files were removed in 55% of the samples [80]. In
straight root canals, laser irradiation at appropriate parameters was useful in
removing root canal filling materials. The time required to remove any root canal
filling material using laser ablation was shorter than that required for conventional
methods. However, following laser irradiation, some orifices of the dentinal tubules
were noted to be blocked following the melting or ledging of the root canal dentin.

72.7.6
Laser-Assisted Apical Surgery

Endodontic surgery (apicoectomy) is indicated when teeth do not respond to
conventional nonsurgical endodontic treatment or when they cannot be treated
appropriately by nonsurgical methods. Persistence of irritants in the root canal
system zinc oxide eugenol sealer has been observed to be the cause of inflammation
of the periapical tissue. The CO2 laser was first used to irradiate the apex of a tooth
during apicoectomy. The advantages of using a laser for this application are (1)
improved hemostasis and concurrent visualization of the operating field, (2) reduc-
tion in the permeability of the lased dentin, (3) potential disinfection of the
contaminated root apex, and (4) ability to achieve recrystallization of the apical root
dentin which appeared smooth and ideal for the placement of apical filling material.
However, results from an in vivo study on dogs showed that the success rate following
apicoectomy using the CO2 laser was not superior and failed to support the use of the
CO2 laser [81]. In another prospective clinical study of two apical preparations with
and without a CO2 laser, in which 320 cases were evaluated, the results did not show
that aCO2 laser improved thehealingprocess [82]. In vitro studieswithNd:YAG lasers
have shown a reduction in penetration of dye or bacteria through resected roots [83,
84, 85]. It was suggested that the reduced permeability in the lased specimens was
probably the result of structural changes in the dentin following laser application [85].
Although SEM examination showed melting, solidification, and recrystallization of
hard tissue, the structural changes were not uniform and the melted areas appeared
connected by areas that looked like those in the non-lased specimens. It was
postulated that this was the reason why the permeability of the dentin was reduced
but not completely eliminated.

The Er:YAG laser has been applied for apical cavity preparation of extracted teeth
[86]. No significant difference in dye penetration was found between the laser-treated
groups and those in which ultrasonic tips were used. This finding was attributed to
the inability of the Er:YAG laser to melt or seal dentinal tubules. Further, it has been
reported that when using anEr:YAG laser with a low output power in apical surgery, it
was possible to resect the apex of extracted teeth. Smooth and clean resected surfaces
devoid of charring were observed [87, 88]. It was suggested that although the cutting
speed of the Er:YAG laser was slightly slower than that of a conventional high-speed
bur, the absence of vibration and discomfort, the smaller chance of contamination of
the surgical site, and reduced risk of trauma to adjacent tissues may compensate for
the additional time [89]. In a 3 year clinical study [90], a new protocol for lasers in
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apical surgery was reported. An Er:YAG laser was used for osteotomy and root
resection, whereas Nd:YAG laser irradiation served to seal the dentinal tubules to
reduce possible bacterial contamination of the surgical cavity. Improvement in
healingwas achievedwith the use of a LILTGaAlAs diode laser. It has been suggested
that after the appropriate wavelength to melt the hard tissues of the tooth has been
established, the main contribution of laser technology to surgical endodontics is to
convert the apical dentin and cementum structure into a uniformly glazed area that
does not allow egress of microorganisms through the dentinal tubules or other
openings in the apex of the tooth. Hemostasis and sterilization of the contaminated
root apexwill have an additional significance. Further, laser treatment in endodontics
appears to potentiate spreading of bacterial contamination from the root canal to the
patient and the clinicians via the laser plume produced by the laser. This may lead to
bacterial dissemination unless precautions are taken to protect against spreading
infections while using lasers.

72.8
Lasers in Periodontal Therapy

The applications of lasers in periodontics can be categorized as follows:

1) periodontal soft tissue management
2) removal of periodontal pocket lining
3) disinfection of periodontal pocket
4) removal of calculus, root surface planning
5) periodontal hard tissue management.

The advantages of applying lasers in periodontal treatment are (a) effective and
efficient soft and hard tissue ablation with a greater degree of hemostasis, (b) their
bactericidal effect, (c) minimal wound contraction, (d) minimal collateral damage
with reduced use of local analgesia, and (e) better patient compliance. The dis-
advantages are that (a) if appropriate power settings are not used, the irradiation of
root surfaces can cause detrimental effects, (b) precautions need to be taken during
clinical application, (c) laser-based treatment is not very cost-effective, (d) the size of
the laser device is cumbersome in the setup involved, (e) application of lasers requires
trained personnel, and (f) there is still a need for more sound evidence-based clinical
studies.

72.8.1
Laser-Assisted Periodontal Soft Tissue Management

Lasers are mostly used to prepare soft incisions in periodontics. Three methods are
commonly used to prepare soft tissue incisions in dentistry: scalpel, electrosurgery,
and laser. Each of these methods is effective; however, they differ with respect to
hemostasis, healing time, cost of instruments, width of the cut, anesthetic require-
ment, and disagreeable characteristics such as production of smoke, odor, and
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undesirable taste. Many reports have confirmed the safety and efficacy of CO2 and
Nd:YAG lasers, commonly for soft tissue application in periodontics [91]. These
lasers can be used for procedures such as frenectomy, gingivectomy, and gingivo-
plasty, de-epithelization of reflected periodontal flaps, removal of granulation tissue,
second-stage exposure of dental implants, lesion ablation, incisional and excisional
biopsies of both benign and malignant lesions, coagulation of free gingival graft
donor sites, and gingival depigmentation.

The use of surgical lasers in periodontology has been explored in three areas of
treatment: (1) removal of diseased pocket lining epithelium, (2) bactericidal effect of
lasers on pocket organisms, and (3) removal of calculus deposits and root surface
disinfection. Current dental lasers such as diode laser, Nd:YAG, Er,Cr:YSGG, Er:
YAG, and CO2 lasers are advocated for the treatment of sulcular debridement,
elimination of bacteria, and removal of calculus. In addition to the current wave-
lengths, the recently developed frequency-doubled Nd:YAG laser at 532 nm, termed
theKTP laser,whichhas a range of actions similar to the diode laser, has beenused for
periodontal therapy. It is important to realize that many local and systemic factors
influence the treatment outcome in the management of periodontal diseases. The
application of most laser delivery systems depend on an axial, end-on emission of
light energy, which predisposes the target tissue to a potential build-up of direct and
conductive heat effects. Therefore, the applied laser power has to be as low as possible
to obtain the desired effect without any unwanted interaction with the tooth or the
supporting tissues. In view of the above, blind treatment procedures that lack tactile
feedback must be carried out with great caution.

72.8.2
Laser-Assisted Management of Periodontal Pocket

The development of the quartz optic fiber delivery system associated with the diode
and Nd:YAG group of lasers, with diameters of 200–320mm, makes access into the
periodontal pocket easy. Longer wavelengths usually rely on fine-bore waveguide
probes and sapphire handpiece tips, which are designed for treatment purposes.
Following the removal of all hard and soft tissue deposits, the pocket depth is
reassessed. The laser fiber is measured to a distance of 1–2mm short of the pocket
depth and inserted at an angle tomaintain contactwith the soft tissuewalls at all times.
Using power values sufficient to ablate the epithelial lining (�0.8Wcwdiode, 100mJ/
20 pps, 2.0WNd:YAG, and Er:YAG/YSGG, 1.0WcwCO2), the laser probe is used in a
light contact, sweeping mode to cover the entire soft tissue lining. Ablation should
commence near the base of the pocket and proceed upwards by slowly removing the
probe. Some bleeding of the pocket site may occur due to the disruption of the fragile
inflamed pocket epithelium. Each pocket site should be treated for 20–30 s, amount-
ing to possibly 2min per tooth site with retreatment at approximately weekly intervals
during any 4 week period. If the pocket is infra-bony, a number of procedures have
been advocated, including laser-ENAP (excisional new attachment procedure), where
theNd:YAG (1064nm) laser is used in a non-flapprocedure to reduce thepocket depth
by several millimeters, through a succession of treatment appointments.
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72.8.3
Bactericidal Effect of Lasers on Periodontal Pocket

Bacteria have been implicated as one of the major causative factors in periodontal
disease. Many studies have demonstrated the ability of laser energy to disinfect
periodontal pockets [92–94]. The additional role of lasers in disinfecting infected
tissue when used in conjunction with scaling and root planning was also noted [93].
Studies have addressed some of the difficulties of using wavelengths in the range
810–830 nm in the periodontal pocket. The build-up of char and denatured protein
material on the delivery fiber of the diode laser results in the development of a
carbonized tip, with the temperature rising to>700 �C. If it is not removed, it can lead
to attenuation of the subsequent laser beam, replaced by the secondary emission of
radiant thermal energy from the carbonized deposits (the �hot-tip effect�). The
conductive heat would lead to unwanted damage to the delicate tissues [94].

72.8.4
Laser-Assisted Calculus Removal

Er:YAG and Er,Cr:YAG lasers together with innovative near-ultraviolet wavelengths
such as frequency-doubled alexandrite (wavelength 377 nm) have been safely applied
to remove calculus. Access to the calculus deposits was achieved by utilizing specific
laser handpiece tips. The poorly calcified deposits together with a higher water
content rendered supra- and sub-gingival calculus susceptible to defragmentation
through photomechanical ablation with the erbium group [95]. Potentially this
enables deposits to be removed using laser energy levels lower than those required
to ablate dental hard tissues. In a study by Aoki et al. [96], laser power levels as low as
0.3W were shown to be sufficient to ablate calculus.

72.8.5
Laser-Assisted Management of Oral Hard Tissues

Since laser–hard tissue interactions are photothermal events which are wavelength
dependent, with the possible exception of two wavelengths (Er:YAG and Er,Cr:
YSGG), the effect of most dental lasers on bone is generally detrimental. Bone
tissue heated to >47 �C is known to undergo cellular damage, leading to osseous
resorption, while heating bone tissue to >60 �C would result in tissue necrosis
[76]. However, few investigations have examined bone surface temperatures while
the overlying soft tissues are being irradiated by a dental laser. A study by Fontana
et al. [97] examined the temperature increase at the bone surface while using an
810 nm diode laser applied within the periodontal pockets in rats. Following 9 s of
irradiation using laser powers of 800mW, 1.0W, and 1.2W delivered through a
300 mm optical fiber, they reported 10 and 11 �C increases in bone surface
temperature. Only at a 600mW setting was the bone surface temperature below
the threshold of inducing cellular damage. If the exposure time was shortened to
3 s, all power selections resulted in temperature increases that remained below the
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critical threshold. In another in vitro study [98] CO2 and Nd:YAG lasers using
comparable energy densities were compared for their effects on bone surface
temperature while ablating overlying soft tissues. The results showed that the bone
surface temperature increase ranged from 1.4 to 2.1 �C for the CO2 laser and from
8.0 to 11.1 �C for the Nd:YAG laser. These results indicated that when ablating
relatively thin, soft tissues supported by subjacent bone, the Nd:YAG laser should
be used at lower energy densities for short intervals; otherwise there is a risk of
irreversible bone damage. Severe secondary tissue damage has been identified as a
major factor in delayed healing of laser-induced bone incisions. Studies have
been carried out to compare the osteotomies created by the Er:YAG laser with
those created by rotary burs and the CO2 laser [99, 100]. Overall, the two
studies indicated that the Er:YAG laser when used at a peak pulse energy of
100mJ per pulse and 10Hz produced well-defined intra-bony incisions without
any evidence of melting and carbonization, whereas CO2 laser-induced osteo-
tomies exhibited extensive charring, melting of the mineral phase, and delayed
healing.

72.8.6
Laser-Assisted Management of Dental Hard Tissue

Surfacemodifications of cementum and dentin have been studied using a variety of
laser wavelengths, primarily CO2, Nd:YAG, Er:YAG, and to a lesser extent diode
lasers [101]. A major consideration is the selection of a wavelength that will
effectively remove calculus while suppressing both thermal damage to the pulp
tissue and undesired removal of sound root structure. The mineral phase of both
dentin and cementum is a carbonated hydroxyapatite that has intense absorption
bands in the mid-infrared region. Consequently, an Er:YAG laser would appear to
be the optimumchoice for the effective removal of calculus, for root etching, and for
creating a biocompatible surface for cell or tissue reattachment [101, 102]. How-
ever, studies on the biocompatibility of CO2-treated laser surfaces, even when
applied at low energy densities, have yielded conflicting results. Some studies
[103, 104] reported increased in vitro attachment of fibroblasts to laser-treated
surfaces compared with controls or chemically treated surfaces. On the other hand,
some studies [105, 106] reported a total lack of fibroblast attachment to irradiated
surfaces. However, owing to the larger diameter of the hollow delivery tip that is
required to transmit CO2 laser radiation, it has only restricted application in
subgingival periodontal therapy. Owing to its high absorption in both water and
hydroxyapatite, the bulk of recent research concerning laser-induced root surface
modification has involved the Er:YAG laser. The wavelength of this laser has been
shown to remove effectively smear layers cementum, and cementum-bound
endotoxins [107]. When used at low energy densities with a water spray surface
coolant, the majority of studies have reported little or no heat-induced tissue
damage and production of smooth root surfaces. In addition, in vitro fibroblast
adhesion studies have shown that the resultant root surface appears to be at least as
biocompatible as that produced by scaling and root planning [108].
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72.9
Conclusion

The rapid maturity of laser systems, the availability of improved detection systems
and sensitive delivery systems, and high information-processing capabilities of
present-day computers are facilitating the use of lasers in noninvasive and sensitive
diagnostic and selective therapeutic applications. With the continued developments
in the field of lasers and the associated technologies, the application of lasers in
dentistry is expected to grow even more rapidly in the coming years.
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73
Laser Ablation of Dental Restorative Materials
Ernst Wintner and Verena Wieger

73.1
Introduction

The purpose of the complete study [1] reported in this chapter was to test the
applicability of ultra-short pulse laser (USPL) systems for biological hard tissue
removal, that is, dental hard tissues including dental restorative materials, and bone
structures. The focus of the investigationswas restorative orfillingmaterials together
with selective ablation in comparison with dentin and enamel. In dental practice,
compositefillingmaterial often has to be removed to treat secondary caries appearing
at the rims of restorations or underneath them. Hence ablation of composites had to
be investigated, particularly becausehardly any researchhas been conducted so far on
this topic. Therefore, throughout this chapter a comparison between erbium and
USPL ablation is made, involving different erbium and USPL systems.

Ablation by erbium lasers has already become a dental treatment standard,
despite the fact that only a few percent of the hard tissue treatments involve lasers
at all. Employing USPL systems represents a potential future perspective in
dentistry, which at present is severely inhibited by the extremely high costs. An
estimation by the author yielded a current cost of around D250 000 and more for
a USPL system dedicated to dental applications. On the other hand, in materials
processing technology, USPL systems are being progressively employed, yielding
innovative and superior results. This, together with substantial cost reductions
due to series production of such tools, can be expected to lead to applications in
dentistry also.

In general, and as an outstanding advantage of USPL ablation, the morphologic
characteristics of the cavity boundaries of remaining tissue and/or dental restorative
materials are of superior quality. In general, the advantages of scanned [2] USPL
ablation are (i) precise cavity preparation resulting in smooth cavity rims; (ii) no
molten or resolidified zones; (iii) no carbonization; (iv) nomicrocracks as there is no
collateral damage due to thermal load and shock waves; (v) almost no temperature
increase and therefore no heat transport to the adjacent tissue; (vi) gentle tissue
removal; and (vii) selective ablation.

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann.
� 2012 Wiley-VCH Verlag GmbH & Co. KGaA. Published 2012 by Wiley-VCH Verlag GmbH & Co. KGaA.
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73.2
Dental Restorative Materials

Esthetic dental restorativematerials generally are compositeswhich initially are pasty
to enhance cavity preparations, including plastic shaping. After the restoration,
chemical or physical hardening techniques, depending on the specific composite,
have to be applied. Thereby a stable polymer network is built. As the term
�composites� suggests, they are composed of several chemical substances that
determine their characteristics. In the following, a brief overview is provided [3–9].

The main constituents of composites can be arranged in three groups: (i) organic
composite matrix; (ii) dispersive phase; and (iii) compound phase. The first group
contains monomers, comonomers, initiators, stabilizers, and other additives. The
dispersive phase comprises the inorganic filler particles. The compound phase is
made of silanes that act as intermediates between the first two phases mentioned.

73.3
Ablation by Erbium Laser

The erbium laser systems used in ablation rate measurements were a Fotona Fidelis
Er:YAG laser (l¼ 2940 nm, t� 100 ms) [10] and aBiolaseWaterlase Er, Cr:YSGG laser
(l¼ 2780 nm, t� 50ms) [11]. Cavitieswere generatedwith front panel power settings
ranging from 2 to 6W. Ablations were always accompanied by an air–water spray
(60%water, 65% air, each out of 100%max). With each laser setting, six cavities were
prepared for a defined period of time (15 s). The experiments were performed on
dentin, enamel, and different composite materials. Concerning teeth, extracted
caries-free human permanent third molars were collected and stored in pure water
until use. For dentin ablation, the occlusal enamelwas removed using a diamond saw
under water cooling (Accutom-2, Struers). Before and after laser ablation, the
samples were weighed employing a microbalance to determine the total mass loss.
The average of all six totalmass valueswas included to calculate themean total ablated
volume according to V¼m/rd/e, where the densities are given by rd¼ 2.14 g cm�3

for dentin and re¼ 2.97 g cm�3 for enamel [12]. In a final step, the mean ablated
volume per pulse was established by dividing the averaged total volumes by the
number of applied laser pulses N, which is the product of pulse repetition rate PRR
times the duration of ablation D: N¼PRR�D.

As the density of the composite samples generally was not known, anothermethod
was applied to determine the ablation rates in terms of volume per pulse. For that,
imprint material commonly used in dentistry was considered. As this material is
capable of reproducing tooth structures exactly, it was assumed that it fits the
demands of the experiment, which are to attach closely to the surface of the cavities,
to be able to fill even very small holes, and to imprint the cavities accurately without
any excess material. Because all of these issues could be confirmed, the laser-ablated
cavities were weighed, filled with imprint material, and weighed again. The differ-
ence between the mass values gave the mass mi,c of the imprint model of the cavity.
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By producing blocks of imprint material with defined volumes Vi and measuring
their masses mi, the density of the material was determined as ri¼mi/Vi, so that at
least the total ablated volume of the cavity could be calculated: Vc¼mi,c/ri. This
procedure was applied for all cavities per sample. Finally, the mean ablated volumes
per pulse were retrieved in a similar way as for dentin and enamel.

73.3.1
Results for Dentin and Enamel

First, results on the basis of the front panel power settings of the lasers were
compared. As both erbium systems were in use for dental applications, it was
expected that due to regular maintenance, the pre-settings and output parameters
would apply. Thereby, a direct comparison of the Fotona Fidelis Er:YAG and the
Biolase Er, Cr:YSGG ablation rates was possible by choosing the same powers of 2, 3,
4, 5, and 6W and a fixed pulse repetition rate of 20Hz. Table 73.1 (left) gives the
results obtained.

In general, the dentin ablation rates obtained with the Fotona system are about
42% lower than those with the Biolase system. Concerning enamel, the situation is
similar, as deviations of�33% can be observed. Because the absorption coefficient of
water (ma¼ 7000 cm�1) for Er, Cr:YSGG laser radiation at room temperature is only
�55%of that of the Er:YAG laser (ma¼ 13 000 cm�1) [13], the ablation performance of
the Er:YAG laser apparently is superior. This discrepancy motivated the measure-
ment of the output parameters of the laser systems. It turned out that relying just on
the front panel power settings is insufficient to develop useful data. Actually, the
measured average output powers deviate significantly from the front panel settings
for each laser system. The output powers of the Biolase system are around 13%
higher than the displayed values, whereas the Fotona laser emits on average 31% less
power than indicated. Using the measured laser parameters, a second attempt was
made to analyze the ablation rates. The basis for the renewed discussion is the radiant
exposure or fluence. Table 73.1 (right) reports the ablation rates in this new context to
be considered as reliable data.

Owing to the different measured pulse energy values and focal spot diameters of
the two erbium laser systems, the single fluence values are not directly comparable.
Nevertheless, by drawing regression lines, interpretation of the results is permit-
ted. Obviously, in a wide fluence range the ablation rates of the Er:YAG system are
higher than those of the Er,Cr:YSGG laser. This finding is in agreement with the
above-mentioned absorption coefficients of the two laser wavelengths. For higher
laser fluences the ablation behavior is reversed, with the Er,Cr:YSGG laser per-
forming slightly better. This also corresponds to the results of Vogel and Venu-
gopalan [14], who reported on the changes in the absorption coefficients for both
erbium laser wavelengths with rising fluence. The high absorption coefficient of
the Er:YAG laser wavelength declines monotonically with increasing radiant
exposure and even becomes lower than that of the Er,Cr:YSGG laser. At fluences
where laser ablation takes place, the performances of both systems should at least
be comparable.
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73.3.2
Results for Composites

Composite ablation rates were determined with the Biolase Er,Cr:YSGG laser as it
showed the best laser characteristics among Er systems. In Table 73.2, different types
of dental restorativematerials and their ablation rates for 1.7 and 4.5W laser ablation,
corresponding to fluences of 19 and 51 J cm�2, respectively, are reported. The ablated
volumes per pulse were determined with the imprint method.

Although the ablation rates of all composites are on the samescale, deviations among
different filling materials are apparent. Ranking the composite samples according to
their material removal per laser pulse at 19 J cm�2 from the highest to the lowest
amount, the Point 4 composite occupies the first position with 4.7� 10�3mm3 per
pulse and Z100 occupies the last place with 2.1� 10�3mm3 per pulse. The ranking
remains consistent for higher applied laser powers.On average, the ablated volumeper
pulse is about 5.8 times higher for the 51 J cm�2 ablation than the 19 J cm�2 ablation.

The effective removal of composite material is determined by its chemical compo-
sition and the relatedabsorptionof erbiumlaserwavelengths.On the onehand, there is
sufficient water present in all composites for strong absorption around 3mm, but other
components such as quartz and poly(methyl methacrylate) (PMMA) resin also absorb
substantially in the mid-infrared region [15]. Kalachandra et al. [16] investigated the
transmittance of BIS-GMA (bisphenol A- glycidyl methacrylate) depending on the
wavenumber and reported a decrease in transmittance at a stretching frequency of
3458.32 cm�1 corresponding to awavelength of�2.89mm.This broad absorption band
belongs to an OH group of BIS-GMA. As the mentioned components apparently are
contained in someof the above-listed composites, although indifferent concentrations,
the observed deviations of the ablation rates can be explained. For example, the
concentration of BIS-GMA in Tetric Ceram is 8.3wt% whereas Tetric Flow contains
13.6wt% [17].On this basis, thehigher ablation rates of Tetric Flowmaybeunderstood.

Comparison of the ablation rates of composites with those of dentin indicates that
the selectivity of erbium laser ablation is not very pronounced. A dentin volume of 18.1
� 10�3mm3perpulseablatedwith theEr,Cr:YSGG laser at 51 J cm�2

fits fairlywell into

Table 73.2 Ablation rates of dental composite materials with the Biolase Er, Cr:YSGG laser.

Composite Ablation volume per pulse (mm3)

Fluence 19 J cm�2 Fluence 51 J cm�2

Tetric Ceram 0.0026 0.0161
Tetric Flow 0.0036 0.0187
Heliomar 0.0041 0.0213
Point 4 0.0047 0.0233
Premise 0.0031 0.0176
Z100 0.0021 0.0156
XRV Herculite 0.0031 0.0176
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the range achieved in composites for the same fluence. Whereas for Z100, Tetric
Ceram, Premise, and XRVHerculite the tissue removal procedure is slower compared
with dentin, Tetric Flow,Heliomar, and Point 4 can be removed faster. A clear tendency
concerning selectivity valid for all tested materials could therefore not be found.

Erbium laser ablation thresholds were derived by fitting a regression line (using a
plot of ablation rates versus fluence) to measured data and extrapolating it to the
abscissa. Dentin threshold values of 5 and 8 J cm�2 for Er:YAG and Er, Cr:YSGG
lasers, respectively,were obtained.Wannop et al. [18] investigated 250 ms Er:YAG laser
performance, yielding a threshold value of 10� 2 J cm�2, which is somewhat higher
than the value we calculated. Several groups have already reported on the erbium
laser ablation threshold in enamel: Wannop et al. [18] 25� 8 J cm�2 for Er:YAG
(250 ms); Apel et al. [19] 9–11 J cm�2 for Er:YAG (150 ms) and in identical experiments
10–14 J cm�2 for Er,Cr:YSGG; in another report by Apel et al. [20] for varying pulse
durations of a Fotona Fidelis Er:YAG system, 9–10 J cm�2 for 700 ms, 8 J cm�2 for
350 ms, and f7 J cm�2 or 150 and 100ms; Fried et al. [21] 7–9 J cm�2; Hibst and
Keller [22] �10 J cm�2; and Blinkov et al. [23] 8 J cm�2. There are no comparative
reports on ablation thresholds of restorative materials.

73.4
Ablation by Ultra-Short Pulse Laser

Ablation rates generated by ultra-short laser pulses were determined using either a
High Q [24] IC-10000 REG AMP Microproc 12ps Nd:vanadate laser (l¼ 1064nm,
Pav¼ 5W)under r�j scanning, or aSpectra-PhysicsHurrican-iTi:sapphire laserwith
variable pulse duration. The aimwas to determine the ablated volumeper laser pulse to
judge the effectiveness ofUSPL comparedwith erbium systems (Tables 72.3 and 72.4).
The 12ps Nd:vanadate laser was operated for a duration of 15 s at a pulse energy of

Table 73.3 Ablation rates (left) and ablated volume per second of dental composite materials
obtained with an r –j-scanned Nd:vanadate laser (center); t¼ 12 ps, PRR¼ 50 kHz, Ep¼ 100mJ,
W¼ 11.2 J cm�2; for comparison, corresponding values for an Er,Cr:YSGG laser are given (right).

Composite Nd:vanadate 5W Er,Cr:YSGG 4.5W

Ablation rate
(10�6mm3 per pulse)

Ablated volume (mm3 s�1)

Tetric Ceram 5.18 0.259 0.322
Tetric Flow 4.15 0.208 0.374
Heliomar 5.53 0.277 0.426
Point 4 5.81 0.291 0.466
Premise 6.08 0.304 0.352
Z100 8.71 0.436 0.312
XRV Herculite 7.88 0.394 0.352
Dentin 0.32 0.016 0.362
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100mJ and a PRR of 50 kHz yielding 5W. As the focal spot diameter was 33.7mm, this
setting corresponds to a fluence of 11.2 J cm�2. Dentin and composite materials were
ablated and, again, the imprintmethodwas used to reconstruct the cavity volume from
which ablation rates were calculated.

Ablation rates using theHurrican-i Ti:sapphire via line scans (l� 800 nm, t¼ 130
fs–7 ps,Epulse>1mJ,PRR 0–10 kHz [25]) have been published [26]. The depths of the
grooves were measured by means of digital light microscopy with implemented
software. The motivation for these experiments was a comparison with dental tissue
ablation rates increasing under rising pulse duration [27].

For sound dentin and enamel and also for carious dentin, ablation thresholds
obtained with a Ti:sapphire laser can be derived from the literature. Serbin et al. [27]
focused on laser ablation with pulse durations from 120 fs to >2 ps. For 120 fs Ti:
sapphire pulses, the highest threshold was found for sound enamel at >0.5 J cm�2,
followed by sound dentin at >0.3 J cm�2, whereas for carious dentin the threshold
was only<0.12 J cm�2. Similar values were found by Lubatschowski et al. [28]. For all
applied pulse durations, the composite thresholds of this study are lower than the
enamel thresholds reported by Serbin et al. [27]. Pulse durations of 150 and 500 fs
yield comparable values for composite and dentin, whereas for longer pulse widths
the dentin thresholds are situated well above composite thresholds (�2 ps corre-
sponding to a threshold of 0.75 J cm�2 in dentin). That implies that the selectivity at
longer pulse duration is very pronounced for enamel and composite ablation.

73.5
Conclusion

The following conclusions can be drawn:

. The etch depths per pulse achieved by USPL in dental hard tissue and composite
restorations are in the micrometer region and therefore much smaller than for
erbium ablation rates. TheUSPL ablation procedure can be enhanced by applying
PRR of some tens of kiloherz. Ablation rates per second are then comparable to
erbium laser ablation rates.

Table 73.4 Ti:sapphire laser ablation thresholds of composite materials for 150 fs� 7 ps pulses.

t (fs) Ablation threshold (J cm�2)

Compoglass F Premise
Enamel

Premise
Body A2

Heliomar
A3

XRV
Herculite

XRV Herculite Point 4 Z100

Dentin Enamel

150 0.27 0.30 0.35 0.24 0.25 0.25 0.30 0.36 0.27
500 0.44 0.38 0.43 0.35 0.39 0.34 0.33 0.48 0.44
2000 0.56 0.58 0.51 0.48 0.57 0.44 0.53 0.51 0.46
7000 0.60 0.63 0.58 0.59 0.64 0.54 0.56 0.56 0.59
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. Selective ablation is very pronounced for USPL as dentin revealed lower ablation
rates than composites, which is beneficial forminimum invasive secondary caries
treatment. This is not generally so for erbium systems. Depending on the
composite, sometimes a controversial effect can be observed, that is, a composite
becomes equally or even less ablated than dentin.

. Ablation thresholds in dentin amount to 5 J cm�2 for Er:YAG and 8 J cm�2 for Er,
Cr:YSGG lasers; enamel ablation starts at even higher fluences, whereas femto-
second laser ablation thresholds of these tissues are below 1 J cm�2. USPL
thresholds of composites determined in this study are lower than those of dental
structures. Again, this fact contributes to selective ablation. With rising pulse
duration, thresholds increase and ablation rates decline at constant fluence.

. The remaining dentin surface after erbium laser treatment isfissured and scaly. It
depends strongly on the air–water spray, that is, insufficient cooling and hydra-
tion, leading tomicrocracks,melting, or carbonization. Themorphology ofUSPL-
processed cavities in dentin involving a scanner shows superior tissue quality. An
appropriate set of laser and scanner parameters leads to surfaces with no evidence
of melting, carbonization, or microcracks. In contrast to cavities excavated by
erbium lasers, the cavity rims after scanned USPL treatment are well defined and
smooth.

. Scanned USPL ablation leaves a fine micro-retentive pattern. Although its
appearance is distinct from that of an etched surface, this regular structure bears
the potential for good adhesion of compound tofillingmaterial without additional
etching.On the other hand, supplementary etching is recommended after erbium
conditioning because of the scaly appearance of the tooth surface.
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74
Laser Ablation of Hard Tissues
Gregory B. Altshuler, Andrey V. Belikov, and Felix I. Feldchtein

74.1
Introduction

Bone tissue, cartilage, and dental hard tissue (enamel, dentin, cementum) are
traditionally classified as hard biological tissues of the human body. This chapter
is focused on hard tissues such as enamel and dentin of human teeth. Interest in
lasers for the treatment of hard tissues in dentistry has increased because such
treatment is localized, comfortable, and less painful (due to the lack of vibration),
relatively bloodless, and antiseptic.

74.2
Tooth Structure

A tooth [1] consist of the crown, neck, and root. The root and neck of the tooth are
covered with cement. The tooth crown is covered with enamel – the most durable
tissue of the human body. The underlying tissue of the tooth is dentin. The pulp
chamber is located in the dentin interior. In the root of the tooth, the pulp chamber
extends into the root canal. The pulp filling the chamber and the root canal is the only
soft and the most sensitive tissue of the tooth, which consists of connective tissue,
plexus of nerve fibers, and blood vessels.

Tooth enamel [1] consists of about 96% inorganic material, 1% organic material,
and 3% water by weight. The volume water content is about 10%. The inorganic
material is mostly a hydroxyapatite (HA), a substance also found in bone and dentin.
The basic structural components of enamel are HA-like nanocrystals with the
formula A10(BO4)6X2, where A is Ca, Cr, Ba, or Cd, B is P, As, or Si, and X is F,
OH, or ClCO2. The dominant formula of enamel apatite is an ideal HA
Ca10(PO4)6(OH)2 with a Ca:P ratio of 1.67. In addition to HA (�75%), carbide
apatite (�3–20%), chlorine apatite (�4%), and fluorine apatite (�0.5%) are also
present in enamel. HA nanocrystals form a hexagonal structure with a size of
14–46� 27–78 nm. These crystals have the typical crystal defects in the lattice

Handbook of Biophotonics. Vol.2: Photonics for Health Care, First Edition. Edited by J€urgen Popp,
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arrangement, including shifted, disrupted, and curved lattice planes. Defective
lattices in the boundary between crystals are fused with each other. The crystals in
enamel are surrounded by a water shell, with a typical width of about 10 nm. A tightly
packed mass of apatite crystals forms the basic structural unit of enamel, called the
�enamel rod� or �enamel prism.� It is shaped like a keyhole and has an average width
of 5mm. The rod length is determined by the local enamel thickness, with a
maximum of�2.5mm. Rods run from the dentinoenamel junction perpendicularly
to the outer enamel surface and are organized in rows. Neighboring rods are
surrounded by 0.1–0.5mm wide rod sheaths and separated from each other by
inter-rod enamel. The enamel rod consists almost entirely of inorganic material,
whereas the rod sheaths are made up largely of organic material comprised of
amelogenin polypeptide and non-amelogenin proteins impregnated by water.

Dentin comprises [1] the bulk of the tooth crown. The mature dentin consists (by
weight) of up to 70% inorganic substances, about 20% organic components (mainly
proteins that formcollagenfibers), andup to 10%water (about 22%water by volume).
The basic inorganic components are HA, calcium carbonate, and a small amount of
calcium fluoride. Two main structural units of dentin are ground substance and
dentinal tubules. The ground substance of dentin is permeated with numerous
dentinal tubules with density ranging from 15 000 to 75 000 per mm2 of dentin. The
diameter of dentinal tubules depends on the location and ranges from 0.5mm near
the dentinoenamel junction to 5mm near the pulp.

74.3
Laser Ablation

The main application of lasers for hard tissue treatment is laser ablation. The
mechanism and parameters of ablation are determined by the optical, thermal, and
mechanical properties of treated tissue. The most important characteristic is the
coefficient of absorption of a tissue and its components.

Investigation of the absorption spectra of intact tissues allows one to determine
wavelength regions with maximum absorption and minimal energy for ablation.
Based on this analysis, one can choose a laser with radiation that is best absorbed by
tissue and is the most destructive.

Absorption spectra of hard tissues of human teeth have been studied by several
groups [2–6]. The spectrum of the transport coefficient for dental enamel and dentin
mtr¼ma þ m0s [5], wherema is coefficient of absorption andm0s is reduced coefficient of
scattering, is presented in Figure 74.1a. One can recognize three ranges of strongest
absorption of enamel anddentin: in theUVregion for l< 0.3 mmand in the IR region
for 2.7 mm< l< 3.5 mmand9mm< l< 11 mm.TheUVabsorption peak corresponds
to electron absorption of all hard tissue components. The 3mm region is related to
free water (2.96 mm peak) and OH group of HA (2.8mm peak). The 10mm region
mostly corresponds to PO4 groups ofHA (9.6mmpeak) and free water (Figure 74.1b).
For these ranges, the absorption is several orders of magnitude higher than the
scattering (ma>m0s) and penetration in the hard tissue is determined by absorption.
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Due to a very high absorption coefficient in the 3 and 10 mmranges, the penetration of
laser radiation into the tissue is about 1/ma� 2–20mm for enamel and 1–10mm
for dentin.

The highest absorption in the spectrum is observed for free water in hard tissue at
about 2.96mm. The water absorption at this wavelength is about 12 000 cm�1 [7],
whereas the enamel absorption does not exceed 1000 cm�1 [5, 8]. Hence the water

Figure 74.1 Transport coefficient (a) and absorption (b) spectra of intact enamel (dotted line) [5],
dentin (solid line) [5], and water (dashed-dotted line) [6].
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absorption ismore than an order ofmagnitude higher (Figure 74.1b). The absorption
coefficients of hard dental tissues may change during laser irradiation, for example
due to changes in the optical properties of water when it is heated, so although the
absorption coefficient at normal body temperature is higher at l¼ 2.94mm than at
l¼ 2.79mm, the ratiomay change to the opposite with temperature increase because
of water absorption changes substantially with temperature. In particular, the
absorption coefficient of free water decreases by about an order of magnitude upon
heating from room temperature to the critical point of 374 �C [9, 10].

From the analysis of the absorption spectrum, it can be concluded that the most
effective and low threshold mechanism of laser ablation can be achieved through
selective absorption of free water in the rod sheaths, pores, and surface microcracks
for enamel or in free water in dentinal tubules and ground substance of dentin.

The destruction mechanism of dental hard tissues associated with selective
absorption was described by Altshuler et al. [11]. Selective absorption of laser
radiation by water contained in the rod sheaths, pores, and surface microcracks for
enamel or in dentinal tubules and ground substance of dentin heats water much
faster than HA. As noted by Lee et al. [9], at 130 �C the pressure developing in closed
pores may reach 1000 bar and, as a consequence, microcracks localized primarily as
clusters in inter-rod enamel start to appear andpropagate in thematerial surrounding
the pores (Figure 74.2).

Cracks will most likely develop through the inter-rod enamel, where HA crystals
are disordered and as a result the inter-rod enamel has a lower mechanical strength.
The propagation of cracks through the inter-rod enamel will lead to the separation of
individual enamel rods or groups from the ground enamel substance. Such a
mechanism of laser ablation will be referred to as �thermomechanical�. Thus,
radiation with a wavelength of 3mm does not penetrate deeply into the dental hard
tissue owing to the high absorption [12]. Ablation of dental hard tissues occurs in
microexplosions, when tissue does not evaporate completely, but breaks into small

Figure 74.2 Microcrack cluster formation in enamel.
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fragments and is ejected from the bulk of the tissue [13]. The role of melting and
vaporization ofHA and carbonization of organic components isminimal. The rate of
tissue removal depends on the amount of water contained in the tissue. Carious
dentin contains the largest amount of water among the hard dental tissues [14].
Hence, for thismechanismof laser ablation carious dentin has the highest and sound
enamel has the lowest ablation rate.

Selective absorption of the free water content within structural components with
size r is possible if the laser pulse duration is shorter than thermal relaxation time
(TRT) of these components [15]:

TRT ¼ r2

ka
ð74:1Þ

where a is the thermal diffusivity of the tissue and k is the form-factor coefficient,
equal to 8, 16, and 24 for layer, cylindrical, and spherical structural components,
respectively. For enamel a¼ 4.7� 10�7m2 s�1 and for dentin a¼ 1.8� 10�7m2

s�1 [16]. A laser pulse duration t less than the thermal relaxation time TRT is
considered optimum for tissue layer destruction because in this case the heat
absorbed by the tissue components is not transferred to the surrounding tissues
due to the heat conductivity mechanism, providing local and most effective laser
action. Thus, in addition to optical and thermophysical properties of tissue, the
optimum laser pulse duration is determined by the size of its structural component
which is instrumental for ablation. For the thermomechanical mechanism, r is the
size of components which contain free water: the rod sheaths (<0.5mm), pores
(<1 mm), and surface microcracks (<10 mm) for enamel and free water in dentinal
tubules (<5mm) and ground substance of dentin. The optimum pulse duration for
selective heating of rod sheaths should be shorter than 0.1ms, for enamelmicrocracks
shorter than 100 ms, and for dentinal tubules shorter than 20 ms. The most effective
lasers for thermomechanical ablation are Er:YAG (l¼ 2.94mm), Er:YLF (l¼ 2.81
mm), and Er:YSGG (l¼ 2.79 mm) lasers.
For the 10 mm wavelength region, the dominant mechanism of laser ablation is

meltingwith subsequent vaporization (�thermal vaporization�mechanism) ofHA or
removal of the molten phase in the form of individual drops (�hydrodynamic
ejection� mechanism) of HA [3]. Both mechanisms require heating of the enamel
surface to a temperature higher than melting temperature of HA (about 1280 �C).
The optimumpulse duration for bothmechanisms should be shorter than theTRTof
the hard tissue layer equal to the penetration depth 1/ma of the laser radiation. The
same basic equation (Eq. 74.1) for the TRTof such a layer for a wavelength of 9.6mm
provides values of about 2ms for enamel and 4ms for dentin.

As can be seen for both the thermomechanical and thermal vaporization mechan-
isms of ablation, a period of nanoseconds provides the most efficient laser ablation.
However, the delivery of such pulses to the tissue may be problematic. In addition,
plasma formation on the hard tissue surface may be induced by a short pulse with
high power density and the laser pulse will be blocked by the plasma due to reflection
and absorption. Therefore, the optimum pulse duration for clinical use should be in
the submicrosecond or microsecond range.
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One known risk of laser dental tissue treatment is overheating of the pulp [17],
which results in pulp injury [18]. The temperature on the hard tissue surface during
an ablationpulse canbehigher than 1300 �C, but the amount of heat left after ablation
is very low because of the very small ablation volume per pulse. This amount of heat
can be characterized as residual energy factorR, which is the ratio of the energy left in
a tissue after ablation to the total energy of the laser pulse.R is critical to parameters of
the laser pulse. For optimum conditions of ablation, R¼ 0.4 for the thermomecha-
nical mechanism [19] and 0.25 for the thermal vaporizationmechanism [3]. Residual
heat fromablation propagates to the pulp and spreads over a large volume. Finally, the
temperature rise in the pulp depends on the average laser power and exposure time.
The safe temperature limit for pulp is about 42 �C [20]. The temperature rise in the
pulp chamber depends on the average laser power and treatment time.Water cooling
is used to reduce the likelihood of pulp overheating [18, 21]. Water cooling removes
part of the residual heat and allows more laser power to be delivered and the drilling
speed to be increased. In the optimum regime, about 50% of residual heat may be
removed by water cooling. Heating of the pulp chamber during laser treatment has
been simulated and measured in vitro in several studies [22–31]. The safety limit for
laser ablationwith an erbium laser andwater cooling is about 6W,which corresponds
to a residual power dissipation of about 1.2W. The water flow can be pulsed or
continuous, in the formof a jet or spray. As a result, awaterfilm is created on the tooth
surface. The film absorbs laser light and can decrease the ablation efficiency.
However, pulse laser radiation absorption by a water film is normally accompanied
by the formation of shock waves. These waves contribute to removing water from the
exposure zone on the tissue, if the initial thickness of the water film is small [32], and
increase the ablation efficiency [33]. Water can soak (impregnate) a metamorphosed
layer formed on the walls of the cavity under laser irradiation, creating additional
absorption centers for laser radiation and enhancing the ablation efficiency due to the
thermomechanical mechanism.

The efficacy of laser ablation of hard dental tissues by laser irradiation depends on
many factors, such as the laser radiation wavelength, laser pulse structure and
duration, water cooling, contact or noncontact mode of treatment, laser radiation
energy density, distribution of power density in laser beam, repetition rate, and so on.
Multimodal free-running erbium lasers with flashlamp pumping at wavelengths of
2.79 and 2.94mm are the most widely used for hard dental tissue ablation. Pulses of
these lasers have durations from 50 to 1000 ms and consist of a set of random spikes
with durations from 1 to 10 ms [34].

In experiments on hard tissue laser ablation with an Er:YAG laser [35], the laser
damage threshold of hard dental tissues wasmeasured with a photoacousticmethod.
The threshold value was 4–7 J cm�2 for enamel for contactmode irradiation, which is
approximately two times lower than for noncontact exposure. The results of mea-
surements of dental hard tissue removal efficiency by the first Er:YAG laser pulse
incident on the intact sample surface in contact and noncontact modes are shown in
Figures 73.3 and 73.4.

Clearly, the removal efficiency in the contact mode of laser ablation without water
cooling for enamel at energy densities up to 100 J cm�2 is almost 1.5 times higher
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than that in the noncontact mode, and almost 1.3 times higher at energy densities up
to 100–150 J cm�2.

The efficiency of dentin removal at energy densities up to 100 J cm�2 for laser
ablation without water cooling is 1.2 times higher in the contact mode than in the
noncontactmode, whereas at energy densities up to 100–150 J cm�2 the efficiencies
are almost the same in the contact and noncontact modes. In the case of laser

Figure 74.3 Enamel removal efficiency versus energy density of an Er:YAG laser in contact and
noncontact modes of treatment, with no water (a) and with water (b) cooling (water flow rate
0.2mlmin�1).
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ablation with water cooling, the efficiency of enamel removal at energy densities up
to 50 J cm�2 is almost 1.2 times higher in the contact mode than the noncontact
mode and 1.3 times higher in the contact mode at energy densities of
50–150 J cm�2.

In the contact mode of laser ablation with water cooling (the water flow rate in the
experimentwas 0.2mlmin�1), the efficiency of dentin removal at energy densities up

Figure 74.4 Dentin removal efficiency versus energy density of an Er:YAG laser in contact and
noncontact modes of treatment, with no water (a) and with water (b) cooling (water flow rate
0.2mlmin�1).
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to 50 J cm�2 was nearly 1.1 times higher in the contact mode, and 1.2 times higher at
energy densities of 50–150 J cm�2.

It is worth noting that the presence of water in the noncontact mode enhances the
enamel removal efficiency nearly 1.5-fold at energy densities up to 50 J cm�2, and 1.2-
fold at energy densities of 50–150 J cm�2. For dentin, the presence of water in the
noncontact mode increases the removal efficiency almost 1.2-fold at energy densities
up to 50 J cm�2 and does not change the removal efficiency at energy densities of
50–150 J cm�2.

Water cooling increases the enamel removal efficiency in the contact mode almost
1.2-fold at energy densities up to 150 J cm�2 and does not change the efficiency of
dentin removal.

The difference in removal efficiency for the contact and noncontact modes arises
from differences in the mechanisms of laser damage. Rapid heating and micro-
explosions associated with the absorption of light by structural elements containing
free water are characteristic for the noncontact mode. The same processes occur in
the contact mode, but they are supplemented by a mechanism associated with the
motion of particles produced by ablation in a closed space between a laser crater and
the distal end of the contact tip (sapphire fiber). Particles of enamel are reflected from
the distal end of the tip and produce additional tissue damage due to the high kinetic
energy. This effect is similar to hard tissue damage by high-speed sapphire particles
(air abrasive). This laser abrasive mechanism is related to the bombardment of the
tissue surface by hard particles of the same tissue produced during laser ablation [36].

The efficiency of laser removal of enamel and dentin may be increased by adding
hard abrasive particles (sapphire, diamond) to the treatment area [36]. It has been
demonstrated [36] that the abrasive particles are accelerated by the laser radiation. The
most likely mechanisms of hard particle acceleration by laser irradiation are the
reactive mechanism and the mechanism related to microexplosions of particle
material. Particles accelerated by laser irradiation reach speeds exceeding
1000ms�1. The kinetic energy of laser-accelerated particles is sufficient to destroy
thehard tooth tissues.When fast abrasiveparticles collidewith the enamel surface, the
most likely locationofdestruction is inter-rodenamelhaving lessmechanical cohesion
and hardness than enamel rods. As has been shown [36], delivery of sapphire particles
with a diameter of 10–30mm as a powder or aqueous suspension into the treatment
area synchronized with the Er:YAG laser radiation can improve the enamel removal
efficiency almost twofold compared with enamel treatment by laser ablation alone.

The impact of erbium and CO2 laser radiation on hard dental tissues has been
investigated [37–41] using multimodal lasers with a 300–1000mm beam size in the
treatment area. In clinical practice, a beamwith a diameter of 0.5� 1mm is normally
used in laser systems for hard tissue drilling. Cavities created by such radiation are
characterized by a low aspect ratio and intended for traditional tooth filling. Such a
large spot size does not allow the benefits of laser beams with extremely small size,
comparable to thewavelength of laser light, to be realized. Apparently, the smaller the
beam size, the more local and potentially safe material processing will be. Using
smaller beam sizes provides cavity formation with high accuracy, while the lateral
size of these cavities may be significantly less than the lateral size of the cavities
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formed by mechanical tools. Using microbeams provides cavity formation with a
unique profile. Another advantage of microbeams is their ability to form a relief
structure on the treated surface with a preset profile and microscopic dimensions
comparable to the size of the microbeams, and also extended microchannels.
Another characteristic of laser radiation is the ability of lasers to form short solitary
spikes and their reproducible sequences –micropulses. These capabilities have not
been fully utilized in modern laser dentistry. The process of laser hard tissue
removalmay be significantly optimized by controlling the spike duration, their duty
cycle in a micropulse, and the micropulse repetition rate. Optimization may be
achieved by delivering laser energy when it can reach the treated material with
minimal loss, and will not be reduced by a water cooling system or by products of
laser damage that have not yet left the laser cavity. We call the simultaneous use of
micropulses and microbeams �M2 technology.� Single-mode radiation should be
used to create optical beams with a small diameter of <0.2mm [42–44]. Craters
formed in human tooth dentin by different modes of YAG:Er laser ablation are
shown in Figure 74.5.

The crater depth created by a single-mode laser beamwith a diameter of�0.1mm
greatly exceeds the crater depth created by a traditional multimode laser beamwith a
large diameter (�1.0mm) for the same total laser energy. The crater diameter created
by a single-mode laser beam is smaller than the crater diameter created by the
traditional multimode laser beam in this case.

The possibility of extended cavity formation with a high aspect ratio [42] in dental
hard tissues may create a possibility for new technologies in dentistry, minimally
invasive microdrilling for drug delivery to dentin and pulp, dentinal bleaching [45],
creating cavities of programmable shape, and so on.

Another possibility is associated with surface texturing to increase the adhesion of
fillingmaterials [46]. TheM2 beamcan be used to increase themechanical strength of
compounds and reducemicroleakage for bonding dental material to hard tissue [46],
the essence of which is to increase the contact area of adhesivematerials through the
creation of textures on the hard material surface by laser radiation. Textures are
represented by a sequence of microcraters (Figure 74.6).

In a recent study [47], the composite material Revolution (Kerr, Orange, CA, USA)
was placed on a surface containing the texture and polymerized with light radiation
produced by a Rembrandt Rembrandt� Allegro™ (Den-Mat� Corporation, Santa
Maria, CA, USA) for 30 s. Conventional technology was used as a control, when a
smooth enamel surface isfirst coveredwithNano-Bond Self-Etch Primer, thenNano-
Bond Adhesive, and after that Revolution, with subsequent polymerization. The
shear-bond strength was investigated. It was shown that the bond strength of
Revolution with the textured surface was almost three times higher.

In another recent study [48], the adhesion of bonding resin (Tetric EvoCeram;
IvoclarVivadent, Schaan, Liechtenstein) to dentin of an extracted tooth after texturing
was investigated. In control samples, G-Bond (GC America, Alsip, IL, USA) was first
applied to the smooth dentin surface, then bonding resin, followed by polymeriza-
tion. It was shown that the shear-bond strength with the textured dental surface was
24.5� 9.6MPa and for the control surface 14.9� 4.4MPa.
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74.4
Conclusion

Significant efforts have beenmade by numerous groups and companies in the period
1985–1995 to understand and optimize laser ablation of dental hard tissue. As a
result, in last 15 years the erbium laser for hard tissue was introduced as a
commercial instrument for laser drilling. Laser drilling in clinical practice has been
proven to be a safe, minimally invasive method for cavity preparation. The speed of

Figure 74.5 Photographs of craters formed in the dentin by single-mode (a, c) and multimode
(b, d) Er:YAG lasers for the same exposure (0.1 J).
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laser drilling for the best lasers is comparable to that of mechanical drilling. Laser
drilling is less painful than a high-speed turbine but anesthesia is still necessary in
about 50% of cases. A laser drill is mostly used for class II and V cavity preparation,
selective caries removal, and calculus removal. Future applicationsmay include laser
�etching� of hard tissue surfaces before bonding. However, the hard dental tissue
laser drill has not yet become a standard instrument in dental practice because of the
very high price and complexity of a standard flashlamp-pumped erbium laser and
insufficient advantages compared with alternative instruments. Hence further

Figure 74.5 (Continued)
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Figure 74.6 Photograph of human tooth enamel fragment textured by an Er:YAG laser with laser
beam diameter D� 100mm and period dx¼ 40 mm (a) and D� 100mm and dx¼ 100mm (b).
Scanning electron micrograph of texture with D� 70 mm and dx¼ 100mm (c).
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improvements in the laser ablation technique, finding more cost-effective lasers and
discovering unique and important laser applications in the dental clinic are the new
challenges for future research.

Figure 74.6 (Continued)
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1
Industrial Perspectives
Andreas Kandelbauer, Manfred Rahe, and Rudolf W. Kessler

1.1
Introduction and Definitions

1.1.1
Introduction

The concept ofQuality byDesign (QbD) is based on the evident fact that a high level of
quality of intermediate or final products cannot be achieved by testing the products
but needs to be implemented into the products by intelligently designing the whole
manufacturing process. To be able to do so, a comprehensive understanding of the
process on a causal basis is required. Only such an understanding ensures reliably
defined and consistent quality levels by operating stable and robust processes and, for
instance, in the case of pharmaceutical products, allows real-time release of the
manufactured goods. The technology that enables translation of the concept QbD
into industrial reality is process analytical technology (PAT). PAT is generally
considered a science-based and risk-based approach for the analysis and improved
control of production processes [1]. Although initially conceived by the FDA for
application in the pharmaceutical sector, the PAT initiative continues to grow in
importance also for related industries in the applied life sciences, for example,
biotechnology, the food industry, as well as the chemical industry [2].

1.1.2
Historical Aspects

In the course of the past decades, the industrial landscape has undergone many
changes which were mainly dominated by the shift from a supplier-dominated
market to a customer-dominated market (Figure 1.1, [3]). Due to the rebuilding
after the Second World War, in the 1950s, the overall product demand exceeded the
general capacity supplied by industry. Hence, the quality of a product was mainly
defined by the producer�s view of what quality was (compare the partial analytical
understanding of quality) [4]. This situation has changed dramatically since then.
Today the industry faces a market situation that is often characterized by an intense
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cut-throat competition inmany branches, by ever increasing product complexity and
diversity and by growing customer awareness of high product quality and function-
ality. In addition, more stringent legislative and regulatory measures imposed by
society comprise an increasingly powerful driving force towards comprehensive
public health and environmental compatibility of industrial processes. In contrast to
the earlier years of industrialization, producing enterprises nowadays can no longer
stratify theirmarket position by increasing themass-per-hour throughput of a certain
product. Today, the sustainable success of an industrial company depends more
critically than ever on the cost-effective realization of customer-tailored products of
high quality that flexibly meet the rapidly changing end-customer�s demands.

Reflecting this overall trend towards an increased focus on custom-made quality,
increasingly sophisticated and holistic quality management systems have been
developed over the years (Figure 1.2), ranging from simple inspection of the finished
parts for defects and elimination of inferior ones, over implementing increasingly
complex quality systems to avoid the production of any defective parts during
manufacturing, to the modern views of process oriented, integrated and compre-
hensive total quality management systems. It is in this context that the modern
concepts of PATs andQbDhave to be reviewed. Before this, some general definitions
and remarks on quality and process control are given.

1.1.3
Definition of Quality: Product Functionality

Qualitymay be best defined as product functionality [6]. Several levels of functionality
can be identified (see Table 1.1) that are related to the various contexts a product and

Figure 1.1 Changes in market situation during the past decades and concomitant adaptation of
quality concepts (modified after [3]).
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Figure 1.2 Historical development of important quality concepts and their major elements
(modified after [5]).

Table 1.1 The various levels of functionality [6].

Functionality level Description Examples

Fundamental
functionality

Basic properties based on the
chemical composition and
morphological constitution
of the material

Is the material as it should be?
Content of ingredients, particle
size distribution, distribution of
active compounds/traces/
dopants within material, and so
on

Technical functionality Behavior during the produc-
tion process

Is the product processable? Flow
behavior, mixing properties,
purification and down-streaming
properties, and so on

Technological
functionality

Required performance pro-
file for the intended use

Is the product usable? Hardness,
strength, efficacy, durability,

Value-oriented
functionality

Cost : benefit ratio Is the tailored quality level
appropriate? Displayed product
features versus price

Sensory functionality Appearance and design Is the product appealing? Haptic
behavior, product smell, visual
appearance, and so on
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its intermediates experience throughout the whole life cycle from manufacturing to
the end-use and its disposal. Besides its fundamental functionality, which relates to
the basic physical and chemical properties, such as composition and components
distribution, surface properties ormorphology of a product, the productmust also be
processable during manufacturing (technical functionality) and must fulfill the
customer�s requirements during the end-use (technological functionality).Moreover,
the extent to which certain quality levels are realized in the product (value-oriented
functionality) and its design-related properties (sensory functionality) are also
important aspects. In the ideal case, single measured values from various methods
are combined and mathematically related to all these different functionality levels
(Figure 1.3).

According to the Kano model [7], a product complies with the customer�s
requirements and expectations when it displays basic, performance and excitement
functionalities [8]. All performance characteristics of a group of objects or services
intended to successfully populate a certain product niche will steadily have to be
improved, expanded and further developed with time, since the customer will get
used to the features and functions. This provides the driving force for continuous
product development and product innovation. Due to cost issues and a desirably
short time-to-market of novel products, only companies that are able to handle very
short innovation cycles will sustain economic success. Knowledge-based production,
based on a QbD approach and realized by process analytics, is the key element in
achieving such short innovation cycles. Furthermore, it allows flexible response to
sudden changes in customer�s expectations, since the processes to translate the
quality characteristics into product features are causally understood.

In this context, twomain aspects need to be considered when introducing process
analytical tools, for example, on-line spectroscopy, into manufacturing: quality
monitoring and product functionality design [6]. Usually, the identification and quan-
tification of a direct relation between, for instance, themeasured spectral information
and a target compound like a pharmaceutical ingredient is attempted. Inmany cases,
univariate target responses, such as concentration, purity, or extent of conversion,
and so on are determined and compared with standard values. Thereby, deviations of
characteristic process parameters may be determined in real-time and the quality of

Figure 1.3 Relationship between measurement and product functionality.
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the manufacturing process may be monitored and controlled. Due to the recent
developments of stable on-line and in-line instrumentation, in combination with
complex chemometric toolboxes, a robust calibration of such relations is possible
and, therefore, applications of process analytics in industry are numerous. In most
cases, off-linemeasurements canbe directly substituted by on-line spectroscopy,with
the advantage of a possible 100% quality control of a specific response.

However, while process analytics is already widely recognized as a powerful tool to
perform such quality monitoring, the full potential of this technology is by far not
exhausted; process analysis can be exploited to an even much greater extent with
economical advantage when it is embedded in a philosophy of continuous process
improvement and product functionality design. Currently, process analytical data
obtained from measurements on intermediate product stages during the running
manufacturing process are only very rarely related to the performance of the final
product or to the final application properties of the product. However, it is possible to
relate process analytical information even to product functionality when a conse-
quent transition from considering univariate data (single parameters and responses)
to multivariate data analysis (multiple parameters and responses) is performed.
Product functionality may be defined as the fundamental chemical and morpho-
logical properties of the material, by its performance throughmanufacturing, by the
technical properties for the final application, and certainly also by its cost/perfor-
mance ratio. If objectively classifying data for these definitions exist, a direct
correlation to, for example, the spectral information in the case of on-line spectros-
copy is possible. The exact nature of the individual signature of a spectrum (the
�spectral fingerprint�) is always dominated by the morphology and chemistry of the
substrate, due to its substance specific absorbance and scattering behavior. The
relative contributions of these two components to themeasured spectrumdepend on
thewavelength of the interaction, on the angle of illumination of the substrate, on the
angle of detection, on the difference in refractive indices, and on the particle size and
particle distribution. In Figure 1.4 this is illustrated using the example of tablet
spectroscopy [9].

Figure 1.4 The information contained in wavelength-dependent scattering and absorption spectra
of tablet samples compacted at different pressures (ranging from 31 to 281MPa) and containing
different amounts of theophyllin can be used to model the theophyllin content [9].
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Thismultivariate information can be used not only to calculate the dependence of a
single target (quality monitoring), but also allows full and overall classification of the
sample quality (functionality design). This is especially true for the characterization of
solids and surfaces by means of diffuse reflectance spectroscopy. Within the concept
of QbD/PAT, a knowledge-basedmanufacturing is attempted which relies heavily on
the combination of various sources of information using chemometric methods like
principal component analysis, PLS, multivariate curve resolution, or other multi-
variate calibration methods.

1.1.4
Quality Control

The term quality controlmay generally be defined as a system thatmaintains a desired
level of quality [10]. In general, this may be accomplished by comparing a specific
quality characteristic of some product or service with a reference, and if deviations
from the desired state are detected, taking remedial action to reinstate the targeted
quality level. Similarly, process controlmay be defined as appropriate measures to re-
adjust the state of a process upon some observed undesired deviation. Process
analytics provides the required information on the state of the process. While process
analytics deals with the actual determination of specific data using process analytical
devices, likeHPLC, optical spectroscopy or other sensors, process analytical technology
is a system for designing, analyzing and controlling manufacturing by timely
measurements [1] (see below), already with quality determination in mind. Process
analysis is the comprehensive analysis of the industrial process including every single
activity involved in themanufacturing of the product. Thereby, allmaterial and virtual
flows are considered. Historically, the PAT initiative roots in a comprehensive
approach to realizing process analysis on an instrumental basis. PAT is the essential
tool to realize the concept ofQ bD, which has recently been further developed to the
even more comprehensive approach of product quality life-cycle implementation
(PQLI) [11, 12].

Essentially, quality control is accomplished by off-line quality control procedures,
statistical process control and, to a lesser degree, by acceptance sampling plans. Off-line
quality control involves selecting and defining controllable product and process
parameters in such a way that deviations between process output and a standard
will be minimized [10]. A typical tool for such a product or process design is the
statistical experimental design approach or design of experiment (DoE). Quality is
here basically defined �off-line� before the process has actually been implemented or
started. Statistical process control (SPC) in contrast compares the results or output of a
process with the designated reference states andmeasures are takenwhen deviations
from a desired condition of a process are statistically significant.When the process is
poorly designed (by inappropriate off-line quality control measures, that is, unsuit-
able or sub-optimal processes) these deviations may be large and cannot be com-
pensated for by statistical process control. Hence, it is obvious that off-line quality
control by well-designed processes which are based on a thorough understanding of
the effects of the involved process factors on the critical quality features of the product
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will govern the achievable product performance, or in other words: quality cannot be
tested into products afterwards.

1.1.5
Quality Assurance

Quality assurance relates to a formal system that ensures that all procedures that have
been designed and planned to produce quality of a certain level are appropriately
followed. Hence, quality assurance acts on a meta-level and continually surveys the
effectiveness of the quality philosophy of a company. Internal and external audits,
standardized procedures and comprehensive documentation systems (traceability)
are important tools to accomplish this �watchdog� function within the company.
Strict process descriptions determining every single step required during
manufacturing a product, including the required appraisal procedures, may be
defined, and deviations from these fixed procedures may be indicative of potential
deteriorations in quality; instruments like the Good Manufacturing Practice
approach or ISO certifications are typical for quality assurance on a highly sophis-
ticated level. However, defined procedures and certification alone do not necessarily
lead to improved performance or functionality of a product; obeying agreed-on
procedures merely guarantees conformance within a specifically designed process.
Pre-defined andfixed processes that are certified and commissionedby the regulatory
authorities, like for instance the manufacturing process of a specific drug by a
pharmaceutical company which is accepted and granted by authorities like the Food
and Drug Administration (FDA) may even prove to be inflexible, sub-optimal and
difficult to develop further. Since every small deviation from the standard routine
processing is considered a potential quality risk and, especially in the case of
pharmaceuticals or biologicals, may comprise a potential health hazard, all such
deviations are required to be communicated to the authorities. Process improve-
ments or further adaptations that usually require significant redefinition of process
parameter values need renewed approval by the authorities, which in most cases is
time and cost intensive. Thus, in a sense, quality assurance may even be counter-
productive to process improvement and impede the establishment of higher quality
levels in products. To overcome these limitations of current quality assurance
policies, during the past years, the FDA has promoted the PAT initiative which, in
a similar form, is also supported by the European Medicine Agency (EMA).

1.2
Management and Strategy

1.2.1
PAT Initiative

The major incentive behind the PAT initiative of the FDA is defined in the FDA-
Guidance �PAT – a Framework for Innovative Pharmaceutical Development,

1.2 Management and Strategy j9



Manufacturing and Quality Assurance� [1]: �PAT is a system for designing,
analyzing, and controlling manufacturing through timely measurements (i.e.,
during processing) or critical quality and performance attributes of raw and in-
process materials and processes, with the goal of ensuring final product quality.
It is important to note that the term analytical in PAT is viewed broadly to
include chemical, physical, microbiological, mathematical, and risk analysis
conducted in an integrated manner.� Within the PAT initiative, the manufac-
turers of pharmaceutical compounds are motivated to undergo a transition from
the currently used strategy of testing random samples at the end of the pipeline
for their compliance and otherwise strictly sticking to approved routine proce-
dures, towards a causal understanding of the process by means of process-
accompanying and process-controlling measurements and tests. This PAT rec-
ommendation is valid also for other branches of industry, such as the food
industry or biotechnology. By using powerful process analysis in the sense of
PAT, manufacturing processes may be controlled and directed towards the
desired levels of quality; moreover, PAT also contributes to the resource-efficiency
of the production process by, for instance, minimizing the emission of carbon
dioxide or reducing the energy consumption. Ideally, a 100% control of the
manufactured goods is accomplished by using on-line and in-line sensors. It is
anticipated that, by an integrative and system-oriented approach based on process
analysis and process control, the industry will experience significant competitive
advantages in the manufacturing of high-quality, customized products. Explicitly,
the following goals are pursued with employment of process analysis and process
control tools (PAT):

. Increase in productivity and product yield

. Minimization of energy and resources consumption

. Minimization of expenses for safety issues in the production facility

. Decreased number of customer complaints

. Increased operational flexibility

. Anticipating maintenance and process-integrated self-diagnosis

. 100% constant and certified quality

PAT will increase the production efficiency by

. Deep understanding of the production process

. Integration of quality into process steps

. Reduction of quality overhead costs

. Higher production quality

. Lower production costs

. Self-adjusting production processes

With the implementation of PAT it will be possible to pursue product-functionality
design or a quality by design approach from the very beginning of the product
conception. PAT targets a comprehensive feed-forward control approach and adap-
tive process analysis systems. Implementing PATconsequently requires application
of the following modules:
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1) Risk analysis of the production process (e.g., by failuremode and effects analysis,
FMEA)

2) Process analytics (sensors, spectrometers, etc.)
3) Process control systems (SPC, MSPC)
4) Statistical experimental design (DoE)
5) Multivariate data analysis

This PAT toolbox and its interplay is depicted schematically in Figure 1.5.

1.2.2
PAT Toolbox

Hence, in contrast to a widely anticipated false view, PAT is not restricted to single
devices for process analysis; PAT covers numerous tools included multivariate
statistical methods for data design, data gathering and data analysis, process
analytical sensors, control systems in the manufacturing, testing and admitting of
products, as well as measures for continuous process improvement and methods of
knowledgemanagement. One of themost important groups of on-line sensors is the
spectroscopic sensors, using the interaction between electromagnetic radiation and
matter for material characterization [6]. Another important group of PATsensors are
based on chromatographic methods which employ various types of physical-chemical
separation principles to physically de-convolute complex reaction mixtures into
single components which may subsequently be identified and quantitatively deter-
mined [13]. Yet another and completely different group of sensors is the so-called soft
sensors [14]. The basic principle behind soft sensors is that some material properties

Figure 1.5 The PAT toolbox.
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may not be measured directly as physical or chemical material parameters but can
only be deduced indirectly by analyzing secondary variables, which in turn can be
related to the target property by mathematical models. A very interesting recent
account of soft sensors in the PAT context is given in Ref. [14]. With soft sensors,
basically two main groups can be distinguished. On the one hand there are purely
data driven models which involve no a priori knowledge of biological, physical or
chemical interrelationships between the various categories of variables. Suchmodels
are called black box models and have the advantages of requiring no deep process
understanding and relative ease of implementation. However, they may over-fit the
observed data and be restricted to pure descriptions of the data without yielding true
causal relationships which are required for a knowledge-based quality design. Tools
often used are artificial neuronal networks, evolutionary algorithms, chemometric
models like partial-least squares (PLS), principal component analysis (PCA), prin-
ciple component regression (PLR), or support vector machines (SVR). White box
models, in contrast, are based on known physical or chemical relationships based on
kinetic or thermodynamic equations. If a priori information is integrated into data
driven models, so-called gray box models are employed [14]. It is evident that
numerous mathematical methods and algorithms are also included in PAT and,
hence, PAT is not restricted to specific sensors that record specific physical signals.
There are numerous requirements from the industrial user for process analytical
technologies. The most important ones are summarized in Figure 1.6 [15].

1.2.3
The Concept of Quality by Design (QbD)

The basic concept behind PATandQbD in the context of regulatory authorities of the
pharmaceutical industry has only recently been summarized very concisely by
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Figure 1.6 User requirements for PAT tools Source: [15].
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Schmidt-Bader [16] and in the following paragraphs some of the most relevant
aspects from this article will be adapted and summarized. The key aspect with a QbD
approach is that quality should not simply be tested at the end after the manufactur-
ing process has finished but should be considered already in the early phase during
the conceptual design of the product, and later at all stages of its manufacture.
�Quality cannot be tested into products; quality should be built in by design� [1]. In
consequence, quality becomes already a matter of product development and, hence,
is also strongly dependent on prior research activities into how the desired product
featuresmay be realized by industrial processes. Thewhole processing cycle, ranging
from the early developmental stage when the product and its quality features are
designed and planned, based on the input from the customers, over the product
realization and production phase to its final distribution and end-use is included in
such a perspective, and the manufacturer is now in the situation that he needs to
demonstrate a causal process understanding throughout the whole cycle, starting
from the early phases of product development to the routine productionwhich allows
guaranteed compliance with the required critical quality attributes (CQAs) during all
steps. This can only be brought about by employing scientific methods. �Using this
approach of building quality into products, this guidance highlights the necessity for
process understanding and opportunities for improving manufacturing efficiencies
through innovation and enhanced scientific communication betweenmanufacturers
and the Agency� [1].

All in all, with thePAT initiative the industry faces a shift in paradigmregarding the
future of intelligent process and quality control from a quality by testing approach
towards a quality by design approach. This paradigm change offers many opportu-
nities for business excellence. Primary goals in the context of QbD are

. Assurance of a reproducibly high quality of the intermediate and final products

. Reduction of the manufacturing costs

. The promotion and advancement of novel, innovative technologies for quality
assurance and process optimization

. The generation of in-depth, causal understanding of manufacturing processes

The transition fromQbT toQbD is characterized by numerous significant changes
in quality philosophy which are summarized in Figure 1.7 and Table 1.2.

1.2.4
ICH

The concept of QbD as developed by the FDA has been pushed towards realization
during the past years mainly by the International Conference on Harmonization of
Technical Requirements for Registration of Pharmaceuticals for Human Use
(ICH) [18]. The motivation behind ICH was to stimulate world-wide a common
and more flexible, science-based approach to the admission of pharmaceuticals.
The main focus lies in an international consensus between regulatory authorities
and industrial companies regarding the quality of pharmaceutical compounds:
�Develop a harmonized pharmaceutical quality system applicable across the life
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cycle of the product emphasizing an integrated approach to risk management
and science�.

In the ICH Q8 document [19] quality in the context of the QbD concept is defined
as follows: �Quality is the suitability of either a drug substance or drug product for its
intended use. This term includes such attributes as the identity, strength, and

Figure 1.7 Paradigm change by QbD (Courtesy of JH & Partner CATADIA Consulting GmbH,
Germany).

Table 1.2 Major differences between QbT and QbD (modified after [17]).

Quality by Testing (QbT) Quality by Design (QbD)

Development . Empirical approach . Systematic approach
. Importance of random findings . Multivariate strategies
. Focus on optimization . Focus on robustness

Manufacturing . Fixed . Variable within design space
. Based on defined specifications . Based on knowledge

. Supported by robust processes

Process control . Retrospective analysis . Prospective analysis
. Based on in-process control quality
is determined

. PAT tools control critical para-
meters, quality is predicted

. Data variability is not completely
understood

.Data variability has been subject
of research and is completely
(causally) understood

. Focus on reproducibility . Focus on PAT and QbD
concepts

Control strategy . Feed-back control . Feed-forward control
. Control by testing and inspection . Knowledge- and risk-based

quality assurance
Product specification . Acceptance criteria depend on data

of specific product charge

. Acceptance criteria depend on
end-user benefit
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purity.� [19] Besides considering the traditional definition of drug quality in the sense
of the law, the ICH definition also includes all processes and parameters that might
have an impact on the quality of the drug and, as documented in the ICH Q6
publication [20], ICH clearly assigns full responsibility to the industrial manufac-
turers to provide the required level of quality of a drug by appropriate measures:
�Specifications are critical quality standards that are proposed and justified by the
manufacturer and approved by the authorities� [20].

ICH was founded in 1990 by six independent organizations representing the
regulatory authorities as well as the industry involved in pharmaceutical research in
USA, Europe and Japan (see Figure 1.8).

The organizations directly involved are

. European Medicines Agency (EMEA)

. European Federation of Pharmaceutical Industries and Associations (EFPIA)

. Food and Drug Administration (FDA)

. Pharmaceutical Research and Manufacturers of America (PhRMA)

. Ministry of Health, Labor and Welfare (MHLW)

. Japan Pharmaceutical Manufacturers Association (JPMA)

. International Federation of Pharmaceutical Manufacturers and Associations
(IFPMA)

The European regulatory authorities are represented by the Committee for
Medicinal Products for Human Use (CHMP) as a subsection of the EMA. The
European pharmaceutical market is represented by EFPIA which represents 29
national pharmaceutical associations in Europe and 45 of the most important
industrial companies. For the American authorities, the FDA is involved with the
Center for Drug Evaluation and Research (CDER) and the Center for Biologics
Evaluation and Research (CBER). The researching American pharmaceutical indus-

Figure 1.8 The organizational structure of the International Conference of Harmonization of
Technical Requirements for Registration of Pharmaceuticals for Human Use (ICH) [18].
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try is involved with the PhRMA which represents 67 industrial enterprises and 24
research organizations from the US. The Japanese authorities are represented by the
Pharmaceuticals and Medical Devices Agency (PDMA) and the National Institute of
Health Sciences (NIHS) while the Japanese industry is represented by the JPMA
which heads 75 Japanese pharmaceutical companies and 14 national committees.
Pharmaceutical companies and associations situated in other countries all over the
world, including threshold and developing countries, are represented by the IFPMA,
which is a non-profit, non-governmental organization comprising numerous com-
panies involved in pharmaceutical research, biotechnology and vaccinemanufacture.

Additionally, three international organizations of observing status are involved in
ICH, whose most important role is to mediate between ICH and non-ICH member
countries. These three organizations are

. World Health Organization (WHO)

. European Free Trade Association (EFTA)

. Health Canada

1.2.5
The Concept of a Design Space

For an understanding of the strategy behind PAT/QbD, the concept of a design space
is of special importance. The ICH Q8 document [19] defines a design space as a
multidimensional correlation, that is, the combination and interaction of numerous
production factors governing the built-in quality of a (pharmaceutical) product.
Within such a design space, the complex interplay between input variables, like
properties of raw materials, process parameters, machine properties or user-effects
are completely understood on a causal level (see Figure 1.9).

Causal understanding is achieved by identifying and quantifying the effects of
critical factors on product quality at any stage of the process by multivariate
mathematical models. A design space can be obtained by applying the design of
experiments (DoE) approach which has been established as an important tool in
quality management since the 1980s [21, 22], for example, in the Six Sigma
concept [10, 23].

As pointed out in the ICH Q8 document [19], from a regulatory point of view, a
process would be considered as conforming as long as it is carried out within the pre-
defined design space. Since the exact trace within the design space is of no
importance, manufacturing a pharmaceutical or any other product becomes more
flexible. Currently, even small deviations from pre-defined values of process para-
meters need to be addressed with the authorities in a time-consuming and cost-
intensive procedure. Such deviations from a specific path within the design space
would no longer matter as long as a defined level of final quality can still be
guaranteed.

As an example to illustrate this shift in process philosophy in the pharmaceutical
industry, an industrial processwill be discussed schematically. Consider the chemical
synthesis of a given compound X. According to conventional philosophy, the
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preparation process would have been required to be defined very specifically in terms
of production conditions, such as specified reaction temperature, reaction time and,
say, catalyst concentration. To conform with the certified procedure all efforts are
focused on keeping the process within defined limits. Process analytical technology
would be employed to control the parameter settings for temperature and catalyst
concentration within agreed narrow boundaries to carry out the process in the pre-
defined way. The target in the traditional philosophy of QbTwould be to maintain a
process �180min at 120 �Cwith 5% of catalyst�, all significant deviations therefrom
would have to be documented and announced. In a QbD approach, in contrast, the
target would be �95% conversion plus defined product specifications� and all feasible
combinations of temperature, time and catalyst concentration (¼ design space)
leading to this end would be allowed. Thereby, a quality (and risk) based approach to
production is realized and much regulatory effort and certification cost can be
avoided.

This offers process analytical technology a decisive role inmanufacturing. Process
analytical tools would not be used to �measure and control the quality of the product�
or intermediate stages thereof, but instead would be employed to determine the
current �position of the process in the design space� allowing prediction of the
expected degree of quality and adjusting accordingly subsequent process steps to
guarantee an agreed final level of quality.

Accordingly, validation of the manufacturing procedure would be focused on the
process analytical methods that allow complete control of the design space. Robust
process analytical technologies are the key requirement for monitoring and con-

Figure 1.9 Schematic representation of the design space which is based on a knowledge space.
The control strategy with a QbD approach is to maintain a process within the design space.
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trolling the multivariate design space [16]. Analytically robust methods yield precise
and accurate results under modified working conditions. Analytical ruggedness is of
importance, too. This means that analytical methods are reproducible under varying
analytical circumstances, such as different laboratories, different laboratory personal
or different measurement devices. Robustness and reliability of analytical methods
as well as their continuous improvement will be of increasing importance for
assuring the quality and safety of products. In consequence, industrial processes
will becomemore robust. The robustness of an industrial process may be defined as
its tolerance against variability introduced by fluctuations in raw material quality,
variations in process and environmental conditions, and variations introduced by
equipment (e.g., deterioration with time) and human resources (e.g., habits,
moods). With robust processes, companies may be allowed to produce their goods
with a higher level of independence at lower cost and still improved guaranteed
quality levels.

Currently, manufacturing processes are defined and certified at an early stage
when only incomplete information is available on the influence of variations and
fluctuations in rawmaterial quality and process parameters. Improvements based on
later experience are difficult to implement. Knowledge-based manufacturing allows
rapid and continuous adaptation of the process to varying starting conditions and
allows cost-effective further development and quality improvement.

A major element within the philosophy of QbD is the exploitation of PAT to
accomplish this transition towards a knowledge-based production.

1.2.6
Implications for Other Branches of the Life Sciences

1.2.6.1 General Remarks
Although the basic impetus for pursuing PAT/QbD approaches arises from restric-
tions imposed by the rigorous legislative and regulatory framework in the context of
the good manufacturing policy (GMP) in the pharmaceutical industry, which lead to
complicated and cost-intensive approval processes caused by already moderate
modifications or even improvements in the production process, the implications
of this approach are certainly also of importance for other branches of the life
sciences. For example, in biotechnology and the food industry, the total control over
the design space in the growth of microorganisms and the harvesting of compounds
produced by them has also been targeted recently [24]. Compared to the pharma-
ceutical industry, however, there are several peculiarities that have to be overcome by
these industries, many of which deal with process analytical research questions.
Although many of the chemical processes employed in the pharmaceutical industry
which are desired to result in well defined compounds of high purity with a very
specific biological activity are complex systems governed by numerous factors like
concentration, composition, temperature, pH, and so on, in comparison to biotech-
nological or biosynthetic processes they seem rather simple and well-defined with
respect to the possible synthetic pathways encountered.
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1.2.6.2 Biotechnology
In biotechnology, due to the introduction of living cells or even mixed cultures,
another level of complexity is introduced which usually renders classical chemical
reaction engineering insufficient to develop a full understanding of the relevant
design space. Considering, for instance, recombinant protein expression by
genetically modified microorganisms, this typically involves numerous inter- and
intracellular interactions, growth and diffusion phenomena, and very complex
chemical reaction cascades within the living cells of the microorganisms. Expres-
sion of the foreign target compound by the organism has to be balanced with the
energy and material demands of the growing microorganism. Intracellular trans-
port phenomena and metabolic processes have to be included in the quantitatively
and causally determined design space, as well as external factors like organism
selection, fermentation medium development, process parameters, and scale-up
effects. Hence, like in conventional chemical or pharmaceutical synthesis, the
reactor system may not be treated as a black box; in the case of biotechnology the
living microorganism systems need also to be scientifically understood. This
imposes great challenges on process analytical technologies and is reflected by
numerous recent attempts to monitor in real-time fermentation processes and the
cultivation of microorganisms. Although subsequent process steps in biotechnol-
ogy, such as down-streaming, that is, the purification and enrichment of the
desired compounds from the fermentation broth, are also important, the major
focus in the application of PAT/QbD concepts in biotechnology clearly lies in the
fermentation step. Quality improvement in the course of the down-streaming may
be achieved only to a certain degree, and is usually achieved only via a sequence of
several process steps and, hence, is rather time-consuming and cost-intensive.
Therefore, the development and adaptation of suitable in-line measurement
technologies that lead to an improved understanding of microbial fermentation
is the most effective and promising way. Again, in comparison to the pharma-
ceutical industry which was our starting point, specific problem solutions of
process analytical tools for biotechnology must, among others, consider that the
sterility of the reaction system must be ensured, that many of the targeted analyte
species are present only in very small amounts, and that there is usually a large
influence of the surrounding medium, which in general is rather complex and not
constant with time.

1.2.6.3 Food Industry
Another level of complexity is typically added when the food manufacturing
industry is considered from a holistic point of view. Here again, purely physical
and chemical processes similar to classical chemical and pharmaceutical industries
or fermentation processes as in biotechnology may be involved in the manufactur-
ing of food. However, the growth, harvesting and processing of multi-cellular
organisms and complex objects has to be taken into consideration, and should
actually be included in the causal analysis of the variation pattern observed in food
manufacturing. Again, powerful process analytical technologies are required that
include measurement and processing of reliable data. However, in the context of
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establishing PAT/QbD approaches in the manufacturing industry, the food industry
plays a special role, not only because of the complexity of the involved processes but
also because it displays a disproportionately low level of automation in comparison
to the chemical and pharmaceutical industries or other branches. Hence, the
demand for process analytical technologies is especially high. It can be safely
assumed that due to the ever increasing cost pressure, to globalization, and to the
increasing requirements regarding quality assurance and food safety the food
industry will develop to an important emerging market for the automation industry
in the coming years. Besides activities directed at the rationalization of not-yet
automated processes, two main fields will be of major importance in the food
industry, (i) pro-active process and quality management, involving the integration of
quality assurance in the production and an improvement in equipment availability;
and (ii) the tracking and tracing of goods, that is mainly targeted at an increase in
food safety and a reduction in food deterioration caused by microbial decay
processes. This implies, in turn, an increasing demand for the engineering and
development of appropriate process analytical technologies, suchas, among others,
in-line sensors and data extraction tools [25].

1.2.6.4 Summary and Outlook
In any industry, process analytical technologies will, hence, gain in importance in the
near future. Process analysis as one of the major tools within PAT is concerned with
chemical, physical, biological and mathematical techniques and methods for the
prompt or real-time acquisition of critical parameters of chemical, physical, biolog-
ical or environmental processes. The aim of process analysis is to make available
relevant information and data required for the optimization and automation of
processes (process control) to assure product quality in safe, environmentally
compatible and cost-efficient processes [12].

Not only does time-resolved information need to be retrieved and used as a
controlling input, but, as becomes most evident from the outlined increase in
complexity of the subjects that are dealt with in the life sciences, the retrieved
information should also be space-resolved (chemical imaging). While in rather
�simple� aqueous reaction systems with quite rapid adjustment of (dynamic)
equilibria during chemical synthesis a spatial resolution may not necessarily be
required, it is obvious that the distribution of a drug in a pharmaceutical formulation,
or the spatial distribution of pathogens on food cropsmay be of critical importance to
the overall quality of the manufactured goods.

The major improvements for industrial processes that are brought about by
pursuing a QbD approach with the concomitant rigorous application of PAT tools
may be summarized as follows:

. Assurance of reproducibly high quality of intermediates and final products

. Reduction of the manufacturing costs

. Continuous process optimization with respect to an improved exploitation of the
employed material and energy resources

. Improved yields of high-quality end-product
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. Improved safety and environmental compatibility of the industrial processes

. Stimulation of novel technologies for quality assurance and process
optimization

. Generation of a causal understanding of the manufacturing process

1.3
Toolboxes for Process Control and Understanding

1.3.1
Introduction: Causality

Process control and understanding is an important feature for a future knowledge-
based manufacturing. Although on-line process control has been well known for the
last 20 years, the aspect of PAT in the pharmaceutical industry has become a driving
force for recent activities [1]. However, �quality� has different meanings to different
companies. For instance, for large companies that produce a standardized material,
the major target associated with quality is ensuring close adherence to the defined
product specification. In contrast, for smaller companies, �quality� means, in many
cases, guaranteeing the flexibility to fit the end-product requirements in relation to
rapidly changing market needs. Moreover, nowadays the concept of quality often
goes far beyond a specific product but embraces the concepts of plant quality and
total quality management (TQM). However, what all views of quality have in
common is their dependence on information about the intrinsic properties of a
product and knowledge of the relationship between plant parameters and product
functionalities.

On-line and inline quality control and process optimization will only be suc-
cessful when based on appropriate process analysis and process understanding, that
is, the analysis of the connection (cause and effect) between process parameters and
the quality characteristics of the final product with its specifications. Process
analytics in this sense means, therefore, understanding the causal relation between
measurement and response. By definition, causality is the strict relationship
between an event (the cause) and a second event (the effect), where the second
event is a consequence of the first [26]. Very often in chemometrics only descriptive
or statistical knowledge is produced which fits the special data set but cannot be
used as a general model. Figure 1.10 visualizes the different levels of knowledge for
process understanding.

A straightforward �cooking recipe� for knowledge-based production integrates the
following procedures (see also Section 1.2.2, Figure 1.5):

Step 1: Detailed analysis of the process and risk assessment
Step 2: Selection of the process analytical toolboxes
Step 3: Define the design space and design the necessary experiments
Step 4: Multivariate data analysis of the data
Step 5: Define the control system and integrate system into production
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1.3.2
Sampling

In homogeneous systems any sample which is taken will be representative of the
whole system. In heterogeneous systems it is difficult tofind away to extract a sample
(¼ fragment)which represents the average of thematerial. In practice, no samplewill
be strictly identical to the material as it is a matter of scale [27].

There are four general sampling strategies that are used for process analysis1):

. Withdrawal: A portion of the process stream is manually withdrawn and trans-
ferred into a suitable container for transport to the analyzer.

. Extractive sampling: A portion of the process stream is automatically taken to the
analyzer. This may take place either on a continuous basis or at frequent
intervals.

. In situ probing: A probe is inserted into the process stream or vessel and brought
into contact with the sample.

. Non-invasive testing: Either a �window� into the process stream or another mode
of non-contact measurement is used in order to account for interaction of the
analysis system with the process material

All four approaches have certain advantages and drawbacks and there is hardly ever
a clearly right or wrong approach to sampling.

In process analytics, one can distinguish between off-line, at-line, on-line and in-line
measurement methods [6]. In the case of off-line measurements, samples are
withdrawn from the process and analyzed in a laboratory environment which is
spatially clearly separated from the industrial equipment. Thus off-line analysis
always exerts significant lag times between recognizing and counteracting irregu-
larities. With at-linemeasurements, the sample is withdrawn from the process flow

Figure 1.10 Road map for process understanding.

1) D. Littlejohn, personal communication.
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and analyzedwith analytical equipment that is located in the immediate environment
of the industrial equipment.Hence, the reaction time for countermeasures is already
significantly reduced. Due to the industrial proximity it is often observed that at-line
analytical equipment is more robust and insensitive towards process environment
but less sensitive or precise than laboratory-only devices. In the case of on-line
measurements, samples are not completely removed from the process flow but
temporarily separated, for example, via a by-pass systemwhich transports the sample
directly through the on-line measurement device where the sample is analyzed in
immediate proximity to the industrial machining and is afterwards reunited with the
process stream. When in-line devices are used, the sensor is directly immersed into
the process flow and remains in direct contact with the unmodified material flow.
Figure 1.11 illustrates various sampling modes realized with in-line, on-line, at-line
and off-line sampling. Typical probes for interaction of electromagnetic irradiation
with samples are shown schematically in Figure 1.12 for various spectroscopic
techniques (transmission, diffuse reflectance, transflection and attenuated total
reflectance spectroscopy).

In the ideal case of process control, 100%of the processed elements or products are
covered by analytical methods at any time and complete knowledge about the quality
of the manufactured goods is obtained throughout the whole process. However, in
most cases (when only off-line or at-line devices are used) this is not possible and then
accepted sampling plans are required which define which and how many samples are
inspected at certain intervals [6].

Sampling is always an issue no matter which measurement approach is used, but
the nature of the challenge also varies with the approach. For instance, since with on-
line analysis a sample may be spatially separated from the main process stream by
means of a bypass system, on-line analysis has the advantage over in situ or in-line
analysis in that the sample can be pre-conditioned (filtrated, extracted, constant

Figure 1.11 Sampling methods.
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temperature etc.) prior to the analytical procedure. The main concern of sampling is
to get access to a representative sample. Besides being representative of the process
stream, some additional features need to be considered when selecting a certain
sampling approach. Sampling systems must ensure that the sample is1:

. obtained and delivered safely,

. conditioned and presented reliably to the analyzer,

. compatible with the analyzer regarding the measurement conditions, such as
temperature or pressure,

. obtained in a cost effective way, and

. representative also of the process stage, that is, the lag time from the process to the
analyzer must be within an acceptable range

It is generally believed that about 75% of analyzer reliability problems are
associated with the sampling system.

Sampling of solids presents the most significant problems. It is clear that finding
the key component at low concentrations of a targeted analyte within a complex
particulate systemwith high precision is a real challenge. As a rule of thumb, around
3000 to 10 000 particles are needed to obtain representative values. This can easily be
realized when only small particles are present in the medium; however, it is almost
impossible to calibrate a system with large particles. In this case, on-line calibration
may be the best way to receive representative information over time.

Liquids are considerably easier to sample, unless there are two phases present or
the liquids carry high levels of solid compounds.

Gases in general present the least problems, but can still be tricky where there are
components close to their dew point. The NESSI consortium has focused on using
modular sample system components in building block form that can be linked
together to make complete conditioning systems which include pressure regulators,
valves, pressure gauges and filters [28].

Figure 1.12 Schematic representation of typical spectroscopic probes (D, detector; P, probe; S,
sample).
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1.3.3
Process Validation

1.3.3.1 Role of Design of Experiments (DoE)
In January 2011 anew �Guidance for Industry: ProcessValidation:General Principles
and Practices� was introduced by the FDA and will be outlined here [29]. This
guidance describes process validation activities in three stages through the whole
lifecycle of the product and process, (i) process design, (ii) process qualification, and
(iii) continued process verification. These are the basic principles for smart or
intelligent manufacturing (see Figure 1.13).

The process should be understood from first principles and from a scientific and
engineering point of view. In most cases, the sources of variation during production
may already be known by experience; however, only rarely are they really understood
or quantified. Thus an important objective of process validation is to attribute all
variations in the process and raw materials directly to the product variability. The
perfect way to relate product variability to process and rawmaterial changes is to use a
DoE strategy [30]. However, it is sometimes difficult to select the appropriate
parameters and parameter settings for the design. A parameter is a measurable
value which can describe the characteristics of a system, for example, temperature,
pressure, and so on. Very often, these parameters may be the factors (¼ independent
variables) which predominantly influence the process and product quality (critical
process parameter or factor (CPP)).DoE allows one to identify the relevant factors and
to quantify their relative importance. It is logical that the factors which are of
importance should be controlled. However, it is sometimes a difficult task to find
the correct CPP.Multivariate data analysis (e.g., PCA) of historical data helps to select

Figure 1.13 Basic principles of smart manufacturing as defined by the FDA [29].
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the most important orthogonal parameters [6]. Orthogonality is an important
prerequisite in parameter selection for DoE since it is desirable to vary CPPs
independently of each other in order to influence the response properties of the
product.

Outliers are usually amuch better source of information than historical data based
on �standard� production, as standard production data only show the variationwithin
the regular production and, therefore, no systematic and significant variation of the
factors can be deduced. It is also important to emphasize that a reliable design of the
experiments should always include the possibility to evaluate the interaction terms
between the factors. When the interaction is more important than the main factors
this usually indicates that parameters are used which are not factors and, hence, the
DoE has to be modified.

1.3.3.2 Role of Failure Mode and Effects Analysis (FMEA)
Another tool to extract the most important factors is risk assessment such as failure
mode and effect analysis (FMEA) or cause and effectmatrices [10, 31, 32]. This assists
in effectively defining the design space, increases the awareness of the process risks,
and yields a better understanding of the relationships between functionality and
quality parameters. The critical quality attributes (CQA) are the data that best describe
the characteristics that need to be controlled to ensure product quality. Figure 1.14
shows the principal steps involved in FMEA and Figure 1.15 illustrates how FMEA is
situated within the production site of a product.

1.3.4
Measurement Technologies (How to Measure)

1.3.4.1 Selection of the Appropriate Technique
One of the key elements for process control is the selection of the best possible
technology. Common techniques used in industry measure physical attributes such
as conductivity or refractive index. They may be addressed as univariate sensors.
Process chromatography can be used to separate the components of complex
mixtures, but chromatographic methods are difficult to integrate in in situ and

Figure 1.14 Basic approach behind failure modes and effects analysis (FMEA).
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in-line process control set-ups.Unlike optical spectroscopy, new technologies like on-
line-NMRor terahertz spectroscopy, aswell asmass spectroscopy are not yet standard
equipment in in-line process analytics. A detailed overview of the different techni-
ques is given in [6, 33]. Since optical spectroscopy is currently among the most
prominent methods used in inline-process analytics, it is discussed inmore detail in
the following paragraphs.

Optical spectroscopy has developed into a widely used technique in process
analytics. Depending on the measurement problem, a broad range of useful
wavelength ranges and modes of interaction between electromagnetic radiation and
the sample can be used (see Figure 1.16).

Key issues from a practical point of view, besides cost/performance, are the need
for high sensitivity and selectivity, as well as the simplicity of application. Although

Figure 1.15 Integration of FMEA in the quality stream of a manufacturing facility.

Figure 1.16 Selection of appropriate wavelength regions depends on the spectroscopic method
used and the intended analytical application.
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the basic layout of spectroscopic tools is always very similar (light sensors–sample
contact area–detector), the various optical spectroscopic techniques are based on
numerous different measurement principles. Ultraviolet- and visible (UV/Vis)
spectroscopy is a highly sensitive technique for electronic transitions while mid-
infrared (MIR) spectroscopy is specific for vibrational transitions. Since energy
transitions between vibrational states of a molecule are highly substance-specific,
peaks measured in the MIR region can be directly attributed selectively to funda-
mentalmoieties in amolecule. Near-infrared (NIR) spectroscopy is less sensitive due
to lower yields of the higher order vibrational transition probabilities. However,
although not easily directly interpretable, the major advantage with NIR is that, even
at higher concentrations, no sample preparation (e.g., dilution) is needed. It is
important to emphasize that both NIR and MIR spectroscopy are highly sensitive to
water absorption. Table 1.3 shows a qualitative comparison of the advantages and
disadvantages of the different optical spectroscopic tools.

1.3.4.2 Working in Aqueous Systems
Figure 1.17 shows the spectra ofwater in theNIR andMIRwavelength ranges.Due to
the different absorption cross sections of the fundamental vibrations (MIR), the
combination bands, first second and third overtones in the NIR, different path
lengths must be used. The measured MIR spectrum is measured with a diamond
ATR system with a mean path length around 5mm.

The strong water absorption limits a broad application of these techniques in
aqueous systems, for example, the study of fermentation processes. Raman spec-
troscopy may be advantageous over NIR and MIR spectroscopy in aqueous systems.
In recent years, Raman spectroscopy has developed into a highly sensitive and
versatile technique and, therefore, has proven a very suitable method in biotech-

Table 1.3 Selection of the best possible inline technology in optical spectroscopy [6].

UV/VIS/s-NIR NIR MIR Fluorescence Raman

Selectivity þ þ þ þ þ þ þ þ þ þ þ
Sensitivity þ þ þ þ (þ ) þ þ þ þ þ þ (þ ) þ (þ þ )
Sampling þ þ þ þ þ þ þ þ þ þ þ þ
Working in
aqueous media

þ þ þ þ þ þ þ þ þ þ

Applicability þ þ þ þ þ þ þ þ
Process
analytical tool

þ þ þ þ þ þ þ þ þ þ þ

Light guide þ þ þ þ þ þ (þ ) þ þ þ þ þ þ
Signal Absorption Absorption Absorption Emission Scattering
Sampling
on-line/in-line

s, l, g s, l s, l, g s, l (g) s, l, (g)

Techniques Transmission
Reflectance ATR

Transmission
Reflectance ATR

ATR
(Transmission)

Reflectance
Transmission

Reflectance

Relative costs 1 3–5 6–10 4–6 8–12
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nology. For special applicationsfluorescence spectroscopy is certainly one of themost
sensitive techniques in spectroscopic analysis.

1.3.4.3 Trace Analysis
Trace analysis is still a challenge in process analytics. Optical spectroscopy can cover a
broad range of sensitivities and selectivities, as described before. One major
advantage of NIR is that the absorption cross sections are generally low. Thus the
technique can be used even at high concentrations. The typical detection limit for low
concentration mixture components lies at around 1%; due to the high absorption
coefficient for water as a trace component it is in the range down to 0.1% (or even
0.01%, depending on the system). In contrast, withMIR spectroscopy concentrations
as low as 0.01% are easy to measure and standard detection limits can be even as low
as 0.001%. Although Raman absorption cross sections lie typically around 10 orders
of magnitude lower than in FTIR, due to recent development of extraordinarily
sensitive detection systems Raman spectroscopy may approach the performance of
FTIR spectrometers in the near future. UV/Vis and fluorescence spectroscopy are
very sensitive techniques (in ppm, ppb and even lower), but lack selectivity.

As can be seen, the work horses in PAT are in many cases sufficiently sensitive.
However, especially for applications in biotechnology when one is working in
an aqueous environment at typically rather low metabolic concentrations, only
chromatography in combination with mass spectroscopy may be a reasonable
option [6, 33].

1.3.4.4 Qualification of a Spectrometer
Generally the quality of a spectroscopic inline control system can be described in
terms of its spectral range, spatial resolution, non-linearity, S/N ratio (stray light),
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Figure 1.17 Absorption spectra of water in the NIR region with different path lengths and MIR
(insert).
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diffraction efficiency and stability. The parameters needed to characterize the
systems are, for example:

. Spectral resolution

. Spectral linearity

. Absolute efficiency of the optics (throughput) and diffraction efficiency of the
grating,

. Straylight (S/N), ghost line and ghost image properties.

. Wavelength stability

Spectral axis calibration is done with spectrally well known light sources for
example, neon lamps, lasers, fluorescent systems. The backgroundCCD signal (dark
current) must be compensated for and – if possible – be minimized by cooling. The
detector response to light varies from pixel to pixel and is also strongly wavelength-
dependent. Moreover, the energy throughput of lenses and other optical elements
also depends on the wavelength. These variations can be calibrated by measuring a
white reference surface, storing this image, and then calculating the ratio between a
measured sample image and this white image (after dark current subtractions). Light
source color temperature drift and lighting spatial non-uniformity are also compen-
sated for, as long as the texture of the reference and the target is similar in terms of
specular and diffuse reflectance.

The spectral range defines the wavelength regions covered by the spectrometer.
The spectral resolution is related to themonochromator system used and defines the
power to resolve the narrowest spectral features in the electromagnetic spectrum.
The bandwidth is defined as the full width at half maximum of the spectral line. It is
important to notice that the optical resolution is different to the (digital) pixel
resolution of, for example, a diode array spectrometer. The pixel resolution describes
the number of digital points which are required to represent a peak in the spectrum.
Usually the pixel resolution should be about 2 to 3 times higher than the optical
resolution. The signal to noise ratio is the ratio of the radiancemeasured to the noise
created by the instrument electronics and the detector.

For on-line process analysis some additional features like the frequency of
maintenance and the frequency of recalibration are important and define, among
other features, the cost of ownership. Details of the calibration procedures are
defined inASTMstandards. The location of the analyzermust be compatible with the
safety ratings of the end user area.

1.3.5
Data Analysis and Calibration (How to Process Data and How to Calibrate)

1.3.5.1 Introduction
The basic idea of multivariate data analysis is to extract useful information from data
and to transfer this information into knowledge. Figure 1.18 visualizes the meth-
odology of multivariate data analysis to extract useful information from multidi-
mensional data sets.
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In common data there is high redundancy of the information, overlappingwith no-
information (white noise) and informationwhich is of nouse for the specific problem.
Besides univariate data analysis, the chemometric toolbox includes explorative data
analysis like principal component analysis (PCA);multivariate regressionanalysis like
partial least square analysis (PLS); andnonlinear approaches likeneural networks. It is
important to emphasize that the first step for a proper calibration and modeling is
always the correct optical set-up of the spectrometer device and the appropriate
definitionof themeasurement procedure. Aswill be shown later, complex systems are
preferably analyzed and described by using multiple spectroscopic methods (multi-
modal spectroscopy) which may be addressed as �optical principle component�
analysis. Hybrid models like multivariate curve resolution (see below) or science-
based calibration (SBC) allow the introduction of knowledge into the modeling.

A standard procedure to extract information and transform this information into
knowledge may be:

. Standardization and calibration of the instrument

. Spectral data pretreatment

. Data cleaning

. Principal component analysis

. Regression analysis

. Evaluation and figures of merit

The procedure for standardization and calibration of the instrumentwas described
in the previous section.

1.3.5.2 Spectral Data Pretreatments and Data Cleaning
As common in spectroscopy, themeasureddark spectra, reference spectra and sample
spectra are used to calculate the corrected sample spectra. Data transformation may

Some information 
+

redundant information

Some 
information 

+
non-specific 
information

Some information + 
no information

Find small portion of useful 

information

Univariate data analysis

Explorative multivariate
data analysis (PCA, etc.)

Multivariate regression and       
classification   (MLR, PLS,  
RBF, Kohonen.......)

Optical principal component 
analysis

MCR, SBC, Multiblock

Toolbox Chemometrics: Selectivity!! 

Figure 1.18 Extraction of information from a large data set.
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then involve the conversion of the raw data into, for example, absorbance. The
measured diffuse reflectance spectra can be transformed to absorbance or Kubelka-
Munkunits inorder to linearizethecorrelationtochemicalconstituentconcentrations.

Changes in sample surface, sample orientation, particle size distributions, com-
paction of loose samples like powders and external changes in the illumination or the
detector response (for instance by temperature drift)may result in unwanted spectral
signals, which are added or subtracted throughout the whole spectral range. To
reduce these additive effects a first and second derivative can be carried out. If the
spectra are very noisy they have to be smoothed before calculating the derivatives. A
detailed overview of standard pretreatment procedures and their effects on the optical
spectra is given in [34].

Spectra normalization, either to length one or area one, can be a choice if the
interesting information is more related to the shape of the spectral features than to
changes in absorbance intensity due to concentration variations of a constituent. In
such cases when classification (qualitative information) is aimed at, normalization is
a very helpful pretreatment method since the spectra will become independent of
their global intensity.

To correct for particle size or other scattering effects a multiplicative signal
correction (MSC) can be applied [35, 36]. Several methods have been described in
the scientific literature, ranging from simple MSC to more sophisticated method-
ologies such as extended MSC [37] and stepwise multiplicative scatter correction
(PMSC) [38]. Alternatively, the standard normal variate (SNV) correction for scatter
effects can be used. SNV is a simpler but purely mathematical-based procedure to
correct for scatter.

In order to correct for baseline curvature or other nonlinear effects across the NIR
spectral range a de-trending algorithm can be applied subsequently after an SNV
transformation. Barnes et al. [39] have shown thatMSCand SNVgivemore or less the
same results.

1.3.5.3 Chemometrics
Chemometrics offers the possibility to extract relevant information from multiple
wavelengths and methods instead of using single-wavelength channels only. Addi-
tionally, chemometrics reduces this relevant information into one or a few quality
defining parameters (underlying entities) by applying either multivariate classifica-
tion or regression models to the data.

There has been constant development in chemometrics and a number of good
reviews and useful tutorials have been published [34, 40–42]. The advent of modern
computer systems in the past decades has boosted widespread use of chemometric
software packages, and has also had a very positive effect on the broader distribution
of mathematics-intensive spectroscopic on-line methods.

Principal component analysis is a chemometric method that decomposes a two-
dimensional data Table X into a bilinear model of latent variables, the so-called
principal components, according to the following expression:

X ¼ TPT þE ð1:1Þ
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where T is the scores matrix and PT the transposed loadings matrix. The matrix E is
the residual matrix and accounts for the experimental error (noise), which is not part
of the model. The principal components are calculated so that they explain as much
variance of the data as possible. The first principal component captures most of the
variance in the data set. This information is then removed from the data and the next
principal component is calculated, which again captures the major part of the
remaining variance; this procedure is continued until a pre-defined stopping
criterion is met, which is based on falling below a lower limit of variance explained
by an addition of another principal component. All principal components are linearly
independent (orthogonal); that means there is no correlation among them and they
can, therefore, serve as a new coordinate system with reduced dimensions.

A so-called loading plot shows the relative importance of the individual variables
(here: absorbance at different wavelengths). It can be used to assign the spectral
classification to molecular structures of the chemical components. The objects can
also be represented by their scores in the new principal components space. This
allows clustering and structuring the samples quantitatively.

The fact that the principal components have no correlation among each other, as
they are calculated to be orthogonal, results in negative scores and loadings. This
makes it often difficult to interpret the underlying chemistry. To overcome this
deficiency, MCR can be applied instead, where non-negativity is one of the basic
prerequisites for calculation. Such MCR methods have been introduced to image
analysis only recently, with growing attention and success. More details can be found
in [9, 40].

1.3.5.4 Regression Analysis

Regression The target of PCA is more explorative but it is well possible to build
regression models with the PCA scores regressed on target values. This is called
principal component regression (PCR). However, as in traditional spectroscopy, the
most commonly used algorithm for multivariate regression is partial least squares
(sometimes also called projection to latent structures). The PLS algorithm builds an
inverse calibration model for the spectra X and the target value Y according to the
following regression equation:

Y ¼ XB ð1:2Þ
The matrix X contains the spectra and Y holds the corresponding target values,

which are the properties to be predicted. Y can be a matrix, but especially in process
control it often has only one y-variable. PLS uses latent variables, similar to the
principal components in PCA, to build the calibrationmodel. The latent variables are
calculated so that they explain asmuch as possible of the covariance between X and Y.

The model size (number of latent variables) is determined by the internal
validation data set and is checked for correctness with an external data set. The
figures of merit are given as bias and root mean square error of prediction as a
measure of accuracy and precision. They are calculated separately for the different
data sets according to the following formulae:
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bias ¼
X
i

yi�ŷið Þ ð1:3Þ

RMSEP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i yi�ŷið Þ2
n

s
ð1:4Þ

where yi is the reference concentration for the ith sample (given by the reference
method), ŷi is the predicted concentration by the calibrationmodel and n the number
of samples.When themodel has been validated, it can beused to predict y values (e.g.,
concentration) for measured spectra.

Evaluation of the Calibration The reliability of a method includes accuracy and
precision. �Accuracy� in testing means �closeness to the true value�. Especially in
biotechnology, this is hard to define because usually the relevant constituents cannot
be prepared in a pure state and their spectral characteristics depend strongly on the
interfering matrix material. Within a laboratory, accuracy can be established by
repeated analysis. Between laboratories, accuracy can be assessed by using themean
results of collaborative studies (ring tests) among all of the laboratories belonging to
the same organization. �Precision� in any testing means obtaining the same result
every time themeasurement is repeated. It includes repeatability and reproducibility.
�Reproducibility� includes all features of the test, including sub-sampling, sample
preparation and presentation to the instrument, and testing by all of the operators
that are likely to be involved in the testing. It is determined by repeated analysis of the
same sample, including all of the steps involved in the analytical procedure and all of
the operators likely to be involved in future testing. �Repeatability� includes all
features of the test except sub-sampling and sample preparation. It is determined by
performing duplicate or replicate tests on the same sample, after sub-sampling and
sample preparation, and is a test of the actualmethod on a single sample after sample
preparation. It is important to emphasize that PLS can bemisleading if it is not used
with care [43, 44]. To select the correct validation technique is the key for causality (see
Section 3.1).

1.3.6
Process Control (How to Control a Process)

As described in the �Guidance for Industry: Process Validation: General Principles
and Practices� and other papers, process analysis provides quantitative and quali-
tative information about a chemical process in real time, using on-line and in-line
analyzers [29, 45]:

�The information given by these systems is used to control the process. The
control strategy is defined as the input material controls, process controls and
monitors, and finished product tests, as appropriate, that are proposed and
justified in order to ensure product quality. The control strategy will ensure the
product is manufactured within the Design Space to meet all Critical Quality
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Attributes and other business-driven quality attributes (e.g., that affect cost or
manufacturability)�.

Process control is important for economic, safety and environmental reasons.
Improved process control allows more efficient use of feedstock and energy, giving
better product quality and ensuring consistency of quality. It also enables improved
treatment of waste products and effluent to meet continually more stringent
environmental legislation.

The key to good process control lies in the ability to measure fluctuations in the
system behavior (e.g., changes in feedstock composition or temperature build-up).
This information is then used to compensate for these changes and to optimize
process parameters.How representativemeasurements are of a system, how long the
interpretation of the data takes and how quickly this information can be acted on, are
important factors of process control.

In this section, the strategy of a modern manufacturing using feed-back and feed-
forward control is described. Figure 1.19 visualizes the strategy for process control
and how to manage variability.

Process control summarizes allmeasures to keep quality within certain limits.On-
line statistical process control involves actions tomonitor deviations fromadesired state
while the process is actually running andmanufacturing takes place. Hence, in order
to be able to react promptly in response to observed deviations, real-timemonitoring
techniques are advantageously employed. Even when a process is well designed,
statistical process control measures are always useful, since they allow one to detect
and act upon unforeseen effects of immediate or abrupt changes in the process

Figure 1.19 Managing variability (modified after FDA).
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conditions, and to correct the process for statistical variations that occur, for instance,
in the rawmaterial, which is always likely to happen. Moreover, processes when first
implemented are usually not yet optimizedwith regard to the highest possible level of
quality they might produce; on-line statistical process control may well assist in such
optimization and continuous improvement. Regarding the information that is used
for statistical process control, laboratory data or process datamay be used. Laboratory
data typically comprise physical or chemical tests performed on the incoming raw
material to control the input quality, or technological tests for the application behavior
of the final products to control the output quality. Especially in the early phases of
industrial manufacturing, this was the main mode of controlling the overall perfor-
mance of a process, the major indicator of process quality being the amount of waste
production or sorted-out parts (Figure 1.2). Regarding process-related data two
different types of process data are available: the first includes machine data, which
are accessible by recording parameter settings of themachine equipment, or general,
unspecific process data, like temperature, pHor conductivity, whichmay be recorded
by various sensors throughout the whole course of the production. The second type
includes quality influencing, material specific data which are directly related to and
measured on the produced goods by means of process analytical methods which are
applied at numerous intermediate product stages. Traditional laboratory data alone,
especially when only applied as end-of-pipeline tests of product performance, only
allow feed-back control loops, that is, after having detected that a fraction of the final

Figure 1.20 Process control by feed-back and feed-forward control requires a holistic view of the
process and the trans-disciplinary interplay of numerous techniques and methods [46].
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product is unusable andmust either be downgraded or even discarded, the process is
modified until subsequent batches may again be within specifications. In contrast,
process data (in combination with a causal understanding of the overall process)may
more intelligently be used in so-called feed-forward control loops which allow antic-
ipation of product properties before they have actually manifested. In this way,
correcting measures may be undertaken in advance in the case of expected negative
deviations and inferior or waste production may be totally avoided. Figure 1.20
(adapted from [46]) summarizes these concepts schematically.

1.4
Specific Problems Encountered in Industrial Process Analytics

In this section, selected process analytical problems that are of crucial importance to
many applications throughout various branches of industry are addressed. Since they
are often encountered in an industrial environment, this section is dedicated to
principle problem solutions that deal with moisture determination, the process
analytics of solids and surfaces, strongly scattering systems, and the spatially resolved
spectroscopy of samples using spectral imaging.

1.4.1
Moisture Measurements (NIR, MW)

Moisture is an important quantity which influences processability and shelf-life.
Moreover, delivering a product of definedmoisture content not only saves energy but
also increases profit. Off-line moisture measurements are time-consuming and
cannot be used for a feed-back or a feed-forward control inmanufacturing. Therefore,
there is a strong demand in industry for on-line and in-line control of water in a
substrate [47].

1.4.1.1 NIR Spectroscopy
As described in the previous chapter, MIR and NIR spectroscopy show strong
absorption for water and, therefore, can be used for in-line analysis of moisture
content. NIR spectroscopy is based onmeasurements of light absorbed by the sample
when it is exposed to electromagnetic radiation in the range from 780nm
(12 820 cm�1) (short-NIR, s-NIR) to 2500 nm (4000 cm�1) (NIR). As described in
the previous chapter, water absorption in the NIR occurs mainly at wavelengths
around 1445 and 1900 nm (Figure 1.21).

There are numerous investigations which deal with the determination of surface
water and intrinsic water (bulk water). To separate these two kinds of water
spectroscopically, it is generally postulated that surface water predominantly absorbs
around 1900–1906 nm and intrinsic water, respectively bound water, at 1936 nm.
However, bands in the NIR are broad and, in most cases, spectrometers were used
which were limited in their optical resolution. Thus care must be taken to interpret
spectra obtained from measurements on real life components.
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Furthermore, as described in the next chapters, the cross sections for absorption,
and also for scattering, are usually in a range of low penetration depths of photons. At
strong absorptions in the NIR (e.g., combination vibration), penetration and, hence,
information depth may, therefore, be only a few hundred microns or even less; in the
third overtone of water (s-NIR), penetration into the substrate may go up to several
millimeters. Therefore, the measurement of moisture using NIR combination bands
is usually restricted to the determination of surface water. The typically used reference
measurement techniques for calibration of the spectroscopic signal, such as Karl
Fischer titration or gravimetric methods (�loss on drying�), however, determine the
overall bulk moisture content, which does not necessarily correlate to the surface
moisture that ismeasuredbyNIR spectroscopy.Hence, calibration ofNIRspectramay
be erroneous. Moreover, NIR spectra often also contain spectral contributions from
other components which may overlap with water peaks. To make things even more
complicated, signals may also be perturbed by scattering due to particles of different
(and unknown) size distribution, resulting in nonlinear mean free path length
variations of the photons. In multivariate calibrations, SNV, MSC or EMSC have
been successfully used to eliminate baseline offsets present in the raw spectra and can
compensate for differences in thickness and light scattering of the analyzed samples.

1.4.1.2 Microwave Resonance Technique (MWR)
In the case ofmicrowave resonance (MWR)measurements the specific absorption of
water in the microwave wavelength range of 2–3GHz is used. Sensors are designed
from cavity resonators or stray field resonators. The penetration depth of the
microwaves is in the several-cm range and, therefore, bulk moisture measurements

Figure 1.21 NIR spectra showing the typical
absorbance pattern of water with maxima at
1450 and 1950 nm. The spectra show the
evaporation of water from cellulose-based filter
paper during drying. Measurements were

performed with a Lambda 1050 NIR
spectrometer (Perkin Elmer) in diffuse
reflectance using an integrating sphere
(150mm).
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can easily be correlated. Figure 1.22 shows an example of themicrowave spectrum of
an empty resonator and a resonator filled with a substrate.

Usually, the spectrum of the empty resonator is stable and can be used as an
�absolute� reference which is specific for a given system and system set-up under
certain temperature-controlled conditions. When a moisture-containing substrate is
measured (surface and bulk), the spectrum of the empty resonator changes in two
ways: First, the resonance spectrum shifts towards lower frequencies due to the
dielectric losses and, secondly the spectral bandwidth increases in response to the
density, respectively, the mass of the substrate. This information can be used to
compensate for fluctuations of the measured path lengths due to particle size
variations or other density changes (like, for instance, compaction) during on-line
measurements. Hence, besides being a very precise and reproducible measurement
method formoisture content,MWR also allowsmass or density determination of the
bulk material which is corrected for the moisture content (dry mass determination).
Being a very rapidmeasurementmethod, theMWR technique allows up to 500 single
measurements per second of powders, granules, fibers and even solids. This allows
easy averaging of the spectral information. Unlike other dielectric techniques, such
as capacitive techniques, conductivity measurements or microwave transmission
measurements, unperturbed information is obtained, even in caseswhere substrates
are used that contain high amounts of ionic material. Numerous applications can be
found in the literature for food and feed control [48, 49]. Figure 1.23 shows examples
for the set-up of on-line measurements in the food industry.

1.4.2
Process Analytics of Solids and Surfaces: Specular and Diffuse Reflectance

In real-life samples of solids or surfaces, reflectance spectra are composed of
contributions from specular and diffuse reflected light. Pharmaceutical tablets show

Figure 1.22 Microwave spectra of an empty and filled resonator.
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primarily diffuse reflectance but, due to different degrees of compaction, specular
surface reflectance is also observed. Decisive changes in the scattering coefficient
occur during compaction and relaxation and have a great impact on the measured
signal. Metal surfaces, on the other hand, exhibit mainly specular reflectance and
interference; however, they may also show some diffuse reflectance due to defects
within the layer, surface roughness, or contaminants on the surface. In a more
complex system like wood chips, on-line control allows correlation of the spectral
signature not only to a single target value like lignin, but to a complex quality
definition like functionality.

The Fresnel equations are the basis for the calculation and interpretation of the
portion of light which is specular reflected from optically smooth surfaces and
consists of wavelengths that are comparable to those of the incident light. Diffuse
scattering originates from surface irregularities that are of the same order of
magnitude (or slightly smaller) as the wavelength of the irradiating light source,
as shown schematically in Figure 1.24. Diffuse reflected light is described by the

Figure 1.23 On-line control of wheat grains by amicrowave stray field sensor (a) and a slide sensor
measuring moisture of bread crumbs (b), (courtesy of Sartorius).

Figure 1.24 Specular and diffuse reflectance of a real-life sample surface [50].
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KubelkaMunk function [50]. In this case, diffuse reflectance is influenced by both the
absorption and scattering coefficients, which are usually denoted as k and s. In an
ideal case, the absorption coefficient k and the scattering coefficient s can be separated
by the measurement of a sample with defined thickness in diffuse reflectance on a
highly scatteringwhite or black background, or bymeans of diffuse transmission and
reflectance spectroscopy [50].

In real-life samples, specular and diffuse reflectance contribute simultaneously to
the overall spectrum,which is then amixture of both effects. A detailedmathematical
description of the resulting solutions of the Fresnel and Kubelka Munk function is
given in [51].

The ideal experimental set-up would be to measure the reflectance bymeans of an
integrating sphere. But integrating spheres are not suitable for in-line or on-line
control. Moreover, the analytical deconvolution of the spectral information into the
contributions of the pure specular and diffuse components is not a simple task. Thus,
efforts must be made to focus the measurement on either diffuse reflectance or
specular reflectance in order to optimize the response, depending on the required
physical or chemical information.

An even stronger discrimination between diffuse and specular reflectance is
feasible using polarized light. Polarized light is depolarized by scatter centers and
therewith the information on defect sites is emphasized.

A specific target of the PAT initiative of the Food and Drug Administration of the
United States of America is to identify and quantify an active pharmaceutical
ingredient (API) in a complex formulation. Thus a direct relation between the
measured spectrum and the concentration of the API must be established at high
precision. The objectives of on-line control are, therefore, a fast and robust nonin-
vasive measurement protocol which is not perturbed by artefacts. Pharmaceutical
tablets aremade from small particles which can act as ideal scatter centers for diffuse
reflectance. Spectra, therefore, simultaneously show (i) wavelength-dependent scat-
tering, and (ii) specific absorption due to their chemical composition. Since the
process of tablet formation leads to a smooth surface after compaction, the tablets
additionally exhibit specular reflectance which perturbs the diffuse reflectance
measurement. For on-line control, the amount of specular reflected light being
transmitted to the detector should beminimized. Apossible set-up to bring this about
is the diffuse illumination of the sample and a detection perpendicular to the
illuminated surface. Alternatively, the illumination can be performed at an angle
of 45� while the detection of the diffuse reflected light is again done at an angle of 90�

to the surface (assignment: 45R0). A detailed description is given in [52].

1.4.3
Working in Multiple Scattering Systems: Separating Scatter from Absorbance

1.4.3.1 Basics in the Measurement of Opaque Systems
In scattering systems, the interaction of light (photons) is complex and includes
refraction, specular and diffuse reflectance and/or transmission, as well as absorp-
tion and scattering simultaneously. Due to the diffusion of photons, even the spatial
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identification and attribution to a defined spatial coordinate in x and ymay diminish.
Hence, the spectroscopic investigation of samples that contain phase boundaries
and, therefore, simultaneously display absorption and scattering effects show several
restrictions regarding the experimental procedure (methodological approach) and
the substrate:

Methodological influences

. Angle of illumination and detection (specular and diffuse light)

. Wavelength range: for example, UV–VIS–NIR–IR

. Polarization of the light (illumination and detection)

. Illumination and detection area

. Focal planes of illumination and detection

Substrate influences

. Differences in particle and matrix refractive indices

. Particle size

. Particle size distribution

. Volume concentration – compaction

. Scattering and absorption coefficients

Figure 1.25 shows schematically the different effects occurring when photons
interact with an opaque substrate.

Particles produce scattered light. The intensity of the scattered light is dependent
on the size of the particle and the wavelength of the interacting photons. Smaller
particles show higher scatter and light of shorter wavelengths is more strongly
scattered than light of longer wavelengths. This results in a difference in mean free
path lengths and penetration depths of the photons. In combination with absorption
phenomena, the overall spectral response will be significantly different when the
same sample is measured in diffuse reflectance or in diffuse transmission. Also, the
thickness of the measured sample will have a strong influence on the obtained
spectra due to photon loss at the rear side of the sample. These photons cannot be

Figure 1.25 Schematic representation of the different possibilities for the interaction of photons
with opaque systems.
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scattered back again as in the case of infinite sample thickness. Thus, the geometrical
set-up of the measurement is an important factor and changes in particle sizes and
size distribution must be compensated during calibration.

It is also important to emphasize that scattering also changes the direction of the
photons. Theoretical calculations have shown that the travel distance of the photon
may even be expressed in millimeters and more. Therefore, in highly scattering
systems, information fromone spatial regionmay be influenced by information from
another region, resulting in a mixing of the spatially separated spectral information.
As a result, there is a trade-off between spatial resolution and chemical (quantitative)
information [6].

1.4.3.2 Separation of Scatter from Absorption
In many chemical, pharmaceutical and biotechnological processes not only the
chemical changes are of importance but also the morphological variation of the
particulates. When spectroscopic in-line control is applied to such complex systems
very often the scatter in the spectra is regarded as unwanted and, therefore,
eliminated by chemometric methods instead of using it as a supplementary source
of information on the morphology of the substrate. One of the most appropriate
theories to describe multiple scattering and absorption is the radiative transfer
equation (RTE). A summary of RTE is given in [53]. A survey of the different
techniques is described in [54].

Using this equation, three separate and independentmeasurements are necessary
to separate scatter from absorption. Kort€um [50] and coworkers have demonstrated
extensively the power of diffuse reflectance spectroscopy in quantitative measure-
ments of turbid systems. The simplest approach is to use the Kubelka Munk (KM)
function, where F(R¥) describes the reflectance of an optically infinitely thick sample.

Linearity between the spectral response and concentration is only obtained (i) with
a specific optical set-up for diffuse illumination and (ii) when a defined preparation
procedure of the samples is used with special consideration for reproducible
grinding and dilution of the sample with powders that do not absorb. In practice,
the alternative log 1/R¥, that is called �absorbance�, prevails over F(R¥) of the KM
function inmost publications. The KM function is shown in Eq. (1.5). Here K stands
for absorption and S for scattering

EðR¥Þ ¼ K
S
¼ ð1�R¥Þ2

2R¥
ð1:5Þ

Several models exist to determine the wavelength-dependent scattering and
absorption coefficients in diffuse reflectance and diffuse transmission spectrosco-
py [19]. K and S can be calculated for example, from the simplified solution of
the differential equations of the Kubelka Munk function of a light flux into and from
the sample. Eqs. (1.6) and (1.7) describe the relation between S and K with the
measurements of a sample in diffuse reflectance.

S ¼ 2:303
d

� R¥

1�R2
¥
� log R¥ 1�R¥ �R0ð Þ

R¥�R0

� �
ð1:6Þ
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K ¼ 2:303
2 � d � 1�R¥

1þR¥
� log R¥ 1�R¥ �R0ð Þ

R¥�R0

� �
ð1:7Þ

Here, R0 denotes the spectrum measured at a definite sample thickness with a
black, strongly absorbing background and R¥ denotes the measurement of the same
sample with an ideal white scatter (¼ nonabsorbing material for example, barium
sulfate) as a background. Other approaches are described by Oelkrug, Dahm and
Dahm [55, 56].

Figure 1.26 shows the result of a spectrum where the contributions of scatter and
absorption have been separated. For demonstration, an aspirin tablet with cellulose
as excipient is measured at different compactions in diffuse reflectance with infinite
and definite thickness. For details see [6, 9, 52].

As can be seen clearly, the absorption portion of the spectrum in the longer
wavelength region containing chemical information is slightly perturbed by scatter,
whereas in the shorter wavelength range, scatter is the dominating information
source on the morphology of the sample.

This deconvolution can also be used with advantage in chemical imaging.
Figure 1.27 shows the image of an aspirin (ASS) tablet as measured at the specific
absorption wavelength of ASS in diffuse transmission and diffuse reflectance. The S
and K values were calculated at the specified wavelengths.

The figure shows nicely that the same particle of ASS shows different regions of
absorption depending on the geometrical set-up of the measurement and the used

Figure 1.26 Diffuse reflectance and diffuse transmittance spectra of Aspirin in cellulose (a) and
calculated wavelength-dependent scatter and �pure� absorption spectra (b) [52].
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wavelength. UV absorption is significantly stronger than the absorption in the NIR
range. This is also true for the scattering, which at lower wavelengths is much
stronger than in NIR. It can also be seen that scattering is especially strong at the
phase boundaries of the particle.

Figures 1.26 and 1.27 clearly show that the overall spectrum is the superposition
of the contributions of absorption and scattering effects. Therefore, the mean free
path lengths of a photon into and through a tablet will depend on the number of
scattering centers and the scattering characteristics of the particles. The probability of
interaction of the photon, and thus the signal intensity, also depends on the portion
of photons that is absorbed during their motion through the particulate
system. Certainly, the measured intensity also depends on the layer thickness since
photons are lost by transmission when the layers are of finite thickness. In theory, if a
photon is not absorbed it will travel for an infinite distance within the particulate
system.

1.4.3.3 Optical Penetration Depth
The optical penetration can be defined as the depth d, at which the intensity of the
radiation inside the material I falls to 1/e (about 37%) of the value of the incident
beam, I0. For a semi-infinite medium, in the range of validity of the K-M theory, the
intensity at a distance z from the surface can be approximated2) as:

d ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KðK þ 2SÞp ð1:8Þ

Figure 1.27 Spectral imaging of an aspirin particle in cellulose: (a) �pure� absorption of the aspirin
at different wavelengths, (b) �pure� scatter of the particle at different wavelengths (for more details,
see [52].

2) D. Oelkrug, B. Boldrini, and R. W. Kessler, unpublished results.
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This is a generalized form of the penetration depth integrating absorption and
scattering. Details will be described elsewhere.

Figure 1.28 shows the result of a calculated penetration spectrum of the theo-
phyllin tablet example shown in Figure 1.4 at two different compactions. Because of
the high absorbance at longer wavelengths the penetration depth is low. On the other
hand, due to the strong absorption, the spatial resolution at higher wavelengths may
be higher because the number of scattered photons is lower and specular reflectance
has a lower probability. In the short NIR range (below 1100 nm), high penetration
takes place, mainly due to the low absorption and mean scattering properties of the
sample. As demonstrated, the penetration depth and, therefore, the scale of scrutiny
can be determined, when the scatter and absorption coefficients are known. Similar
approaches with similar results are described in [53, 57].

Amuch simpler approach is described in [58, 59]. Here the spectral response of an
absorber ismeasuredwhen this absorber is coveredwith different layers of scattering
particles. The description of the determined path length is, however, strongly
dependent on the geometrical set-up of the system, the sensitivity of the instrument
and the properties of the particulates and, therefore, cannot be generalized.

1.4.4
Spectral Imaging and Multipoint Spectroscopy

Spectral or chemical imaging combines the physical and chemical characterization of
samples by spatially resolved spectroscopy. The techniques may either be classified
according to the usedwavelength ranges or,more generally, intomapping or imaging
techniques. Mapping usually means to get an image by exploiting the full spectrum
(l) of a local point through point measurements (at spatial x and y coordinates). The
term imaging is used, when two-dimensional pictures (x, y) are obtained by a camera

Figure 1.28 Penetration spectrum for the theophyllin tablet in cellactose at different degrees of
compaction.
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at different wavelengths (l). In addition, line scans are defined as measured spectra
along a line [60]. A more straightforward taxonomy is used in remote sensing. The
different applied technologies are labeled as:

. Whiskbroom imaging

. Staring (�stardown�) imaging

. Pushbroom imaging

Figure 1.29 visualizes the different techniques. All techniques can use the full
optical wavelength range from the UV to the IR as well as Raman and fluorescence.

In process control, the spectroscopic method is often applied to moving samples
and, therefore, should be as fast as possible. Hence, in this case the pushbroom
acquisition mode is usually the best suited technique. Along a line of the sample,
which represents the first spatial direction (x-axis), several spectra are measured at
the same time. The pixel spatial resolution of this x-axis is determined by the number
of pixels used and the distance of the sample from the spectrometer objective lens.
The pixel resolution of the spectral l-direction (z-axis,) is determined by the spectral
range of the spectrometer (camera) and the number of pixels that are combined
together to yield one spectrum. The second spatial dimension (y-axis) is correlated
with time. If the sample is moved before the next line-scan starts, the time and the
second spatial dimension on the sample (y-axis) are correlated to themoving speed of
the sample. The data cube of the measurement thus represents the two spatial axes
and the wavelength axis.

Figure 1.30 shows an example of the data cube of a hyperspectral image of a wood
chip on which the letters RRI (Reutlingen Research Institute) are written with a UF
(urea formaldehyde) resin binder that is commonly used in the production of

Figure 1.29 Visualization of the different imaging technologies: whiskbroom imaging, staring
imaging, pushbroom imaging.
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oriented strand boards (OSB). The objective of the chemometric treatment is to
separate the information �wood chip� from the information �binder� and is intended
finally to determine the thickness of the binder layer. A hyperspectral image was
recorded for this sample with a pushbroom imager from Specim Finland. The first
spatial resolution (x-axis) contains 180 pixels and each pixel represents 0.1mmon the
sample. For the second spatial direction (y-axis) 20 line-scans were performed after
positioning the sample on a conveyer belt another 0.5mm further in the y-direction
from the starting position. Thismeans 20 pixels for this y-directionwith a spatial pixel
resolution of 0.5mm. The chemical information for each pixel is contained in 214
NIR absorption values in the wavelength range from 900 to 1700 nm (spectral pixel
resolution is 3.7-nm). The resulting three-dimensional data cube (180� 20� 214) is
sketched in Figure 1.30 together with a distributionmap for one selected wavelength
(1506 nm) and one spectrum along the spectral direction for pixel x¼ 90, y¼ 10. The
full hyperspectral image has (180� 20¼ 3600) spectra with 214 spectral readings in
each spectrum.

To get the full chemical information out of the hyperspectral image it is necessary
to look at the full spectral information contained in the image. This can be done by
applyingmultivariate data analysismethodologies to extract the relevant information
and at the same time reduce the dimensionality of the data. For images it is called
multivariate image analysis (MIA) and for a qualitative analysis it is very often linked
to principal component analysis (PCA). If a quantitative value for a quality or process
parameter is required it is called multivariate image regression (MIR) and is mostly
related to the partial least squares algorithms (PLS) [61].

When an optical fiber bundle is coupled to a pushbroom imager, multi-point
spectroscopy at different locations in a reactor will be possible. These fibers can,
however, also be coupled to various probes, thereby enabling simultaneousmeasure-
ments like reflection, transmission or ATR measurements (see Section 6.2).

Pushbroom imaging technology is, for example, used to identify plastics in waste
management systems. Figure 1.31 shows an example of a commercial application in
separation of the different polymers automatically on a conveyor belt.

Figure 1.30 left: Sketch of three-dimensional hypercube (a) and distribution map for one selected
wavelength l¼ 1506 nm (b) and one spectrum along the spectral direction for one pixel x¼ 90,
y¼ 10 (c). (d) Schematic drawing of a pushbroom imager (courtesy of Specim, Finland).
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1.5
Survey Through Industrial Applications

1.5.1
Selection of Applications

This short survey through selected industrial applications of process analytical
technology in the industry should illustrate the potential and widespread use that
such methods already experience in the current industrial landscape. It should
stimulate interest in potential problem solutions and with several thousand pub-
lications on the subject only in the course of the last five years is by far not intended to
be comprehensive.

The objective of this section is to give also a short overview of the different
applications of hyperspectral imaging in industry and science. It should provide
some ideas on the heritage of information which is gained from hyperspectral
images. Historically, the pharmaceutical industry uses mainly staring imaging
technology, whereas food and agriculture is more focused on pushbroom imaging
technology due to its background in remote sensing. Whiskbroom imaging tech-
nology will not be included in the selected applications as this technique is more
restricted to scientific interests [62].

It is by far beyond the scope of this chapter to mention all relevant techniques and
methods in detail, in the following sections only a brief summary of important
applications of the various optical spectroscopic techniques is given. For an in-depth

Figure 1.31 Real time characterization of polymers in plastic waste separation (courtesy of EVK
company).
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summary of new developments in PAT the reader is referred to the review articles on
process analytical chemistry by Workman and coworkers, for instance Refs [2, 63]
which are published every couple of years and reflect the most important new
developments in the field. Recent accounts of the state of the art of process analytical
technology are also to be found, for example, in [6, 33, 64, 65].

1.5.2
Pharmaceutical Industry

The most important applications of process analytical technology in the pharma-
ceutical industry cover on-line measurements in raw material control, reaction
monitoring and control, crystallization monitoring and control, drying, milling,
cleaning validation, granulation and blending, drug polymorphism detection, par-
ticle size, moisture content determination, and tablet analysis, as well as packaging.

1.5.2.1 UV/Vis Spectroscopy
Spectroscopic analysis in the pharmaceutical industry is very often concerned with
the analysis of drug formulations such as tablets. For instance, dissolution testing of
tablets is mandatory and there exist guidelines of how to perform these tests. Diode-
array spectrometer-based UV/Vis techniques can be employed in this context to
monitor the dissolution behavior of tablets [66]. Another important application of
UV/Vis spectroscopy is the controlling of cleaning operations. The cleanliness of
vessels intended for pharmaceuticals, beverage or food production has to be
guaranteed when production shifts from one batch to another with an intermittent
cleaning step. Fiber-opticUV/Vis spectrometers have beenused for this purpose.UV/
Vis spectroscopy has also been used to determine the active ingredients content in
tablets, for example paracetamol, ibuprofen, and caffeine [67].

1.5.2.2 NIR Spectroscopy
NIR spectroscopy is an establishedmeasurement technology that has been employed
for several decades under in situ conditions. In comparison to the chemical industry,
the diversity of industrial operations is much smaller. Hence, a number of standard
applications of NIR spectroscopy have been developed that are established and widely
used by numerous pharmaceutical companies. Typical standard applications are, for
example, the NIR spectroscopic control of raw material identity by using fingerprint
analysis of the incomingsubstances, theNIRmonitoringofmixingprocesses, theNIR
monitoring of granulation, or the NIR analysis of tablet formation and compaction.
While raw material control in many cases is accomplished by laboratory equipment,
in-process applications are of importance, especially in the control of the granulation
process.An important target signal here is the time-dependentmoisture content of the
aggregate in the course of particle compaction. Besidesmonitoring the kinetics of the
granulate water content, the kinetics of changes in the particle size distribution can be
determined [68]. NIR spectroscopy is also used in the characterization of the mixture
homogeneity of powder preparations. Here, two major strategies have been followed:
(i) on-line NIR monitoring of the mixing process [69–72] by implementing either
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stationary or moving NIR-probes directly in the mixing machinery, and (ii) imaging
approaches, which will be described below. In the NIR spectroscopic analysis of
tablets, the recent development of very rapid measurement devices based on diode
array spectrometers allows 100% control of all manufactured tablets [73, 74], which
represents an important step forward from random sampling. A typical problem in
tablet manufacturing is not only the absolute amount of active ingredient but also its
distribution within the particular formulation. While chromatographic analysis upon
homogenization of the tablet by dissolution reveals the actual overall content of the
drug in the tablet, the information generated by spectroscopicmeasurements is more
complicated to unravel. Since NIR spectroscopy of tablets is typically carried out in
diffuse reflectance the simultaneous contributions of scattering and absorption
phenomena have to be considered and the arguments presented in Section 4.3 need
to taken into account. Besides photon diffusion spectroscopy, here, too, imaging
methodswill play an increasingly important role in process analysis. Besides the active
ingredient content and its distribution, in the automated analysis andquality control of
tablets, physical parameters such as mass, diameter, thickness and hardness of the
tablets are targeted [75, 76]. More examples on the application of NIR spectroscopy in
combination with chemometric techniques can be found in the recently published
review by Roggo [77] and in [78].

1.5.2.3 Raman Spectroscopy
Since interpretation of Raman bands is much more straightforward than qualitative
interpretation of NIR bands and, hence, with Raman less chemometric effort is
required, information deduction from Raman spectroscopy provides great potential
also for the pharmaceutical industry. Monitoring of pharmaceutical blend homoge-
neity has been successfully accomplished using Raman based on a calibration-free
approach by mean square difference between two sequential spectra; see, for
example, [79]. In this study it was demonstrated that particle size and mixing speed
significantly influence the time required to obtain homogenous mixing. Raman
spectroscopy has also been used to follow the kinetics of polymorph conversion from
one form to another [80]. Automated analysis of micro-titer plates can also be
performed using Raman spectroscopy. Since it is possible to distinguish between
crystal forms Raman spectroscopy has been suggested as a tool for high-throughput
screening for different crystal structures [81]. Raman spectroscopy can also beused in
combination with NIR data to determine correlations between physical pharmaceu-
tical properties of tablets, such as hardness, porosity, and crushing strength [82].
Among others, the review published by Barnes [83] summarizes more recent
examples of the application of Raman spectroscopy in the monitoring of pharma-
ceutical processes.

1.5.2.4 Imaging Techniques
There are still only a limited number of real life on-line applications for chemical
imaging in process control in the pharmaceutical industry. Exhaustive reviews of
different applications canbe found in [33, 84]. Focus ismainly on three different uses:
blend uniformity of powders and tablets, composition andmorphological features of
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coated tablets and granules, spatial changes during hydration, degradation and active
release.

Pharmaceutical solid dosage forms are ideally suited for NIR chemical imaging.
The systems are chemically complex and the distribution of the components affects
dramatically the product quality and performance [85]. Recently, Lewis and cow-
orkers compared wet granulation, direct compression and direct compression
together with a micronized API. Besides the evaluation of the homogeneity of the
mixing, they could also qualify the appearance and the morphology of API hot spots
and agglomeration [86]. It is also possible to relate this information to the perfor-
mance of the final product [87].

In another work, the utility of NIR chemical imaging in measuring density
variations within compacts is demonstrated. The data are also used to relate these
variations to tableting forces which are controlled by frictional properties and the
quantity of the Mg stearate concentration during production [88]. This is possible as
the spectral information also includes the percentage of specular reflected light at the
surface of the tablet and the change in penetration depth of the photonswhich change
after compaction.

Counterfeit pharmaceutical products are a real threat to the health of patients. NIR
chemical imaging provides a rapid method for detecting and comparing suspected
counterfeit products without sample preparation. The advantage of imaging is that the
discrimination of the tablets is not only caused by changes in the chemical compo-
sition, but also from its spatial distribution. This reflects the use of different raw
materials as well as the distribution of the components in the tablet which depends
strongly on processing conditions [89]. Thus the combined chemical and morpho-
logical information provides an individual measure for the characterization of tablets.

Applications of chemical imaging in the pharmaceutical industry are mainly
related to NIR imaging. Some papers describe also the use of terahertz imaging.
Terahertz is ideally suited to the identification of chemical components with strong
phonon bands, thus components with high crystallinity can easily be distinguished
from amorphous systems [90].

1.5.3
Food and Agriculture

Spectroscopic quality monitoring, and especially NIR spectroscopy, has a very long
tradition in the food and agricultural industries. The main areas of application here
regard the quality control of rawmaterials, intermediate products and final products.
Many different sample types have to be dealt with, as reflected by the vast diversity of
possible food stuff, ranging from liquids, powders, slurries to solid materials. One
major problem often encountered in the application of NIR in food technology is the
preparation of appropriate reference materials – soft matter such as food usually is
connectedwith complex and varyingmatrix systems. Typical applications include the
transmission, transflection and diffuse reflection measurement of crop grains and
seeds, fruits and vegetables, livestock products, beverages, marine foods and
processed foods.
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1.5.3.1 UV/Vis Spectroscopy
UV/Vis spectroscopy is still an under-represented technique in process analysis. The
advantages of UV/Vis spectroscopy are the low cost and high reproducibility of the
equipment and its precision, especially in quantitative analysis. In recent years, UV/
Vis analysis has been successfully implemented in the beverage industry and for
wine color analysis [91–93]. The main application is the use of color cameras in food
processing, which is also a sort of spectroscopic application.

1.5.3.2 NIR Spectroscopy
Water is an important issue in the food industry and can be measured using NIR
spectrometers integrated in the food processing facility [94]. Typically, a rotating filter
wheel is used and the characteristic absorbance peak of water at 1940 nm is used for
calibration. By this method, water has been determined in a wide variety of dry
products, such as instant coffee powder, potato chips, bonbons, tobacco, wheat,
noodles, cookies, or dry milk powder [95]. Another important food constituent is fat,
which may also be measured using infrared spectroscopy; in aqueous systems,
however, it is preferable to use measurements in the mid-infrared range to avoid
interfering water bands [96].

Although determination of major components in foodstuff, such as acid or sugar
content, is still an important task, increasing attempts are made to determine
complex quality parameters governing the expected sensory perception or storage
stability of a certain product instead of only measuring one defined component. For
comprehensive and recent reviews on the subject, see, for instance [97–101].

Assuring food safety is still a key issue in the food industry. Bacteria usually show
broad bands in the NIR region even on taxonomically unrelated bacteria. However,
using MVA it is possible to differentiate most of the bacteria [102].

1.5.3.3 Raman Spectroscopy
Raman spectroscopy is also a versatile method in applications related to food and
agricultural products [103]. Food components, such as carbohydrates, edible oils,
cyanogenic components, or proteins can readily be identified due to their charac-
teristic absorption pattern by means of univariate characterization and peak assign-
ment. For instance, proteins can be studied by comparing changes in the amide I
(carbonyl stretch) band, which shifts from 1655 cm�1 for thea-helix to 1670 cm�1 for
the anti-parallel b-sheet structures and, hence, allows detailed studies of food stuff.
Cyanides show a very distinctive sharp band for the C:N triple bond at 2242 cm�1.
Inorganic food constituents, such as calcium carbonate, can also be identified
due to their very sharp spectra. It was, for instance, possible to characterize the
pre-freezing treatments of shrimp by studying the relative differences in Raman
signals obtained fromdifferent crystal structures of calcium carbonate (ratio between
calcite and vaterite), respectively, by studying the dehydration of the hexahydrate
(ikaite, absorbance at 1070 cm�1) to the anhydrous form (vaterite, 1089 and
1075 cm�1).

Certainly, the potential of Raman spectroscopy can be enhanced by subjecting the
spectral information to chemometric post-treatment, opening the field for rather
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quantitative applications of Raman methods. For example, alginate powders have
been studied quantitatively with respect to their characteristic b-D-mannuronic acid
to a-L-guluronic acid (M :G) ratio. It is recognized that Raman spectroscopy must no
longer be regarded as an exotic tool for routine analysis of softmatter like food but has
its rightful place in the PAT toolbox available for the food and agricultural
industries [103].

1.5.3.4 Imaging Techniques
On-line chemical imaging in agriculture is mainly remote sensing. Satellite or aerial
remote sensing (RS) technology uses nowadays pushbroom imaging technology in
the Vis, s-NIR and NIR-range. Vegetation images show crop growth from planting
through to harvest, changes as the season progresses and abnormalities such asweed
patches, soil compaction, watering problems, and so on. This information can help
the farmer make informed decisions about the most feasible solution.

The differences in leaf colors, textures, shapes, or even how the leaves are attached
to plants, determine howmuch energywill be reflected, absorbed or transmitted. The
relationship between reflected, absorbed and transmitted energy is used to deter-
mine spectral signatures of individual plants. Spectral signatures are unique to plant
species [104].

Remote sensing is used to identify stressed areas in fields by first establishing the
spectral signatures of healthy plants. For example, stressed sugar beets have a higher
reflectance value in the visible region of the spectrum from400–700 nm. This pattern
is reversed for stressed sugar beets in the non-visible range fromabout 750–1200 nm.
The visible pattern is repeated in the higher reflectance range from about 1300–
2400 nm. Interpreting the reflectance values at various wavelengths of energy can be
used to assess crop health. The comparison of the reflectance values at different
wavelengths, called a vegetative index, is commonly used to determine plant vigor
(for details, see [104]).

In the food industry, numerous on-line controls are still made by human vision,
especially for sorting bad looking products. Cameras can perform this task more
efficiently and, using RGB cameras, a limited certain spectral differentiation is
possible in machine vision [105]. However, due to the great variety of states (solid,
fragmented, etc.) of the food, shapes, color and chemical composition, as well as
seasonal variations it is difficult to monitor and control food in an unbiased manner.
The driving force to introduce NIR imaging was to qualify food not only on its
appearance but also on its chemical composition, such as water or starch content. An
extensive demonstration of different applications is given in [105],which includes on-
line characterization of chemical composition, detection of external contamination,
surface and subsurface nonconformities and defects in food.

The airborne or on-line information for process control in food qualification can be
complemented with a higher resolution by hyperspectral imaging techniques on a
laboratory scale. The ripeness of tomatoeswas qualified usingVis-spectroscopy [106],
moreover, apples were qualified on the quantification of starch and other chemical
compounds [107, 108]. Differences in phenol-typing in plant breeding development
can also be visualized by NIR imaging as shown in [105].
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Chemical imaging in food and agriculture can also be used to identify diseases, rot
and contamination by insects, for example, larvae. A method to detect animal
proteins in feed is described in [108]. The objective was to determine the limits of
detection, specificity and reproducibility.

1.5.4
Polymers

Process analytics is evenmore widespread in the chemical industry and such diverse
processes as polymerization, halogenation, calcination, hydrolysis, oxidation, cor-
rosion, purification, or waste disposal, to name just a few, can be advantageously
monitored using PAT tools. As an example for the chemical industry, a few
application examples from polymer manufacturing are given.

1.5.4.1 UV/Vis Spectroscopy
Applications of UV/Vis spectroscopy in the polymer industry are numerous; for
example it can be successfully used to determine the color of extruded plastics [109].
Color is a key quality criterion for the customer and automated on-line analysis of
color is of great importance and relatively easily accomplished, and various exper-
imental set-ups have been described. Another example of the industrial application of
UV/Vis spectroscopy is determination of the thickness of polymer films.

1.5.4.2 NIR Spectroscopy
NIR spectroscopy is widely used in laboratory and industrial applications formaterial
classification [65]. One of themost important processes in the industrial synthesis of
polymeric materials is polymer extrusion. NIR has been employed to control the
extrusion process, for example in terms of characterization of the starting formu-
lation and of the final polymeric product [110–112]. Moreover, the additive content of
polymer blends can be determined by using NIR [113, 114]. For that kind of
measurement, on-line probes can be installed before or after the actual extrusion
unit. More sophisticated application of NIR process analytical technology uses the
direct implementation of NIR sensors in the extrusion machinery. Here, a flow cell
with an integratedNIR sensormay be located after themixingunit, directly before the
hot polymer melt enters the mold, and spectra may be recorded either in transmis-
sion or diffuse reflectance, depending on the transparency of the polymer. Since the
absorbance of the glass fiber optics has been shown to be temperature depen-
dent [115], the temperature needs to be carefully controlled in the measurement
chamber and the measured spectra have to be baseline corrected. Important
requirements for reliable extrusion monitoring are reproducibility, accuracy and
long-term stability of the NIR system [116]. For each measurement position (for
example, at the end of the extruder, in the transport zone of the extruder, or at the
cooling, extruded polymer material) separate calibration has to be performed that,
besides polymer composition, also includes parameters like color or particle content
and particle size distribution [117].
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The moisture content in polymers has also been determined by NIR spectrosco-
py [116]. Besides composition, physical parameters of polymers such as density [118]
and melting flow index [119] have been determined by NIR, and even more complex
rheological parameters have been correlated with NIR spectra [120]. When NIR
spectroscopy was used in combination with an ultrasonic treatment, even the bubble
formation in the transformation of polystyrene was observed, which demonstrated
the versatility of the method [121]. A review of process analytical applications in the
polymer industry has recently beenpublished byBecker [116]. Siesler also gives a very
good overview of the potential of NIR in polymer analysis [122].

1.5.4.3 Raman Spectroscopy
Raman spectroscopy has been shown to have great potential in polymer production,
for example for monitoring the emulsion polymerization of various polymers
[123–126] or polymer curing reactions [127, 128], and also for the determination
of the residence time of TiO2-containing polypropylene in an extruder [129]. Polymer
films can also be characterized in real-time during the blown film extrusion process
with respect to composition, crystallinity and theirmicrostructure development [130].
Besides polymer bulk and film characterization, application of Raman spectroscopy
as a PAT tool may also be very promising in the characterization of synthetic and
natural polymer fibers and their composites [131], foams [132], and even liquid
crystals [133].

However, so far not so many applications of Raman spectroscopy in industrial
polymer processing have been described in comparison to NIR applications. NIR
spectroscopy is by far themost commonly employedmethod here. Onemajor reason
for this is themuch higher cost of Raman equipment. Recent developments towards
lower investment costs will certainly broaden the scope of potential applications.

1.5.4.4 Imaging Techniques
While standard spectrometers only allow measurement at one sampling point at a
time, NIR spectral imaging techniques can identify, in real-time, both the size and
shape of an object, as well as thematerial it ismade from. The robust classification of
materials, such as polymers, is based on their characteristic reflectance spectra.
Sorting, for example, requires the correctmaterial, size and shape of the entire object
to be known for reliable separation [134–136].

1.6
Perspectives

1.6.1
Technology Roadmap 2015þ

Regarding the various PAT, the following trends in future development of process
analytical equipment have been identified and summarized in the roadmap 2015þ
for process sensors published by NAMUR/GMA [137].

56j 1 Industrial Perspectives



1) It is expected that sensor systems will display much greater robustness and
long-time stability, that is, they will be required to depend on much less
efforts in maintenance and, hence, will have a significantly lower cost-of-
ownership

2) New in-process sensors will not only be incorporated in the design of newly
erected industrial plants but they will also be employed in the optimization of
existing processes

3) The new requirements for process analysis systemswill not be exhausted by the
pure collection and storage of process data. Information on the current state of
intermediates while production is still operating and predictions on expected
end-product properties will be increasingly used for controlling and process
management purposes.

4) For specific purposes, an increased accuracy of the gathered process informa-
tion will be required

5) As a most important trend, spatially resolved information of process and
material parameters will become of increasing importance.

6) Since interfaces play an important role for practically all industrial and engi-
neering areas, the localization, identification and characterization of interfaces
will play an increasingly important role in process analysis applications

7) There is a growing trend towardmanufacturing products in an environmentally
compatible way. This means that a growing number of synthetic processes
currently performed in a classic chemical pathway will be translated
intobiotechnologicalapproaches.Asaconsequence,processmonitoringsystems
suitable for biotechnological applications, and specifically fermentation process-
es, will gain in importance and will have to be further developed and refined

8) In bioprocess technology, an industrially feasible and robust in-process analysis
of specific targeted proteins would be a revolutionary achievement.

9) In order to comply with an ever increasing cost-pressure imposed on industrial
processes, the substitution of sophisticated and expensive process analysis
methods carrying a significant cost of ownership during maintenance by low-
cost, ideally single-use devices that are disposed of after having delivered the
required information is an important task for future research and development
activities in the field of process analyzers.

10) The growing use of renewable resources or recycled materials as environmen-
tally compatible starting materials for new products imposes novel analytical
problems onprocess analytical deviceswhichwill have to be addressed in future
development and applications of process analysis

11) The sensitivity of process analysis devices in many cases will have to be
significantly increased. For instance, in the analysis of potentially harmful or
catalytically effective trace components in gases, continuously lower detection
limits will be required

12) In the context of a holistic process management, there is also an increasing
demand in developing non-invasive analysis techniques in the field of ware-
house logistics and product organization
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13) An overall trend towards in-linemeasurements is evident, which in turnmeans
that intensification of research on the translation from laboratory analytical
methods into stable, processable and robust in-line methods that can routinely
be applied will be required

Some of the new challenges and developments in PAT are discussed in the
following sections.

1.6.2
Medical Applications and Tomographic Imaging

The next step in imaging is to integrate the z-spatial axis into the data cube. Especially
for medical applications, it is important to feature the spatial distribution in all three
directions.

Techniques which are available for 3D-imaging often lack the spectral information
or are difficult to introduce into in-line or high throughput applications like optical
coherent tomography (OCT) and laser scanning confocalmicroscopy. As stated in the
introduction, medical ultrasonography, magnetic resonance imaging (MRI) and
confocal microscopy are not suited to morphological or spectral imaging: the first
two have poor resolution; the last lacks millimeter penetration depth and suitable
applications in process control. On the other hand, in process analysis, electrical
resistance tomography (ERT) is very popular nowadays and involves measurements
around the periphery of an object for example, a process vessel or a patient. The
instrument operates by taking data from an array of electrodes in contact with the
process media. The electrical field lines �communicate� and are, therefore, affected
by the presence of conducting and nonconducting regions [138]. However this
technique does not provide any information on a molecular basis.

New developments in laser scanning confocal microscopy allow the use of
different lasers at selected wavelengths; thus spectral imaging may then be realized.
Also, when fluorescence is excited during scanning, for example, acousto-optical
tuneable filters can be used to analyze the fluorescence spectrum at each focal point.
However, there is still a long way to go for on-line or at-line applications in process
control. This is also true for fluorescence imaging techniques, including lifetime
imaging systems without using fluorescent markers [139]. On the other hand,
multiphoton tomography is now at the edge of a broad �at-line� application in
clinical high throughput in vivo studies [140].

Diffuse optical imaging (DOI) is a new emerging technique for functional imaging
of biological tissues. It involves generating images usingmeasurements in the visible
or s-NIR-light scattered across large and thick tissues (about several centimeters)
[141, 142]. As shown in Figure 1.7, penetration depth in the s-NIR range is high,
therefore the objective of DOI is to provide low cost sensors for in vivo applications
including imaging for example, of breast and brain cancer. The key issue, however, is
the image reconstruction which is difficult due to the scattering of the material and,
therefore, low spatial information of the data. Progress has beenmade on developing
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more realistic and efficientmodels of light transport in tissue and solving the ill-posed
inverse problem in an increasingly rigorous way [141].

Another way to solve the diffusion of photons problem and to localize spatially
resolved features is time-resolved NIR-spectroscopy. This technique enables the
separation of the absorption properties of the sample from the scattering properties.
This improves the localization of changes in the physical parameters, for example, in
a tablet [143].

Until recently, researchers did not extensively explore the material interactions
occurring in the terahertz spectral region, the wavelengths that lie between 30mm
and 1mm. Terahertz spectroscopy can be used to image through materials yielding
high spatial resolution in the x, y and zdirections. The technique also has the ability to
resolve both time and amplitude information. Terahertz has the potential to be
applied to many applications, including: on-line non-destructive testing for quality
control of products and packaging for industrial markets; weapons and explosives
detection for homeland security and defense markets; topical imaging for the
medical market; quality control of external skins on space vehicles for the aerospace
and military markets and many more. The technique is still quite expensive but will
find its way into process control in the future [144].

1.6.3
Multi- Point-Information Systems in Manufacturing

The main objective of any process control is to guarantee a constant and specified
product quality. Especially,maximumyield at aminimumofmanufacturing costs are
more andmore important parameters, even in the pharmaceutical industry. Complex
manufacturing with many different successive production steps must introduce a
feed-back and a feed-forward control in the future. This requires specific efforts to
integrate at each step of the production line an appropriate quality control for
example, by spectroscopic methods.

Instead of using a single spectrometer at each individual production step, pushb-
room imaging systems with numerous attached fiber bundles allow individual
control of the quality at each intermediate and the final step. In this context, the
pushbroom imager is used as a multipoint information source and can substitute a
moving multiplexer. Many fibers per spectrometer can be used for simultaneous
measurements. In addition, different spectrometer technologies for UV–Vis–NIR,
fluorescence or Raman can also be combined. Thereby the probe becomes a multi-
information system, which describes the sample in an ideal and complete way.

Figure 1.32 shows a schematic diagram of some production steps in tablet
production with the integration of a multipoint spectroscopic information system
using push-broom imaging technology.

In this example the pushbroom technology is able to substitute several single
spectrometer systems. For example, at the fluid bed dryer, the moisture or the
homogeneity of the blending process is controlled on a molecular level. Combined
with multivariate data analysis science-based production can be realized.
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1.6.4
Multimodal Spatially Resolved Spectroscopy

In recent years multimodal methods have matured to an accepted new technology,
especially in thefield ofmedicine [145]. The termmultimodal relates to the possibility
of collecting information on chemical and physical parameters at the same time. Not
only chemical changes at the molecular level but also morphological changes in the
sample can be detected. Complex interrelations of the system can be reduced and
described in an easy and complete way. Several different imaging techniques are
frequently used to realize the multimodal concept.

Process control is subject to a continuous change and the approach of multimodal
methods will be extended in the future. The increasing complexity of high quality
products and the cost pressure demand new strategies. In the future, the focus will
not only be on process optimization but also on tailoring property profiles of products
according to specifications and individual desires of customers. This will allow the
creation of operating instructions, including the choice of materials and process
parameters, to design a product with a given preference profile.Multimodalmethods
will then also enable the realization of multipurpose optimization [146].

Optical molecular spectroscopy, and in particular chemical imaging, will play an
important role in implementing these objectives. By combining different wavelength
ranges and techniquesmultimodal spectroscopy synergistically providesmuchmore
useful information than each technique on its own. It produces complementary
chemical and morphological information about reaction products. Measurements
can be carried out quickly, sensitively, selectively and economically at a reasonable

Figure 1.32 Schematic diagram of a tablet production process with different possibilities for
pushbroom imaging.
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price. In principle, the implementation of the multimodal approach can be achieved
in three different ways.

Thefirst implementation strategy uses different wavelength ranges. TheUV range
ismore suitable for scattering effects, while the short near-infrared range has amuch
higher penetration depth because of the low absorption probability in organic
samples. Fluorescence techniques for excitation and emission spectroscopy can be
used to separate molecules due to their different spectral signatures. Raman
spectroscopy as a light scattering technique can be used as a fingerprint method
to identify molecular structures or bonding effects.

The second implementation strategy involves using different technologies within
the same wavelength ranges. For example, diffuse reflectance and transmission in
the UV or NIR can be used to separate morphological scattering from chemical
effects [9]. In addition attenuated total reflection (ATR) spectroscopy can be used to
analyze highly concentrated samples without prior dilution and avoiding interfer-
ence by scatter.

The third implementation strategy deals with laterally resolved measurements to
achieve the desired differentiation. Angular resolved spectral measurements or line
scans with a pushbroom imaging system lead to different penetration depths, which
are highly specific for particulate systems. Besides the chemical information,
parameters like homogeneity, particle size, particle distribution and density can
also be detected.

1.6.5
Microreactor Control and Reaction Tomography

Microreactor technology is a powerful tool and has become indispensable over awide
application range fromorganic synthesis to enzymatic controlled reactions [147, 148].
A miniaturization with the possibility of reaction tomography, and thus a significant
reduction in costs, will be the next step in the foreseeable future. Many chemical
reactions, especially organic andfine chemical synthesis, could already be transferred
to continuousmicroreaction processes [149]. The small geometric dimensions result
in an intensified mass and heat transfer which often leads to increased yield and
selectivity compared to the classical batch approach. However, microreaction tech-
nology today is still at the threshold between academia and industry.

A crucial factor for the successful implementation of microstructured production
processes in industry is a suitable process analytical technology. Time and spatially-
resolved on-line analysismust be implemented directly in themicrofluidic channels.
Thus parallel andmultiplexedmeasurement technologies are needed to reduce costs
and increase the robustness of information. To date, no commercially available
solutions exist.

Typical state of the art procedures to study chemical processes use flow cells
positioned after the microstructured environment or off-line methods. However,
these approaches have several disadvantages. A critical point is the creation of
distorted results due to changed geometrical proportions with measurements

1.6 Perspectives j61



downstream of the microstructured environment. Moreover, no information about
the actual reaction process inside the microreactor is generated. The major disad-
vantage, however, especially for industry, is the increasing costs for analytical devices
required to assure constant product quality. The production of high added value
chemicals by means of a microstructured process requires several hundred micro-
reactors in order to produce sufficiently large amounts of final product. Therefore,
large numbers of flow cells, each attached to a separate spectrometer (¼ pushbroom
imager), are needed to meet these unique requirements.

An alternative technology is to analyze severalmicrochannels simultaneously or to
analyze a single microchannel spatially resolved along the reaction path using
pushbroom imaging technology. This type of optical on-line spectroscopy is an ideal
tool to characterize chemical reactions in a fast and reliable way, even on a molecular

Figure 1.33 (a) Schematic diagram of the experimental set-up for an on-line spectrometer system.
(b) Example of reaction monitoring of different concentration levels of an aqueous blue solution
flowing through a microreactor system.

Figure 1.34 Pushbroom imager as amultipoint spectrograph for tomography of a batch reactor (a)
and a continuous reactor (b).
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level. Transmission or reflectance spectra are registered through a fixed prism–

grating–prismopticswith a two-dimensional CCDcamera attached to it. Thereby, the
x-axis of the CCD array corresponds to the spatial resolution and the y-axis of the
camera provides the full spectrumof the sample. Figure 1.33 shows the experimental
set-up for an on-line spectrometer system as well as an example for reaction
monitoring.

Figure 1.34 shows a sketch of a pushbroom imager connected to a fiber bundle
where a batch reactor can be analyzed, and another example is shown where
spectroscopy is applied to a continuous reactor.

This multipoint spectroscopy can also be applied to microreaction systems to
analyze along a reactor or as a multiplexed microreactor analyzing tool.
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2
Applications of Spectroscopy and Chemical Imaging
in Pharmaceutics
Aoife A. Gowen and Jos�e M. Amigo

2.1
The New Paradigm of Process Control

The US Food and Drug Administration (FDA)-led process analytical technology
(PAT) initiative is transforming approaches to quality assurance in the pharmaceu-
tical industry. Core to the PAT initiative is increased process understanding by
monitoring of critical performance attributes, leading to better process control and
ultimately improved drug quality [1]. Potential advantages of PAT implementation
include reduced production cycle times, prevention of rejects, reduction of human
error and facilitation of continuous processing to improve efficiency. With adequate
knowledge of the ingredient – process relationship, the FDA will allow a pharma-
ceutical company to adjust their manufacturing process to maintain a consistent
output without notification to the FDA [2]. The real-time release paradigm assures
that when the last manufacturing step is passed, all final release criteria are met [3].
Adoption of such a quality by design approach would allow significant benefits to be
gained by pharmaceutical companies: labor- and time-intensive finished product
testing would be avoided if the product could be released based on in-process data.

This possibility is driving pharmaceutical companies to gain a more complete
understanding of their processes and input variable relationships to realize the
benefits of PATregistrations. Summarizing, pharmaceutical companies are encour-
aged to:

1) Implement real-time process analyzers and control tools
2) Develop new multivariate tools for design, data acquisition and analysis
3) Utilize (1) and (2) for continuous improvement and knowledge of the process.

Process monitoring and control are necessary at all stages of pharmaceutical
processing, from raw material to packaged product characterization (Figure 2.1).

Traditional quality control methods (e.g., high performance liquid chromatogra-
phy (HPLC) ormass spectroscopy (MS)) are time consuming, destructive, expensive,
require lengthy sample preparation and give no information about the distribution of
components within a sample. Due to the destructive and time-consuming nature of
these methods, only small samples of drugs may be tested from given production
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batches [4]. Motivated by the PAT initiative, numerous techniques have been
developed to provide real-time process control in order to improve understanding
of the chemical and physical processes that occur during pharmaceutical unit
operations. This chapter will focus on themajor spectroscopic and chemical imaging
techniques that have been applied in this context.

2.2
Overview of Spectroscopic Techniques Commonly Used

Spectroscopy concerns the scattering, absorption and emission of light originating
from various regions of the electromagnetic spectrum. The ultraviolet (UV), visible
(Vis), near-infrared (NIR) and mid-infrared (MIR) wavelength regions have been
demonstrated as the most important areas of the electromagnetic spectrum for the
collection of information about pharmaceutical processes. UV–Vis light is energetic
enough to cause electronic transitions in molecules, while light in the NIR and MIR
wavelength ranges results in molecular vibrations. A summary of the key features of
various spectroscopic techniques employed in pharmaceutical analysis is presented
in Table 2.1.

UV–Vis spectroscopy has a long history of use in pharmaceutical quality control,
and is regarded as one of the most important techniques in analytical chemistry
due to its low cost, ruggedness of spectrometers, rapidity and lower sensitivity to
environmental factors (e.g., temperature) than the vibrational spectroscopies. This
method is usually applied to samples in the liquid state; chromophore-containing
materials require dilution by factors of 103–105 in a nonabsorbing solvent prior to
spectral acquisition. In order to overcome this limitation, attenuated total reflectance
(ATR), a technique more commonly associated with MIR spectroscopy, has been
coupled with UV–Vis spectroscopy. ATR-UV–Vis spectroscopy is suitable for mon-
itoring crystallization and for quantitative analysis of solid dosage forms containing
chromophores [5, 6].

Figure 2.1 Flow-chart of the main steps in the production of pharmaceutical products.
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NIR spectroscopy (NIRS) is well recognized as a nondestructive tool in pharma-
ceutical analysis for raw material testing, quality control and process monitoring,
mainly due the advantages it allows over traditional methods, for example, speed,
little/no sample preparation, capacity for remote measurements (using fiber optic
probes), prediction of chemical and physical properties from a single spectrum.
R€as€anen and Sandler [7] provide a comprehensive review of the applications of NIRS
in the solid dosage formdevelopment, documenting the usefulness of this technique
for each of the manufacturing steps, from raw material screening to assessment of
the final dosage form. Absorption bands in the NIR are overtones and combinations
of bands originating in the MIR region. As a consequence, they are relatively weak
and overlapped, making molecular structural elucidation difficult. Nevertheless,
multivariate data analysis has facilitated the development of robust calibration
models from NIRS data.

MIR light excites fundamental molecular vibrations; therefore, MIR spectra
are more selective than NIR, facilitating the extraction of information on the struc-
ture of molecules. Fourier transform infrared (FT-IR) spectroscopy is the standard
spectroscopic method currently used for acquisition of MIR spectra. However,
the high absorption of water in the MIR range means that, in order to measure
aqueous samples, very thin samples are required. About 10–100 mm path length is
necessary to avoid signal saturation, and at the same time to provide a sufficiently
strong signal. Such thin samples are difficult to prepare, however, attenuated total
reflection (ATR) - FTIR, also known as evanescent wave spectroscopy (EWS) provides
a solution to this problem.

Raman spectra aremore distinct and less overlapped than NIR spectra. Low signal
to noise ratio is, however, a problem for RS, which arises due to the very small
proportion of scattered photons that make up the Raman signal, and the need to use

Table 2.1 Summary of main features of UV–Vis, NIR, MIR and Raman (RS) spectroscopies.

UV–Vis NIR MIR RS

Electromagnetic
region

190–700nm. 2500–7500nm. 10000–2500nm. LASER radiation
in UV–Vis or NIR

Low costa) X x
High speed X XX x X
Rugged
instrumentation

X X X

Selective spectra x X
Portability x XX (probes)
Possibility of plugging
into a reactorb)

x XX

Nondestructive x X

a) The cross denotes the degree of the property in relationship to their implementation in PAT
methodologies. For instance, in �low cost� property, the X denotes that there are devices
affordable at a reasonable price. The x denotes that there are devices, but with higher cost.

b) The availability of portable probes makes it possible to plug them into reactors, blenders, or any
device for real-time acquisition of spectra.
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filters to remove the excitation line from the collected radiation. Rantanen [8] recently
published a review documenting the process analytical applications of RS in the area
of pharmaceutical dosage forms. Its potential application in dosage formulation,
from chemical synthesis to tablet coating was described, along with a discussion of
the main challenges facing its implementation in process analysis, which include:
interfacing with the process environment, sample heating duringmeasurement and
small sampling area. �Sa�si�c provides a good introduction to Raman spectroscopy and
applications in pharmaceutical process monitoring in his recent book [9].

Some spectrometers integrate spatial information to give an average spectrum
for each sample studied. The inability of NIR and Raman spectrometers to capture
internal constituent gradients within samples may lead to discrepancies between
predicted and measured composition. Furthermore, point-source spectroscopic
assessments do not provide information on spatial distribution of different con-
stituents, which is important inmany pharmaceutical applications such as blending.
Chemical imaging (CI) integrates conventional imaging and spectroscopy to attain
both spatial and spectral information from an object (Figure 2.2). The terms spectral

Figure 2.2 Hyperspectral data cube obtained with a chemical imaging device. In this case, the
device is a NIR system.
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and chemical are often interchanged to describe this type of imaging: Spectral
imaging is an umbrella term that can be applied to almost any optical spectroscopic
technique (e.g., IR, Raman, fluorescence, UV), while chemical imaging generally
refers to the vibrational spectroscopies (IR, NIR, Raman). By combining the chem-
ical selectivity of vibrational spectroscopy with the power of image visualization,
CI enables amore complete description of ingredient concentration and distribution
in inhomogeneous solids, semi-solids, powders, suspensions and liquids.

What basically is obtained by using chemical imaging devices is a hyperspectral
data cube of information. That is, for each pixel of the surface scanned (X and Y-axes
in Figure 2.2) a spectrum is recorded.

The attractiveness of surface information provided by, mainly MIR, NIR
and Raman imaging devices, together with proper data analysis methods, has
opened new research pathways in pharmaceutics, providing excellent possibilities
toward obtaining reliable and accurate information in different stages of the
process (e.g., correct distribution of components in tablets and powderedmixtures,
monitoring mixtures being blended, studies of segregation in granulated prepara-
tions, study of the interface between the coating and the core of the tablet, detection
of minor compounds, counterfeits, contaminants, etc.). This is confirmed by the
high quality publications and book chapters, generated in a few years, encom-
passing the fundamentals of the new technology and its applications in pharma-
ceutical research and development [10–18]. Moreover, advances in the production
of low cost array detectors have resulted in faster data collection and cheaper
chemical imaging systems [19]. Recently, a novel chemical imaging instrument
has been developed [48], in which the broadband light source has been replaced
by a tunable laser source. The laser source (based on optical parametric oscillator,
OPO technology) generates a single wavelength light source at a time. The
wavelength can be varied on demand over the wavelength range of interest. This
eliminates the need for filters, since only one wavelength is generated at a time.
Moreover, this technology reduces the time required for chemical image acquisi-
tion to a few seconds.

2.3
The Need for Multivariate Data Analysis

As in classical spectroscopy, the use of multivariate data analysis techniques is
becoming a crucial part of the data analysis in CI. The basic steps of the data analysis
are summarized in Figure 2.3.

2.3.1
Pre-Processing

The spectral patterns collected are usually affected by noise or by instrumental
variations thatmay alter the analysis and conclusions thatmay be drawnwith further
data processing [10, 20]. The most common de-noising techniques are based on the
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Savitzky–Golay approach, which fits the spectral pattern to a polynomial function
(second-order polynomial) in a step-wise manner [10]. Less used is wavelet-based
filtering or principal component analysis. Pre-processing is a convenient and often
necessary step. Nevertheless, it can introduce data artifacts or generate the loss of
significant spectral information if themethod is not properly selected. Consequently,
minimal and careful data pre-processing is usually preferred.

2.3.2
Exploration Techniques

Principal components analysis (PCA) (also called multivariate image analysis MIA)
is arguably the most useful exploratory technique in spectroscopy. This tech-
nique was designed with the aim of explaining the main sources of variability in
bi-dimensional experimental datasets (e.g., classical spectroscopy). That is, PCA
gives information about the main compounds (chemical compounds and physical

Figure 2.3 Data processing steps. The steps
marked with (�) are exclusively applied on
hyperspectral image data cubes.(��) The third
step is also applied in classical spectroscopy
(single measurement/sample). SNV standard
normal variate, MSC multiplicative scatter
correction, EMSC extended multiplicative
scatter correction, AsLS asymmetric least
squares, WLS weighted least squares, PCA
principal component analysis, ICA independent

component analysis, OPA orthogonal
projection approach, FSW fixed-size windows,
EFA evolving factor analysis, SIMPLISMA
simple-to-use interactive self-modeling mixture
analysis, PLS partial least squares, PLS2 partial
least squares 2, MCR multivariate curve
resolution, CLS classical least squares, DA
discriminant analysis, LDA linear discriminant
analysis.
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artifacts) and their distribution on the measured surface. This has generated the
adaptation of the general PCAmethod to methods more focused on considering the
spatial information gathered, by incorporating the spatial information in the analysis.
For instance, methods like fixed-size windows-evolving factor analysis (FSW-EFA)
or enhancing contrast methods try to explore the analyzed surface, merging surface
and spectral information [21–24].

2.3.3
Regression, Resolution and Classification Techniques

Regression, resolution and classification techniques are demanded when more
precise information is required from the samples (e.g., active pharmaceutical
ingredient (API) concentration or micro-domain segmentation), Regression meth-
ods aim to extract quantitative information from spectroscopic data. The setting-up
of calibration models is usually performed by laboratory-made tablets that cover
the whole concentration range of the components. In chemical imaging datasets,
owing to pixel-to-pixel heterogeneity the quantitative model is usually built using
the average spectrum of the regions of interest (ROI) in the surface [25, 26] and the
bulk concentration.

On the contrary, resolution techniques (e.g., multivariate curve resolution
(MCR) [22, 27–29]) do not usually require a complete calibration set. The feasibility
ofMCRmodels relies on the assumption that the spectral information in each sample
is the weighted sum of the spectral influence of each component in the mixture.
Therefore, the concentration values obtained are fractions or percentages of the pure
component sample.

Classification techniques are very useful when the target is to find groups with
similar chemical composition, as a function of their similarity in the spectral profiles.
They are especially useful in CI to locate and identify impurities or physical defects,
coating thickness, or counterfeit detection.

2.3.4
Image Processing Techniques

Up to now, the abovementioned methods have been adapted from classical
multivariate analysis to the study of three-way arrays found in CI experiments.
Image processing techniques, though, answer the need to extract additional
information from the images derived from resolution/regression/classification
techniques. That is, study of the distribution (surface distribution) of elements in
an image, texture, histogram statistics, and particle domain statistics. These tools
are especially useful in the monitoring of blending and granulation processes
(Figure 2.4).

Binarization plays a major role in the calculation of domain size statistics. The
binary images are created by setting a threshold value, and converting the resulting
image into a mixture of two colors denoting the presence or absence of the com-
ponent of interest. Selection of the proper threshold is critical, since this selection
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is subjective and will always depend on the final spatial resolution, the correct
performance of the data analysis and the criteria of the operator (Figure 2.5).

2.4
Applications in Pharmaceutical Process Monitoring and Quality Control

Rising awareness of spectroscopic techniques and their potential role in the real-
ization of PAT has promoted an increase in the number and diversity of research
carried out on their application in manufacturing, development and real implemen-
tation of pharmaceutical products. New perspectives and challenges emerge to
deeply understand the process or to control the final quality of the preparation. A
selection of important applications is discussed below.

2.4.1
Spray Formulations

Doub et al. [30] reported the application of Raman-CI for particle size characterization
of nasal spray formulations. In order to analyze the formulations, it was necessary to
spray aqueous suspensions onto inverted aluminum-coated glass microscope slides
which were dried before imaging. A Raman imaging particle size distribution (PSD)
protocol was developed and validated using polystyrene (PS) microsphere size
standards. Good statistical agreement was obtained between reported PS particle
sizes and those estimated using Raman-CI. Moreover, Raman-CI was demonstrated
as being suitable for distinguishing between active samples and placebos. It was
noted, however, that vigorous validation of Raman-CI for PSD is required, due to the
high variability associated with replicate measurements.

Figure 2.4 Simulation of a blending process monitored by looking at the histograms.
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2.4.2
Powders

Powder blend homogeneity in final dosage product poses a significant problem in
pharmaceutical quality assurance; poor blending tends to adversely affect tablet
hardness, appearance and dissolution kinetics. Lyon et al. in 2002 [31] compared
the ability of NIR-CI and NIRS in distinguishing blending grade for a selection of
final dosage forms. While NIRS was limited in its ability to evaluate drug product
homogeneity, NIR-CI provided the opportunity to investigate localized microdo-
mains of ingredients within a drug. It was noted that physical and chemical
abnormalities thatmademinimal contribution to the bulk tablet would beundetected
by traditional NIRS but detected by NIR-CI. Compared to conventional �thief�
sampling, traditionally used in UV analysis of powder samples, imaging multiple
sections of a powder blend offers improved blend characterization [32].

2.4.3
Polymorphism

Characterization of identical chemicals of different crystalline form (polymorphs) is
important for quality control in drug development, since polymorphs have different

Figure 2.5 (a) Concentration surface obtained for an ibuprofen granulate. (b) Sorted values of the
pixels to select a threshold. (c) and (d) Binary images obtained with different thresholds (red and
blue denote presence and absence, respectively).
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physical properties such as solubility. Current methods for polymorph screening,
such as X-ray diffraction, are time consuming and expensive. Raman spectroscopy
coupled with hot-stage microscopy has been demonstrated for rapid screening of
polymorphism [33]. More recently, transmission RS has been applied to quantify
the polymorphic content of pharmaceutical formulations [34]. This method has the
advantage of bulk measurement as compared with backscattering RS methods.

2.4.4
Solid Dosage Forms

Many new drug release systems require complex tablet architecture. In 2001, Lewis
et al. [35] showed how NIR-CI could be employed for the qualitative description of
composition and architecture of a solid dosage form. Bell et al. [36–39] published
findings on the development of quantitative analyticalmethods for Raman analysis of
solid dosage forms using point mapping. Another more recent article discusses
the impact of spatial sampling density in Raman imaging [40]. It was demonstrated
that the coarse measurement could be useful for selection of regions which required
further fine measurement. Although the fine grid method is time consuming, it
would allow visualization of the chemical distribution of the sample, showing greater
details of crystal morphology. Li et al. [42] applied NIR-CI for characterization of
swellable matrix tablets. Tablets were immersed in water for various periods of time
and dissected along the radial direction prior to image acquisition. Single wavelength
images were used for estimation of the thickness of the gel layer, while PCA images
were interpreted in terms of the glass–rubber phase transition.

2.4.5
Root Cause Analysis

Pharmaceutical products undergo various chemical and physical changes during
processing. Characterizing the nature and sources of these changes is a major
challenge for PAT. Clarke [43] reported the utilization of NIR-CI microscopy for
identification of tablets which experienced problems during processing, and for
investigation of pre-tabletting blends with dissolution issues. The cluster size of
ingredients was measured from chemical images to investigate the effect of com-
paction force on dissolution properties. In another study, the potential of NIR-CI for
investigating the effects of processing on tablet dissolution was examined [44]. It was
shown thatNIR-CI could be used for the prediction of coating time and to understand
batch differences due to different processing conditions.

2.4.6
API Distribution

Henson and Zhang [45] published an article on drug characterization of low
dosage pharmaceutical tablets using Raman microscopic mapping. Raman images
were obtained using a Raman line-mapping instrument. Domain size and spatial
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distribution of the API and major excipients were estimated from Raman maps of
the tablets. It was demonstrated that the domain size of the API was dependent upon
the particle size distribution of the ingoing APImaterial; therefore, the Ramanmaps
could be used to indicate the source of API used in tablet manufacturing. The
potential utility of Raman microscopic mapping in manufacturing process optimi-
zation or predictive stability assessments was also outlined.

2.4.7
Coatings

Lewis et al. [46] appliedNIR-CI for quantification of coating thickness in a single time
release microsphere. NIR chemical images demonstrated the differences in chem-
ical structure of the tablet core and coating, enabling quantitative information on
coating thickness and homogeneity to be determined. Uneven coating could be
clearly identified by visualization of the total intensity image at 2080 nm. A group
of 135 microspheres containing two different microsphere types was also imaged in
this study. Discrimination of microsphere type was visualized using a spectral
difference image.

2.4.8
Counterfeit Identification

Rodionova et al. [48] reported advances in the feasibility of detecting counterfeit
drugs using both NIRS and NIR-CI. The authors remarked that NIR-CI is useful for
identifying small differences in ingredient distributions, which is important for
identification of so-called �high quality� counterfeit samples. Westenberger et al. [49]
compared quality assessment of pharmaceutical products purchased via the internet
using a variety of traditional (HPLC-based) and non-traditional (NIR, NIR-CI)
techniques. The NIR-CI technique had an added advantage over traditional techni-
ques in its ability to detect suspect manufacturing issues, such as blending and
density pattern distribution of components within a drug product, allowing direct
qualitative comparison with control products. Lopes et al. have developed novel
multivariate data analysis techniques for detection and classification of counterfeit
drugs using NIR-CI [50–52].

2.4.9
High Throughput Analysis

The huge volume of production encountered in the pharmaceutical industry neces-
sitates high throughput quality analysis techniques. NIR-CI may be adapted to
perform analysis on multiple samples in a single field of view by increasing the
distance between the camera and target. Fast and nondestructive identification of
active ingredients and excipients in whole tablets can be achieved, even through
packaging. Hamilton and Lodder [53] reported that a typical NIR chemical imaging
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system could simultaneously analyze around 1300 tablets in blister packaging.
In another, more recent, paper [54] high throughput analysis of pharmaceutical
tablet content uniformity was reported using NIR-CI. A large field of view NIR-CI
device was used to take simultaneous chemical images of 20 tablet samples at
61 wavelengths. The total time for image acquisition was less than 2 min, while the
conventional UVmethod took approximately half a working day for sample analysis.
It was observed that themean intensity of images at 1600 nmwas proportional to API
concentration; the authors suggested that a multispectral instrument based on a
small number of wavelengths around 1600 nm could be built to rapidly identify API
concentration of these tablets in packaged form.

2.5
Issues Facing the Implementation of Spectroscopic Techniques in the
Pharmaceutical Industry

A wealth of evidence suggests that advances in the control of pharmaceutical
processes are possible through the on-line implementation of PATs, such as the
spectroscopic techniques described in the previous section. These advances would
include decreased batch variability, fewer rejects, faster response, lower costs,
improved productivity and better process understanding. However, many emerging
PATmethods have not yet been implemented in routine process control. The hes-
itancy to implement PATs in industry may be due in part to resistance to change
in some processes and also, as has been suggested by Winskill and Hammond [55],
due to concerns over delays in regulatory approval. Reich [37] reviewed the regulatory
status of NIR analysis in the pharmaceutical industry, noting that although many
pharmaceutical companies have successfully implemented NIR systems in QC labs
for rawmaterial identification and qualification, only a few quantitative NIRmethods
have yet gained regulatory approval.

Apart from regulatory issues, despite the benefits associated with chemical
imaging, measurements and subsequent data analysis are not exempt from issues
and drawbacks that should be considered to extract accurate and meaningful
information and to relate the results obtained to the objective pursued. Key issues
and limitations associated with the quality and interpretation of chemical imaging
data are discussed below.

2.5.1
Sampling

Nondestructive techniques, such as NIR, RS and their imaging counterparts, offer
the possibility of sampling each tablet in a manufacturing process. However,
consideration of within-object sampling is an important, if often overlooked, issue.
The most common way of measuring NIR and mid-IR radiation in pharmaceutical
research is diffuse reflectance. When the incident radiation, composed of millions
of photons, reaches the sample surface, it may be immediately reflected (specular
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reflectance) or enter the sample, depending on the radiation wavelength and the
nature of the sample [16, 35–37]. Some of the photons will be absorbed by the
material, whereas otherswill pass through the entire sample or be scattered/reflected
to such a degree that they will not be captured and detected by the instrument. Thus,
the photons that ultimately arrive at the detector (the diffusely reflected ones) will
contain mixed information about the sample components at various depths and
locations in the sample (Figure 2.6a). The final result is a spectral pattern influenced
not only by the components of themeasured pixel, but also by neighboring pixels and
by the depth of penetration. Raman scattering measurements, in contrast, are less
affected by this last parameter since the laser beam source, with which the sample is
irradiated, penetrates only a few micrometers into the sample.

2.5.2
Spatial Resolution

An important consideration in chemical imaging experiments of pharmaceutical
experiments is the domain size of components (e.g., APIs) in comparison to the
spatial resolution of the system. Spatial resolution is typically calculated by dividing

Figure 2.6 Some spatial issues in the analysis of pharmaceutical surfaces [18].
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the width and length of the field of view by the number of pixels in the x- and
y- dimensions of the detector. Should the domain size be smaller than the nominal
spatial resolution, it is necessary to apply spectral unmixing algorithms (e.g.,MCR) to
estimate the relative abundance of a species in a given pixel. This kind of situation,
where pixels contain contributions from numerous sources, is endemic in remote-
sensing hyperspectral imaging where spatial resolution can range from meters to
kilometers. The particle sizes of pharmaceutical products vary in nature, depending
on the formulation and the product itself, but it is common to find particles with an
effective diameter less than 10 mm. This plays a fundamental role in hyperspectral
measurements, since the pixel size can usually vary from 10 to 100 mm, depending
on the configuration. Figure 2.6b illustrates a schematic model of a pharmaceutical
sample where a small particle (gray) is embedded in a larger one (red). The sample is
analyzed using two different pixel sizes. In the first case, the pixel size is small
enough to obtain selective information about the gray particle. The second case
represents a pixel size much bigger than the smallest particle. Thus, depending on
the absorptivity of the red particle, the gray one will be difficult to detect because it
may be overwhelmed by the signal of the former.

Moreover, spatial resolution obtainable by a given CI system is not just a function
of the size of the detector and image magnification but fundamentally limited
by photon diffusion through the sample. Sub-surface scattering often distorts the
image obtained and thus limits the spatial resolution that can be obtained. In order
to address this issue, special spatial resolution targets have been developed that
mimic pharmaceutical materials [57].

2.5.3
Representativeness of the Measured Surface

Another concept to bear in mind is that chemical imaging techniques are surface-
based techniques. This is especially relevant in tablets, which are usually presented
as homogeneous volumetric samples. However, tablets are usually formed from
components with different physical and chemical properties, as well as diverse par-
ticle sizes, promoting nonhomogeneous distributions of the components in the
tablet. Figure 2.6c presents one �volumetric� tablet with the same quantitative com-
position (equal amount, size, and shape of red, green, and blue spheres) [38–41]. If a
section is cut through the tablet (arbitrary section plane) intersecting the compo-
nents, then an image of that section plane will show two important aspects:

1) The concentration of the components obtained in the surface plane is not
representative of their bulk concentration in the tablet.

2) The sizes of the particles in section plane 1 in Figure 2.6c do not correspond to
the real sizes of the components in the tablet (clearly visible in the red
component). This may lead to the conclusion that the sample is composed of
differently sized particles of the same component.

Therefore, special care must be taken in the interpretation of a chemical image
obtained from a cross-section of one tablet. A possible solution is to measure several
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samples of a product (different tablets of the same batch) or to measure a number of
cross-sections of each sample, to guarantee the representativeness of the cross-
section with respect to the bulk content of the components.

2.5.4
Irregularities in the Measured Surface

One of the advantages of chemical imaging devices is that almost no sample
preparation is needed prior to data acquisition. However, flat-surface samples are
preferable owing to the focusing nature of the devices.Moreover, the surfacemust be
parallel to the image plane. Since tablets often have a convex shape, the use of a bevel-
blade is necessary to mill flat samples after fixing the tablet to a crystal slide with
acrylonitrile adhesive [58]. The microtoming milling technique may present some
problems as some component materials may smear or be displaced during sample
preparation [59]. It is also convenient to attain a surface as plane as possible when
powders or mixtures being blended are measured, to avoid the scattering of the light
source owing to the roughness of the surfaces.

The intensity of the light source is one of the key points to consider when obtaining
spectral patterns of high quality. Powerful light sources are usually needed inmid-IR
and NIR devices to irradiate polychromatic light in the spectral range selected.
Laser beam radiation devices working at high resolution are also needed in Raman
measurements. These illumination sources generate high levels of energy that
induce strong heating of the samples. This may reveal several problems in samples,
such as structural changes in granulates and effervescent tablets, andmelting or even
burning of some organic dyes used in coatings. To overcome this difficulty, cooling
systems (e.g., using liquid nitrogen) are usually added to the device. Still, new
advances in detectors and dispersive systems are continuously occurring, mainly
intended to avoid cooling needs [60].

2.6
Conclusions

Attempts to apply spectroscopy and chemical imaging to real processes have
demonstrated high potential to provide useful information in routine pharmaceutical
tasks. However, further development in instrumentation technology, speed, and
data processing is needed to fully employ chemical imaging in manufacturing
process environments. The cost of equipment is commonly stated as a barrier to
the implementation of chemical imaging in routine process monitoring. However,
the non-destructive, rugged and flexible nature of chemical imaging makes it
an attractive PAT for identification of critical control parameters that impact on
finished product quality, and time savings associated with its implementation would
result in lower production costs over the long term. Judging by the continuing
emphasis on process analytical technologies to provide accurate, rapid, nondestruc-
tive analysis of pharmaceutical processes, it is likely that CI will be increasingly
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adopted for process monitoring and quality control in the pharmaceutical industry,
as has been the case with NIR spectroscopy. Future innovations in CI equipment
manufacture are likely to depress purchase costs and encourage more widespread
utilization of this emerging technology in the pharmaceutical sector.
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3
Quality Control in Food Processing
Colette C. Fagan

3.1
Introduction

Food processors have come under increased pressure to ensure the large-scale
production of consistently high quality food products with specific functional
properties. This has been driven by the requirement for consumer acceptability of
products as either food ingredients or consumer products, as well as increased
concerns over the safety and, to some degree, authenticity of food products. If food
processors are to meet these demands, they must implement and maintain proce-
dures which will ensure this outcome. However, there are a number of challenges
which the food industry must overcome to achieve this, for example most unit
operations are batch or semi-continuous operations, there is often a large inherent
variation in the raw material used, and food products and processes are complex,
heterogeneous and involve the interaction of a number of factors. Therefore, the food
industry has looked towards strategies, for example process analytical technology
(PAT), to achieve consistently high quality products. PAT is a systems for designing,
analyzing and controlling manufacturing through timely measurements of critical
quality and performance attributes of raw and in-processmaterials and processes [1].
However, this requires the control of the manufacturing process through real-time
analysis of critical quality parameters. Therefore, techniques and technologies, that
is, PATtools, which can rapidly, accurately andpreferably nondestructively, assess the
quality, and functional properties of food products, are essential for themodern food
processing industry. These tools should also facilitate increased process understand-
ing, development of risk-mitigation strategies, and continuous improvement. Opti-
cal and imaging technologies have been developed which have the potential to be
ideal PAT tools. These have primarily been applied to quality and safety assessment,
authenticity determination, and process control applications. These include near-
infrared (NIR) spectroscopy, mid-infrared (MIR) spectroscopy, fluorescence spec-
troscopy, hyperspectral imaging (HSI), and Raman spectroscopy (Table 3.1).
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Integration of such strategies and technologies results in the generation of large
amounts of diverse data. Therefore, appropriate data management and processing
approaches are critical if such data rich technologies are to be employed in the food
processing sector.

Advances in chemometrics, which applies optimal mathematical and statistical
methods to process data, has been key to the adoption of PAT tools. Chemometric
approaches are vital in understanding, diagnosing real-time processes, and keeping
them under multivariate statistical control. Multivariate calibration and multivariate
classification are two of the most common chemometric methodologies. Chemo-
metric approaches can be used to overcome problems in spectroscopy such as
collinearity that is, where variables in the calibration have high correlations between
them, or where it is difficult to select a specific wavelength for calibration as infrared
spectra frequently contain data points carrying overlapping information [2]. Cali-
bration approaches such as principal components analysis (PCA) and partial least
squares regression (PLSR), and classification approaches such as cluster analysis or
discriminant analysis (DA) are commonly used and have been explained in detail
elsewhere [3, 4].

Recent advances in instruments have widened the potential applications of
photonics in the food industry. Developments in fiber optics have assisted the
expansion of NIR reflectance and transmission sensors for online analysis, while
the move towards miniaturization of spectrometers has opened up new oppor-
tunities for food processors to monitor critical control point. The development
and improvement in MIR instrumentation, in particular Fourier transform
infrared (FTIR) spectrometers, has increased the feasibility of applying MIR
spectroscopy to the precise control and monitoring of a manufacturing process.
Emerging platform technologies such as hyperspectral imaging (HSI), which
integrates conventional imaging and spectroscopy to attain both spatial and
spectral information from an object, have also shown potential for widespread
adoption in the areas of food quality, safety, and product development. Table 3.2
outlines the advantages and disadvantages of some of technologies most com-
monly applied to food products.

Table 3.1 Examples of the application of optical and imaging technologies to food quality and
processing.

Principle Application Product Reference

NIR Sensory quality Cheese [111]
FTIR, FT-NIR and FT-Raman Authenticity Oils and fats [59]
FTIR Geographic origin Honey [112]
NIR Process monitoring Hamburger meat [113]
Fluorescence and MIR Geographic origin Cheese [114]
Spectral imaging Defect detection Fruit [115]
Hyperspectral imaging Contaminant detection Poultry [116]
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3.2
Quality Applications

Food quality cannot be considered as a single, well-defined attribute. In fact it
encompasses a number of properties or characteristics, which are often referred to as
the quality indices of the product under test [5]. Examples of such indices may be
chemical composition, sensorial and textural attributes, aroma, and appearance.
While the use of photonics offers a solution to the challenge of determining such
complex attributes, onemust ensure that the basis for the prediction of quality is fully
understood, as well as its inherent limitations.

The advantages of employing FTIR spectroscopy in conjunction with attenuated
total reflectance (ATR) as a quantitative quality control tool for the food industry have
been previously outlined [6]. Vill�e et al. [7] developed amethod for the determination
of total fat and phospholipid content in intramuscular pig meat using FTIR
spectroscopy. Meat samples were extracted with chloroform andmethanol and FTIR
spectra were recorded in transmission mode. They developed a linear regression
equation to predict total fat using the spectral region associated with the C¼O band
(1785–1697 cm�1). The resulting model had a determination coefficient of 99%.
FTIR spectroscopy has also been employed to predict the fatty acid content in fat
extracts of pork meat [8]. Samples were again extracted using chloroform and
methanol and the sample accessory was an ATR cell. Models were developed which
predicted four fatty acids with R2 values between 0.91 and 0.98.

Lefier et al. [9] employed FTIR spectroscopy to predict milk fat, crude protein, true
protein and lactose content. Due to the success of the FTIR measuring principle for
the analysis of milk this technology has been successfully commercialized with
products such as the MilkoScan� FT 120 (Foss, Denmark), which employs this
principle in compliance with IDF and AOAC standards.

The quality of any given type of cheese is related to a large extent to its texture,
which in turn is influenced by moisture and other composition components, and
processing conditions. Therefore MIR spectroscopy has been investigated as a tool
for predicting not only compositional parameters but also textural attributes.

Table 3.2 Advantages and disadvantages of the near infrared (NIR), Fourier transform infrared
(FTIR) and fluorescence spectroscopy from [117].

Techniques Sensitivity Information
content

Absence of
interferences

Repeatability Absence of
light scatter

NIR �� �� � �� ��

FTIR ��� ��� � ��� ��

Fluorescence ��� � ��� �� �

Sensitivity and information content: �, low; ���, high; Absence of interferences: �, many interferences;
���, few interferences; Repeatability: �, poor; ���, good; Absence of light scatter: �, severe light scatter;
���, no light scatter.
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The organoleptic quality of cheese is determined by complex changes that occur
during ripening [10, 11]. The three reactions, which are primarily responsible for the
development of texture and flavor, are proteolysis, glycolysis and lipolysis. Irudayaraj
et al. (1999) investigated the use of FTIR spectroscopy to follow texture development
in Cheddar cheese during ripening. They demonstrated that springiness could be
successfully correlated with a number of bands in mid-infrared spectra. The
development of cheese microflora during ripening is extremely important in the
development of flavor and texture. Leifer et al. [12] demonstrated that FTIR spec-
troscopy could be used as a rapid and robust method for the qualitative analysis of
cheese flora. They developed a model for the identification of Lactococcus sp. using a
number of strains of Lactcoccus lactis ssp. lactis and cermoris. FTIR spectroscopy has
also been used to evaluate the shelf-life period in which �freshness� is maintained in
Crescenza cheese [13]. PCA was found to detect the decrease of Crescenza
�freshness� and to define the critical day during shelf-life. Fagan et al. [14] determined
the potential of FTIR spectroscopy coupled with PLS regression for the prediction of
processed cheese instrumental texture and meltability attributes. The strongest
models developed predicted hardness (R2¼ 0.77), springiness (R2¼ 0.77), cohesive-
ness (R2¼ 0.81) and Olson and Price meltability (R2¼ 0.88).

Fruit quality indices consist of internal quality, such as soluble solids content (SSC)
and total acidity (TA), and external quality, such as size and weight [15]. Bureau
et al. [16] studied the potential of FTIR spectroscopy to simultaneously determine the
sugar and organic acid content of apricot fruit slurries. They identified the most
suitable spectral region as 1500 to 900 cm�1 for model development (R2� 0.74 and
root mean square error of prediction (RMSEP) �18%).

NIR spectroscopy has been widely employed for the prediction of the chemical
composition of numerous products including, milk [17, 18], cheese [19–22], but-
ter [23], meat [24–26], wheat [27, 28], and fruit [29].

For compositional analysis of products such as cheese NIR reflection has primarily
been used. As early as 1982 NIR spectroscopy was applied to the determination of the
fat, protein andmoisture content of cheese [19]. More recently, NIR spectroscopy has
also been applied to the prediction of the composition of processed cheese withmuch
success (rootmean square error of cross validation (RMSECV)¼ 0.45, 0.50, and0.26%
for fat, moisture and salt, respectively) [21]. Downey et al. [30] subsequently examined
the potential of NIR spectroscopy to predict the sensory attributes and maturity of
Cheddar cheese. The most successfully predicted parameters were maturity, crum-
bliness, rubberiness, chewiness,mouth-coating andmassforming. A similar study on
processed cheese in general found that it was possible to predict processed cheese
sensory and instrumental texture parameters using NIR spectroscopy [31].

The texture of fruit is also a critical quality parameter. Valente et al. [32] employed a
combination of visible and NIR spectroscopy and a nondestructive acoustic tech-
nique to estimate mango fruit firmness. The best calibration result was obtained
using the second derivative spectra for two genetic algorithm selected spectral ranges
(736–878 and 955–1022 nm) and had an associated RMSEP value of 3.28 (R2¼ 0.82),
however, they were deemed not to be sufficiently good to allow automated fruit
sorting.
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Cayuela and Weiland [33] compared two commercial portable spectrometers for
prediction of orange quality. The first spectrometer (Vis–NIR) used fiber optics to
collect the reflected radiation and transmit it to three detectors (350–2500 nm). The
second instrument (AOTF-NIR) had a reflectance post-dispersive optical configu-
ration and InGaAs detector (1100–2300 nm). They predicted 11 parameters, that is,
soluble solids content, acidity, titratable acidity, maturity index, flesh firmness, juice
volume, fruit weight, rind weight, juice volume to fruit weight ratio, fruit color index
and juice color index. They found the results were particularly good for the direct NIR
prediction of soluble solids content, and maturity index (Vis–NIR spectrometer:
RPD¼ 1.67–2.21 and AOTF-NIR spectrometer: 1.03 to 2.33).

A limited number of studies have employed Raman spectroscopy to characterize
cheese during ripening. Some of themost common excitationwavelengths used today
for Raman spectroscopy are 532, 633, 785 and 1064nm. While the Raman scattering
effect is more efficient at short wavelengths, the use of short wavelength lasers can
induce fluorescence in the sample under test, which is stronger than the Raman
scattering. NIR excitation does not give rise to such an effect and one of the most
common NIR laser sources for Raman spectroscopy of foodstuffs has been the Nd:
YAG (neodymium-doped yttrium aluminum garnet) solid state laser (1064nm).
However, when this laser is used water-based samples suffer from self-absorption
ofRamanscatter, aswell as significant laser absorption [34]. Additional informationon
lasers used for Raman spectroscopy can be found elsewhere [34–36].

Rudzik et al. [37] have stated that Raman spectroscopy is an excellent tool for
protein secondary structure determination. Fontecha et al. [38] used Raman spec-
troscopy with a 514.5 nm excitation laser to study the secondary structure of caseins
from various sources, including ewes cheese. They assigned bands at 1609 and
1616 cm�l to ring vibrations of aromatic amino acid side-chains, a band at 1655 cm�l

to the a-helix segments, and bands in the region of 1665 cm�l to disordered and turn
structures. They also stated that bands corresponding to the b-strand structures of
casein were located in the region of 1680 cm�l with b-sheet structures appearing at
1630 cm�1. An increase in intensity at 1630 cm�l occurred during cheese ripening as
a result of increased b-sheet structures.

Raman spectroscopy has also been employed to understand how protein structure
changes with processing to elucidate the impact on thermal processing on the
functional properties of food [39].

Asfseth et al. [25] evaluated Raman spectroscopy for determining fatty acid
composition and contents of the main constituents in a complex food model
system. They developed a model system consisting of 70 different mixtures of
protein, water, and oil blends. The PLS regressionmodels predicted the total level of
unsaturation in the form of the iodine value with an error of 2.8% of the total iodine
value range. The same authors went on to apply Raman spectroscopy to the
assessment of real food systems (salmon) [40]. The Raman spectra of intact salmon
muscle, ground salmon and oil extracts were used to predict the degree of fatty acid
unsaturation (iodine value) of the salmon (n¼ 50). The best model was developed
using the oil extract spectra (R¼ 0.87, RMSECV¼ 2.5 g I2/100 g fat) using only one
latent variable.
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3.3
Safety Applications

The area of photonics and food safety has grown over the last decade or so.
Technologies have been developed which could be used to detect contaminants
such as foreign objects, fecal matter, or microbial contamination. The potential to
identify microbial populations and validate cleaning protocols has also been
investigated.

The contamination of carcasses by fecal matter is the primary pathway for
pathogens to contaminate such products. Fluorescence spectroscopy has been
employed to determine excitation and emission characteristics of fecalmatter derived
from cows, deer, swine, chickens, and turkeys [41]. Spectra were recorded of fecal
matter, animal meats, and swine, chickens�, and turkeys� feedstuff. Excitation at
approximately 410 to 420 nm yielded the highest level of fluorescence for both feces
and feedstuffs. The emission maxima for feces were at 675 nm with the exception of
chicken feces which occurred at 632 nm.

A number of studies have examined the potential of HSI to detect fecal contam-
ination [42–46]. Park et al. [42] studied the performance of supervised classification
algorithms and HSI to identify fecal and ingesta contaminants. The six different
supervised classification algorithms examined were parallelepiped, minimum dis-
tance,Mahalanobis distance,maximum likelihood, spectral anglemapper and binary
coding. The classification accuracies varied from 62.9 to 92.3%, depending on the
classification method. The highest classification accuracy for identifying contami-
nants from corn-fed carcasses was 92.3%with a spectral anglemapper classifier. The
overall mean classification accuracy for classifying fecal and ingesta contaminants
was 90.3%. The same group also utilized a band-ratio image processing algorithm
using 2-wavelengths (I565/I517) and 3-wavelength (I576� I616)/(I529� I616) mod-
els [43]. Figure 3.1 describes the hyperspectral image processing procedure and
shows the results of the 3-wavelengthmodels. The 2-wavelengthmodel had a correct
classification rate of 96.4% and 147 false positives, while the 3-wavelength models
had a correct classification rate of 98.6% but 388 false positives. A similar approach
was employed by Liu et al. [45] to detect fecal contamination on apples. They recorded
hyperspectral images of two apple cultivars, and they used 2- (I725/I811) and 3-
wavelength (I811 – I557)/(I725 – I557) band ratio equations to identify fecal contam-
inated skins, with the dual band ratio giving the best results.

Fourier transform Raman spectroscopy has been studied for the characterization
and differentiation of six different microorganisms, including the pathogen Escher-
ichia coliO157: H7 on whole apples [47]. They stated that the technology successfully
discriminated between E. coli strains as well as accurately differentiating pathogens
from non-pathogens. Sivakesava et al. [48] also attempted to identify and classify
various species of microorganisms, in this case using FTIR and NIR spectroscopy.
Using canonical variate analysis (CVA) andNIR spectra they achieved a 95.6%correct
classification rate, while FTIR spectra achieved a lower correct classification rate of
93%, however, FTIR required a lower number of principal components. Harz
et al. [49] employed micro-Raman spectroscopy to identify bacterial bulk material
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Figure 3.1 Procedure of hyperspectral image
processing of a poultry carcass: (a) color
composite; (b) calibrated color image; (c) ratio
image (calibrated and smoothed); (d)
backgroundmask andband ratio results of three

wavelengths (529, 576, and 616 nm) selected by
single term regression model using the region
of interest of the hyperspectral images at
(e) threshold¼ 1.05; (f) threshold¼ 1.05 with
filter. From [43].
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and single cells of different species within the genus Staphylococcus. They found it
was possible to make a distinction between strains in the bulk material when a
support vector machine and hierarchical cluster analysis were employed. For single
bacterial spectra they achieved an average recognition rate of 94.1%on the strain level
and 97.6% on the species level.

Mycotoxins can pose a significant health risk to humans. Transient infrared (TIR)
spectroscopy and FTIR photoacoustic spectroscopy have been employed to detect
toxigenic fungi (Aspergillus flavus) in corn [50] (Figure 3.2). It was found that TIR
spectroscopy effectively distinguished healthy corn from corn infected with Asper-
gillus flavus with a 85 or 95% success rate. Berardo et al. [51] challenged NIR
spectroscopy to identify toxigenic fungi and their toxic metabolites produced in
naturally and artificially contaminated products. They indicated that NIR could
accurately predict the incidence of kernels infected by fungi, and by Fusarium
verticillioides in particular. They were also able to predict the quantity of ergosterol
and fumonisin B1 in the meal. The best model predicted the percentage of global
fungal infection and Fusarium verticillioides when data from the maize kernels
(R2¼ 0.75 and standard error of cross validation (SECV)¼ 7.43) and maize meals
(R2¼ 0.79 and SECV¼ 10.95).

3.4
Authenticity Application

Foodmanufacturers are required todemonstrate the authenticity of their products [2].
The EuropeanUnion set out the rights of consumers and genuine food processors in
terms of food adulteration and fraudulent or deceptive practices in food proces-
sing [52]. There are three EU schemes which are used to promote and protect the

Figure 3.2 Schematic illustration of corn kernels moving past the detector in TIRS. [50].
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names of quality agricultural products and foodstuffs. These are protected desig-
nation of origin (PDO), protected geographical indication (PGI) and traditional
specialty guaranteed (TSG). Examples of products protected under these schemes
are shown in Table 3.3. The authenticity of incoming rawmaterials is also of concern
to food processors.

Detection of adulterated oils, for example, olive oil is critical both in terms of
economic and health aspects [53]. A number of studies have been undertaken to
examine the potential of a range of technologies to detect adulterated oils [53–57].

Lai [54] employed FTIR spectroscopy in conjunction with PCA and linear DA to
determine the authenticity of vegetable oils. They found that samples clustered
according to their origin (plant species) and it was also possible to discriminate
between extra virgin and refined olive oils (correct classification rate: 93% calibration
and 100% validation). Lai et al. [55] also examined the potential of FTIR spectroscopy
to quantify the level of adulterants (refined olive oil andwalnut oil) in extra virgin olive
oil with some success (standard error of prediction (SEP)¼ 0.68–0.92 g (100 g)�1).
The potential of Fourier transform Raman spectroscopy in such an application has
also been reported [56]. They adulterated virgin olive oil with soybean, corn, and raw
olive residue (olive pomace) oils at 1, 5, and 10%, respectively and also collected six
genuine virgin olive oil samples. They achieved a 100% correct discrimination
between genuine and adulterated samples and 91.3% correct classifications at
different adulteration levels using principal component regression. Marigheto

Table 3.3 Examples of product names registered under protected designation of origin (PDO),
protected geographical indication (PGI) and traditional specialty guaranteed (TSG) schemes.

Designation Country Type Product Categrory

Scotch Lamb United Kingdom PGI Class 1.1
Prosciutto di Parma Italy PDO Class 1.2
Timoleague Brown Pudding Ireland PGI Class 1.2
Edam Holland Netherlands PGI Class 1.3
Mozzarella Italy TSG Class 1.3
Emmental de Savoie France PGI Class 1.3
Huile d�olive de Corse; Huile
d�olive de Corse-Oliu di Corsica

France PDO Class 1.5

(Lixian Ma Shan Yao) China PGI Class 1.6
Yorkshire Forced Rhubarb United Kingdom PDO Class 1.6
Brussels grondwitloof Belgium PGI Class 1.6
Herefordshire cider/perry United Kingdom PGI Class 1.8
Dortmunder Bier Germany PGI Class 2.1
Pierekaczewnik Poland TSG Class 2.3
Kalakukko Finland TSG Class 2.3

Class 1.1 Freshmeat (and offal), Class 1.2Meat products (cooked, salted, smoked), Class 1.3Cheeses,
Class 1.5 Oils and fats (butter, margarine, oil, etc.), Class 1.6 Fruit, vegetables and cereals fresh or
processed, Class 1.8 other products of Annex I of the Treaty (spices etc.), Class 2.1 Beers, Class 2.3
Confectionery, bread, pastry, cakes, biscuits and other baker�s wares.
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et al. [58] went on to compare the potential of FTIR and Raman spectroscopies to
discriminate between oils of differing botanical origin, and for their ability to detect
added adulterants. Ultimately they found that MIR, in combination with linear
discriminant analysis, gave the best classification rates and adulteration detection
levels were comparable with Raman spectroscopy. Determination of olive oil geo-
graphic origin using visible and NIR spectroscopy was also examined by Downey
et al. [57]. They collected samples from three regions that is, Crete (n¼ 18), the
Peloponese (n¼ 28), and other parts of Greece (n¼ 19), and spectral analysis was
carried out in transflectance mode using a gold-plated accessory. The results
indicated that the highest classification rate was achieved using raw spectra
(400–2498 nm) and factorial DA, although it was noted that the samples were
from a single harvest. A comparison between FTIR (MIR), FT-NIR, and FT-Raman
spectroscopy for discrimination among 10 different edible oils and fats has also
been carried out [59]. In agreement with other studies they found that FTIR
spectroscopy was the most successful in discriminating between oils and fats
(98%), followed by Fourier transform Raman spectroscopy (94%) and Fourier
transform NIR spectroscopy (93%).

Cheese authenticity is an emerging research area, which is becoming increasingly
important to the dairy sector [60]. Pillonel et al. [61] employed a small data set of
Emmental cheeses from different regions, that is, Switzerland (n¼ 6), Allgau
(Germany) (n¼ 3), Bretagne (France) (n¼ 3), Savoie (France) (n¼ 3), Vorarlberg
(Austria) (n¼ 3) and Finland (n¼ 2) to compare NIR and FTIR spectroscopy for their
potential to discriminate samples on the basis of geographic origins. They found that
FTIR transmission spectra achieved 100% correct classification in conjunction with
LDA when differentiating Swiss Emmental from the other samples pooled as one
group, while NIR diffuse reflection spectroscopy allowed a classification by the six
regions of cheese origin (100% correct classification). Karoui et al. [62] went on to
combine FTIR and front-face fluorescence spectroscopy to discriminate between
Emmental cheeses originating from different European countries: Austria (n¼ 12),
Finland (n¼ 10), Germany (n¼ 19), France (n¼ 57), and Switzerland (n¼ 65). By
pooling the first 20 principal components from both the FTIR and fluorescence
spectral datasets, and subjecting them to factorial DA they achieved correct classi-
fications of 76.7% of the validation spectra.

Aulrich and Molkentin [63] investigated the potential of NIR spectroscopy to
discriminate between organically and conventionally producedmilk on the basis of
v3-fatty acids predictions. They found it was possible to predictv3-FA content and
that, with due consideration to seasonal variations in the contents of the v3-FA
C18 : 3v3 and C20 : 5v3 in milk, that NIR spectroscopy could be used as screening
tool in discriminating between organically and conventionally produced milk. The
potential of FTIR spectroscopy to discriminate between milk samples on the basis
of origin that is, cow, goat, or sheep has been investigated [64]. Blends of sheep and
cow milk, goat and cow milk, and sheep and goat milk were prepared which
contained between 0 and 100% of each milk in increments of 5%. A second set of
samples was prepared containing a blend of sheep, cow, and goat milk, also in
increments of 5%. The best result was achieved using kernel PLS regression for the
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first data set (error¼ 4 to 6%) while errors of 3.9 to 6.4% were achieved for the
second dataset.

Over the last decade there has been a drive towards rapid nondestructive tech-
niques for determining honey authenticity and geographic origin.

Goodacre et al. [65] employed Raman spectroscopy to discriminate between honey
samples fromdifferentfloral and geographical origins. Analysiswas carried out on 51
samples, from 5 countries and from a number of botanical sources: acacia (7),
chestnut (9), eucalyptus (4), heather (10), lime (4), rape (5), sunflower (4), citrus (2),
lavender (2), rosemary (1), Echium plantagineum (1), orange (1), and fior di sulla (1).
They stated that cluster analysis indicated that differences between the honeys were
due to their botanical origin rather than their country of origin.

Sivakesava and Irudayaraj [66] employed FTIR spectroscopy as a screening tool for
the determination of beet medium invert sugar adulteration in three different
varieties of honey. They developed PLS regression models using first derivative
spectra (1500–950 cm�1) for determination of beet invert sugar in honey samples.
The most successful model for discriminating adulterated honey samples
was achieved with canonical variate analysis (classification rate 88–94%). However,
care should be taken to ensure the experimental design does not facilitate classifi-
cation on the basis of alteration of the solids content of the honey [67]. Therefore,
honey samples and the adulterant solutions are usually adjusted to a standard solids
(�Brix) level.

Detection of honey adulteration using FTIR spectroscopy has been examined [67].
Irish honey samples (n¼ 221) were adulterated using D-fructose and D-glucose
solutions, while authentic samples (n¼ 99) were also collected. Samples and adul-
terant solutions were adjusted to 70�Brix. The classification model developed using
PLS regression of first derivative spectra gave the best classification rate (93 or 99% if
greater than 14%w/w adulterant). Kelly et al. [68] went on to examine the potential of
FTIR spectroscopy to detect adulteration of Irish honeys by five adulterants. Authen-
tic Irish honeys (n¼ 580) and honeys adulterated by fully inverted beet syrup
(n¼ 280), high-fructose corn syrup (n¼ 160), partial invert cane syrup (n¼ 120),
dextrose syrup (n¼ 160), and beet sucrose (n¼ 120) were adjusted to 70�Brix and
analyzed. They were able to classify authentic honey and honey adulterated by beet
sucrose, dextrose syrups, and partial invert corn syrup (correct classification rates:
96.2, 97.5, 95.8, 91.7% respectively). However, they were not able to clearly detect
high-fructose corn syrup or fully inverted beet syrup adulteration. This group also
examined the potential ofNIR transflectance spectroscopy in such an application [69].
They used authentic honey (n¼ 83) and honeys adulterated with beet invert syrup
(n¼ 56) and high fructose corn syrup (n¼ 40). In this scenario they found that NIR
spectroscopy could be used as a rapid screening tool for detection of Irish honey
adulterated with these compounds.

Thework of Ruoff et al. [70, 71] investigated the potential of fluorescence and FTIR
spectroscopy to classify honey according to its botanical and geographical origin. The
samples analyzedwere 11 unifloral (acacia, alpine rose, chestnut, dandelion, heather,
lime, rape, fir honeydew, metcalfa honeydew, oak honeydew) and polyfloral honey
types (fluorescence: n¼ 371; FTIR: n¼ 411).
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Using fluorescence spectroscopy the discriminant models had error rates of
less than 0.1% for polyfloral and chestnut honeys to 9.9% for fir honeydew honey,
by using single spectral data sets. If two data sets were combined the error rates
were from <0.1% (metcalfa honeydew, polyfloral, and chestnut honeys) to 7.5%
(lime honey). For FTIR spectroscopy the error rates ranged from <0.1% (poly-
floral, heather honeys, honeydew honeys from metcalfa, oak, and fir) to 8.3%
(alpine rose honey). Fluorescence spectroscopy could only classify samples
according to geographical origin within a group of honeys of the same botanical
origin, however, linear DA of FTIR spectra of acacia, lime, dandelion, and
honeydew honey samples from Germany and Switzerland resulted in an average
correct classification rate of 85%. However, botanical origin had a more signif-
icant effect than geographical origin, hence, the results may in fact be due to the
indirect effects of the botanical origin.

They have also tried to create a specific NIR spectral fingerprint for Corsican
honey [60]. They collected NIR spectra from authentic Corsican samples, and
mathematically processed them so as to develop a univariate specification based
on fingerprint spectroscopy. The specification was then challenged by spectra of
separate Corsican and non-Corsican honey samples over two production seasons.
The best PLS discriminant models produced correct classification rates of 90.0%
(Corsican), 90.3% (non-Corsican) and 90.4% (Corsican) and 86.3% (non-Corsican)
for models validated via cross-validation and an independent test set, respectively.

Al-Jowder et al. [72] applied FTIR spectroscopy to the authenticity of freshmeats.
Using PCA they were able to discriminate between chicken, pork and turkeymeats.
The basis for this discrimination was found to be the lipid (1740 cm�1) and protein
(1650 and 1550 cm�1) bands with protein bands increasing in intensity for chicken,
turkey and pork consecutively. They also differentiated between fresh samples and
the frozen samples that had been thawed. McElhinney et al. [73] also investigated
the potential of FTIR spectroscopy for quantitative analysis ofmeatmixtures. A PLS
regression model was able to predict the lamb content of minced beef and lamb
mixtures with an R value of 0.97, however, the study also developed models using
NIR spectra, which were found to have an R value of 0.99. Al-Jowder et al. [74] went
on to employ FTIR spectroscopy to discriminate between pure beef and beef
containing 20% offal (heart, kidney, liver and tripe) in both raw and cooked
samples. Ding and Xu [75] found that NIR spectroscopy could be used to discrim-
inate between authentic beef hamburgers and those adulterated with 5–25%
mutton, pork, skim milk powder, or wheat flour with an accuracy up to 92.7%.
Acomparative study has also been carried out to compare the potential of FTIR,NIR
and visible spectroscopy to discriminate samples on the basis of origin (i.e.,
chicken, turkey, pork, beef, lamb) [76]. Difficulties arose when trying to discrim-
inate between chicken and turkey. Therefore the authors developed models with
both five meat classes and also with four, where chicken and turkey samples were
combined as one group. For the five class model, incorporating FTIR spectra with
visible and NIR spectra did not improve model accuracy. However, in the case of
the four class model it did by improving the discrimination between chicken
and turkey.
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The use of fruit purees rather than whole fruits as a raw material is advantageous
from an economic perspective, and in the case of some soft fruits a requirement [77].
However, determining the authenticity of fruit purees can be a challenge. FTIR
spectroscopy has been used to discriminate between fruit purees usingDA [77]. They
could classify purees according to anumber of factors that is, strawberry, raspberry, or
apple (100% success); fresh or freeze-thawed (98.3% for strawberry, 75% for
raspberry); sulfur dioxide addition (90% for apple); and Bramley versus non-Bramley
apples (86%). Contal et al. [78] went on to examine if visible and NIR spectroscopy
could be used for detecting strawberry and raspberry purees adulterated with apple.
They prepared authentic strawberry (n¼ 32) and raspberry (n¼ 32) purees as well as
strawberry and raspberry purees adulterated with 10, 20, 30, 50 and 75% apple
(n¼ 28). Ultimately the developed model could detect apple adulteration at levels
above 20% in strawberry and between 10 and 20% in raspberry. More recently, FT-
NIR spectroscopy of cell wall components has been evaluated for determining the
authenticity of fruit and the fruit content of products [79]. They collected NIR spectra
of the alcohol-insoluble residues (n¼ 92) and hemicellulose (n¼ 109) fractions
obtained from the samples. They found that the calibration models developed to
predict alcohol-insoluble residues and hemicellulose correlated very well with the
reference data (R2¼ 0.98).

A robust, rapid, and inexpensive method for quality assurance purposes is
needed in the wine industry to monitor that wine parameters conform to speci-
fication, in order to ensure the quality of the final product delivered to
the consumer [80]. FTIR spectroscopy has been used to classify 165 wines from
three different geographical origins (Gaillac, Beaujolais and Touraine) which were
made from the same grape variety, that is, Gamay. The spectra of dried samples
were recorded in transmission mode. By employing factorial DA they were able to
classify the samples according to geographic origin with a correct classification rate
of 97% [81]. Bevin et al. [80] also employed FTIR spectroscopy for wine assessment.
They analyzed three Australian wine varieties, Shiraz, Cabernet Sauvignon, and
Merlot (n¼ 161). Spectra, which excluded the regions 1543 to 1717 cm�1, 2971 to
3627 cm�1 and 2276–2431 cm�1, were recorded in transmissionmode. They found
that for five of the six wineries they obtained a correct classification rate of 98%.
Acevedo et al. [82] went on to examine if classification of wines according to their
origin could be improved by using UV–Vis spectroscopy and support vector
machines (SVM). They stated that SIMCA, k-neural network, and PLSRDA seemed
to require more selective techniques/variables than SVM if a large variety of wines
was to be discriminated according to the specific region inwhich they are produced.
In terms of its simplicity the SVM was preferred over NN-MPL. Finally, Cozzolino
et al. [83] compared and combined UV–Vis, NIR and FTIR spectroscopy to
determine their efficacy as tools for the classification of commercial Sauvignon
Blanc from Australia (seven regions) and New Zealand (four regions). Spectral
analysis was carried out in transmission mode. The best results employed a model
developed using PLS DA. Concatenation of the NIR and MIR data resulted in the
highest overall correct classification rate (93%). While MIR was the next strongest
(90%) followed by NIR (76%) and UV–Vis (67%).
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3.5
Process Control

Development of technologies which facilitate the control and monitoring of critical
control points during food processing is essential. This includes the monitoring and
detection of microbial populations, which is critical not only from a food safety but
also from a process monitoring perspective. Microbial populations are critical to
flavor and texture development in products such as cheese. Oberreuter et al. [84]
employed FTIR spectroscopy to rapidly monitor the population dynamics of bacteria
in cheese during ripening. They found that only 1% of the coryneform bacteria could
not be identified by FTIR spectroscopy. Gaus et al. [85] successfully employed UV-
resonance Raman spectroscopy for the classification of lactic acid bacteria on a strain
level; the observed clusters corresponding to the different strains when PCA and
hierachical cluster analysis were used.

NIR technology has been successfully applied at laboratory and commercial scale
formonitoring processes during dairy processing. In particular, themilk coagulation
process during cheese production has received a great deal of attention. Cutting the
coagulum either before or after the optimum point results in losses of curd and fat.
An increase in cheesemoisture also occurs if the gel is too firmwhen cut. Originally,
the determination of the cutting time was established by the cheesemaker. Although
accurate this method is not feasible in closed commercial vats and, together with an
increased desire for automation in the cheese industry, has led to the need for an on-
line objective method for the monitoring of milk coagulation. Early methods, which
utilized the changes in the optical properties of the milk, were reflection photom-
etry [86] and absorbance [87]. Although the reflection photometry and absorbance
methods were found to monitor coagulation they were rarely used. However,
developments in fiber optics have overcome many of the problems associated with
these techniques. Light in the NIR region can be transmitted through a fiber optic
bundle and diffuse reflectance or transmission monitored. As the gel is formed the
reflectance will increase while transmission will decrease. Payne et al. [88] developed
a method based on changes in diffuse reflectance during milk coagulation. Reflec-
tance wasmeasured using a fiber optic probe, utilizing a photodiode light source at a
wavelength of 940 nm. The time to the inflection point (tmax) was determined from
the first derivative and was found to correlate well with Formograph cutting times.
Linear prediction equations, which were considered to be of the form required for
predicting cutting time, were also developed using tmax. This technology has been
commercialized as the CoAguLite sensor (Reflectronics Inc, Lexington, KY). It could
also be used in conjunctionwith other sensors, for example the FiberViewdairywaste
sensor system, which could be used tomonitor waste streams in dairy facilities. This
enables the location, occurrence or concentration of the discharge to be determined.
It monitors solids concentration in dairy plant effluents in the range of 0 to 1% solids
(or higher), and, due to its quick response to loss events, it allows operators to take
corrective actions.

Syneresis is a critical phase in cheese manufacture, with the rate and extent of
syneresis playing a fundamental role in determining the moisture, mineral and
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lactose content of drained curd, and hence that of the final cheese [89, 90]. Therefore,
research is ongoing into the development of a syneresis control technology.
A number of potentially noninvasive technologies have been investigated for such
an application, including ultrasound and computer vision [91–94] and NIR sens-
ing [95–97]. Initial studies focused on off-line optical sensing of whey samples [98].
An adaption of this technology led to the development of a sensor which could be
installed in the wall of a cheese vat for on-line continuous monitoring of both
coagulation and syneresis [99]. The sensor operated at 980 nm and was sensitive to
casein micelle aggregation and curd firming during coagulation, and to changes in
curd moisture and whey fat contents during syneresis. This sensor was also used to
predict whey fat content (i.e., fat losses), curd yield and curd moisture content with
SEPs of 2.37 g, 0.91 and 1.28%, respectively [100]. Further work used a wider spectral
range (300–1100 nm) in conjunctionwithPLS regression to predict whey fat and curd
moisture with RMSECV values of 0.094 and 4.066%, respectively [101]. Mateo
et al. [102] developed another set of models which predicted the yield of whey
(R2¼ 0.83, error¼ 6.13 g/100 g) using three terms, namely light backscatter, milk fat
content and cutting intensity. These studies were carried out in laboratory scale
cheese vats (7–11 l), therefore, further scaling up and development under commer-
cial conditions of the technology will be required if it is to become viable at a
commercial scale. Fluorescence spectroscopyhas also been studied for its potential as
a syneresis control tool [103]. In this preliminary evaluation it was found that
tryptophan and riboflavin fluorescence had strong relationships with curd moisture
and whey total solids content during syneresis, and that it was possible to develop
simple one- and two-parameter models to predict curd moisture content, curd yield
and whey total solids using parameters derived from the sensor profiles (error
¼ 0.0005 to 0.394%; R2¼ 0.963 to 0.999).

NIR spectroscopy has also been investigated as a process control tool in yoghurt
production. Cimander et al. [104] studied the potential of NIR spectroscopy to
monitor yogurt fermentation in a 4.2-l laboratory scale vat. A sensor signal fusion
approach was adopted with NIR (400 to 2500 nm), electronic nose, and standard
bioreactor sensors installed as part of a multi-analyzer set-up. While the electronic
nose followed changes in galactose, lactic acid, lactose and pH, the NIR sensor
signal correlated well with the changes in the physical properties during fermen-
tation. Therefore, the signals from the sensors were fused using a cascade artificial
neural network (ANN). Results suggested that the accuracy of the neural network
prediction was acceptable. This approach was further investigated by Navr�atil
et al. [105] under industrial conditions in a 1000-l vat. Signal responses from NIR
and electronic nose sensors were subjected to PCA separately. The scores of thefirst
principal component from each PCA were then used to make a trajectory plot for
each fermentation batch. PLS regression of theNIR spectra was also used to predict
pH and titratable acidity (expressed as Thorner degrees, oTh) during fermentation
with reasonable success (SEPs of 0.17 and 6.6 oTh, respectively). MIR spectroscopy
has also been employed to monitor the sorghum fermentation process [106]. FTIR
spectroscopy was used to detect differences due to the effect of lactic bacteria on
sorghum fermentation. It was found possible to differentiate between samples
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which used natural yogurt and Lactobacillus fermentum as inocula due to variations
in protein and starch structures.

Optical sensors have also been developed tomonitormeat emulsion stability [107–
110]. Initial work focused on prediction of meat emulsion stability using reflection
photometry [107]. The authors found that L� values increased at the beginning of
chopping, associated with reduced cooking losses, following 8min of chopping there
was a reduction in L� and b� values and an associated increase in cooking losses,
which suggested the feasibility of an on-line optical sensor technology to predict the
optimum endpoint of emulsification in themanufacture of finely comminutedmeat
products. These authors then recorded light backscatter intensity from beef emul-
sions manufactured with different fat/lean ratio and chopping duration using a
dedicated fiber optic prototype [108]. They found several optically derived parameters
to be significantly correlated with fat loss during cooking. In subsequent work they
found normalized intensity decreased with increased chopping time as a result of
emulsion homogenization, andwith increased distance and that chopping timehad a
positive correlation with fat losses during cooking, which in turn had a negative
correlation with normalized light intensity and loss of intensity. They suggest
therefore that light extinction spectroscopy could provide information about emul-
sion stability [109].

3.6
Conclusions

NIR, MIR, fluorescence and Raman spectroscopic techniques are ideal PAT tools
which could be implemented in a variety of quality, safety, authenticity and process
control applications. Advances in equipment design, such as the move towardmicro
andminiature spectrometerswill assist in the deployment of such technologies in the
food industry.However, where studies have primarily been at laboratory scale further
research is required to ensure appropriate scaling up and transfer of the technology to
industry. The combination of spectroscopic and imaging technologies in emerging
platforms may also allow enhanced identification of quality problems during food
processing.

3.7
Glossary

Artificial neural network (ANN)
Attenuated total reflectance (ATR)
Canonical variate analysis (CVA)
Discriminant analysis (DA)
Fourier transform infrared (FTIR)
Hyperspectral imaging (HSI)
Mid-infrared (MIR)
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Near-infrared (NIR)
Neodymium-doped yttrium aluminum garnet (Nd:YAG)
Partial least squares regression (PLSR)
Process analytical technology (PAT)
Protected designation of origin (PDO)
Protected geographical indication (PGI)
Principal components analysis (PCA)
Root mean square error of cross validation (RMSECV)
Root mean square error of prediction (RMSEP)
Soft independent modeling of class analogy (SIMCA)
Soluble solids content (SSC)
Standard error of prediction (SEP)
Traditional specialty guaranteed (TSG)
Transient infrared (TIR)
Total acidity (TA)

References

1 Balboni, M.L.(October 2003) Process
analytical technology concepts and
principles, Pharm. Technol., 54–66.

2 Woodcock, T. et al. (2008) Application of
Near and Mid-Infrared Spectroscopy to
Determine Cheese Quality and
Authenticity, Food Bioproc. Technol., 1 (2),
117–129.

3 Martens, H. and Næs, T. (1989)
Multivariate Calibration, Wiley,
Chichester.

4 Martens, H. and Martens, M. (2001)
Multivariate Analysis of Quality: An
Introduction, John Wiley & Sons.,
Chichester.

5 Abbott, J.A. (1999) Quality measurement
of fruits and vegetables, Postharvest Biol.
Technol., 15 (3), 207–225.

6 Vandevoort, F.R. (1992) Fourier-
transform infrared-spectroscopy applied
to food analysis, Food Res. Int., 25 (5),
397–403.

7 Vill�e, H. et al. (1995) Determination of
phospholipid content of intramuscular
fat by Fourier Transform Infrared
spectroscopy. J. Meat Sci., 41, 283–291.

8 Ripoche, A. and Guillard, A.S. (2001)
Determination of fatty acid
composition of pork fat by Fourier
transform infrared spectroscopy. Meat
Sci., 58 (3), 299–304.

9 Lefier, D., Grappin, R., and Pochet, S.
(1996) Determination of fat, protein, and
lactose in raw milk by Fourier transform
infrared spectroscopy and by analysis
with a conventional filter-based milk
analyzer. J. AOAC Int., 79 (3), 711–717.

10 McSweeney, P.L.H. and Fox, P.F. (1993)
Cheese: Methods of Chemical Analysis,
In Cheese: Chemistry, Physics and
microbiology, Vol 1, 2nd Ed (ed. P.F. Fox).
Chapman & Hall, London, pp. 341–388.

11 Irudayaraj, J., Chen, M., and McMahon,
D.J. (1999) Texture Development in
Cheddar Cheese During Ripening, Can.
Agr. Eng., 41 (4), 253–258.

12 Lefier, D., Lamprell, H., and Mazerolles,
G. (2000) Evolution of lactococcus strains
during ripening in brie cheese using
fourier transform infrared spectroscopy.
Lait, 80 (2), 247–254.

13 Cattaneo, T.M.P. et al. (2005) Application
of FT-NIR and FT-IR spectroscopy to
study the shelf-life of Crescenza cheese.
Int. Dairy J., 15 (6–9), 693–700.

14 Fagan, C.C. et al. (2007) Evaluating mid-
infrared spectroscopy as a new technique
for predicting sensory texture attributes
of processed cheese. J. Dairy Sci., 90 (3),
1122–1132.

15 Liu, Y. et al. (2010) Nondestructive
measurement of internal quality of

References j105



Nanfeng mandarin fruit by charge
coupled device near infrared
spectroscopy. Comput. Electron. Agr., 71
(Supplement 1), S10–S14.

16 Bureau, S. et al. (2009) Application of
ATR-FTIR for a rapid and simultaneous
determination of sugars and organic
acids in apricot fruit. Food Chem., 115 (3),
1133–1140.

17 Carl, R.T. (1991)Quantification of the Fat-
Content of Milk Using a Partial-Least-
Squares Method of Data-Analysis in the
near-Infrared. Fresen. J. Anal. Chem.,
339 (2), 70–71.

18 Kawamura, S. et al. (2007) Near-infrared
spectroscopic sensing system for online
monitoring of milk quality during
milking. Sens. Instrum. Food Qual. Safety,
1 (1), 37–43.

19 Frank, J.F. and Birth, G.S. (1982)
Application of near infrared reflectance
spectroscopy to cheese analysis. J. Dairy
Sci., 65 (7), 1110–1116.

20 Molt, K. and Kohn, S. (1993) Near-IR
spectroscopy. Chemometry for processed
cheese products in quality control and
process analysis. Dtsch. Milchw., 44 (22),
p. 1102, 1104–1107.

21 Blazquez, C. et al. (2004) Prediction of
moisture, fat and inorganic salts in
processed cheese by near infrared
reflectance spectroscopy andmultivariate
data analysis. JNIRS, 12 (3), 149–157.

22 Rodriguezotero, J.L., Hermida, M., and
Cepeda, A. (1995) Determination of fat,
protein, and total solids in cheese by near-
Infrared reflectance spectroscopy. J.
AOAC Int., 78 (3), 802–806.

23 Meagher, L.P. et al. (2007) At-line near-
infrared spectroscopy for prediction of
the solid fat content of milk fat fromNew
Zealand butter. J. Agr. Food Chem., 55 (8),
2791–2796.

24 Mlcek, J., Sustova, K., and Simeonovova,
J. (2006) Application of FT NIR
spectroscopy in the determination of
basic chemical composition of pork and
beef. Czech J. Anim. Sci., 51 (8), 361–368.

25 Afseth,N.K. et al. (2005)Raman andnear-
infrared spectroscopy for quantification
of fat composition in a complex food
model system. Appl. Spectrosc., 59 (11),
1324–1332.

26 Kim, Y.B. and Lee, M. (1997) Utilization
on the near-infrared (NIR) for the
chemical composition analysis of raw
meat. Korean J. Anim. Sci., 39 (1), 77–92.

27 Owens, B. et al. (2009) Prediction of
wheat chemical and physical
characteristics and nutritive value by
near-infrared reflectance spectroscopy.
Br. Poult. Sci., 50 (1), 103–122.

28 Miralbes, C. (2003) Prediction chemical
composition and alveograph parameters
on wheat by near-infrared transmittance
spectroscopy. J. Agr. Food Chem., 51 (21),
6335–6339.

29 Peirs, A. et al. (2002) Comparison of
Fourier transform and dispersive near-
infrared reflectance spectroscopy for
apple quality measurements. Biosystems
Eng., 81 (3), 305–311.

30 Downey, G. et al. (2005) Prediction of
maturity and sensory attributes of
Cheddar cheese using near-infrared
spectroscopy. Int. Dairy J., 15 (6–9),
701–709.

31 Blazquez, C. et al. (2006) Modelling of
sensory and instrumental texture
parameters in processed cheese by near
infrared reflectance spectroscopy. J.Dairy
Res., 73 (1), 58–69.

32 Valente, M. et al. (2009) Multivariate
calibration of mango firmness using vis/
NIR spectroscopy and acoustic impulse
method. J. Food Eng., 94 (1), 7–13.

33 Cayuela, J.A. and Weiland, C. (2010)
Intact orange quality prediction with two
portable NIR spectrometers. Postharvest
Biol. Technol., 58 (2), 113–120.

34 Wilson, H.M.M. et al. (1996) Fourier
transform Raman spectroscopy: A
comparison of Nd:YAG and lower-
frequency sources. Vib. Spectrosc., 10 (2),
89–104.

35 Pan, M.-W., Benner, R.E., and Smith,
L.M. (2002) Continuous lasers for raman
spectrometry, in Handbook of Vibrational
Spectroscopy (eds J. Chalmers and P.
Griffiths), John Wiley & Sons Ltd.,
Chichester, pp. 490–506.

36 Saleh, B.E.A. and Teich, M.C. (2007)
Fundamentals of Photonics, John Wiley &
Sons Ltd., Hoboken.

37 Rudzik, L. et al. (2007) Raman
spectroscopic investigations on the

106j 3 Quality Control in Food Processing



secondary structure of proteins in cheese.
Dtsch. Milchw., 58 (6), 196–198.

38 Fontecha, J., Bellanato, J., and Juarez, M.
(1993) Infrared and Raman-
Spectroscopic Study ofCasein inCheese -
Effect of Freezing and Frozen Storage. J.
Dairy Sci., 76 (11), 3303–3309.

39 Kilil, R. and Irudayaraj, J. (2007)
Applications of Raman spectroscopy for
food quality measurement, in
Nondestructive Testing of Food Quality
(eds J. Irudayaraj and C. Reh), Blackwell
Publishing, Oxford, pp. 143–163.

40 Afseth, N.K., Wold, J.P., and Segtnan,
V.H. (2006) The potential of Raman
spectroscopy for characterisation of the
fatty acid unsaturation of salmon. Anal.
Chim. Acta, 572 (1), 85–92.

41 Kim,M.S., Lefcourt, A.M., andChen,Y.R.
(2003) Optimal fluorescence excitation
and emission bands for detection of fecal
contamination. J. Food Prot., 66 (7),
1198–1207.

42 Park, B. et al. (2006) Performance of
supervised classification algorithms of
hyperspectral imagery for identifying
fecal and ingesta contaminants. Trans.
ASABE, 49 (6), 2017–2024.

43 Park, B. et al. (2006) Performance of
hyperspectral imaging system for poultry
surface fecal contaminant detection. J.
Food Eng., 75 (3), 340–348.

44 Heitschmidt, G.W. et al. (2007) Improved
hyperspectral imaging system for fecal
detection on poultry carcasses. Trans.
ASABE, 50 (4), 1427–1432.

45 Liu, Y.L. et al. (2007) Development of
simple algorithms for the detection of
fecal contaminants on apples from
visible/near infrared hyperspectral
reflectance imaging. J. Food Eng., 81 (2),
412–418.

46 Park, B. et al. (2007) Fisher linear
discriminant analysis for improving fecal
detection accuracy with hyperspectral
images.Trans.ASABE, 50 (6), 2275–2283.

47 Yang, H. and Irudayaraj, J. (2003) Rapid
detection of foodborne microorganisms
on food surface using Fourier transform
Raman spectroscopy. J. Mol. Struct.,
646 (1–3), 35–43.

48 Sivakesava, S., Irudayaraj, J., andDebRoy,
C. (2004) Differentiation of
microorganisms by FTIR-ATR and NIR

spectroscopy. Trans. ASABE, 47 (3),
951–957.

49 Harz, M. et al. (2005) Micro-Raman
spectroscopic identification of bacterial
cells of the genus Staphylococcus and
dependence on their cultivation
conditions. Analyst, 130 (11), 1543–1550.

50 Gordon, S.H. et al. (1999) Transient
infrared spectroscopy for detection of
toxigenic fungus in corn: Potential for on-
line evaluation. J. Agr. Food Chem.,
47 (12), 5267–5272.

51 Berardo, N. et al. (2005) Rapid detection
of kernel rots andmycotoxins inmaize by
near-infrared reflectance spectroscopy. J.
Agr. Food Chem., 53 (21), 8128–8134.

52 European Commission (2002) Article 8,
Regulation (EC) No. 178/2002D. Laying
down the general principles and
requirements of food law, establishing
the European Food Safety Authority and
laying down procedures in matters of
food safety.

53 Lichan, E. (1994) Developments in the
Detection of Adulteration of Olive Oil.
Trends Food Sci. Tech., 5 (1), 3–11.

54 Lai, Y.W., Kemsley, E.K., and Wilson,
R.H. (1994) Potential of Fourier
Transform-Infrared Spectroscopy for the
Authentication of Vegetable-Oils. J. Agr.
Food Chem., 42 (5), 1154–1159.

55 Lai, Y.W., Kemsley, E.K., and Wilson,
R.H. (1995) Quantitative-Analysis of
Potential Adulterants of Extra Virgin
Olive Oil Using Infrared-Spectroscopy.
Food Chem., 53 (1), 95–98.

56 Baeten, V. et al. (1996) Detection of virgin
olive oil adulteration by Fourier
transform Raman spectroscopy. J. Agr.
Food Chem., 44 (8), 2225–2230.

57 Downey, G., McIntyre, P., and Davies,
A.N. (2003) Geographic classification of
extra virgin olive oils from the eastern
Mediterranean by chemometric analysis
of visible and near-infrared spectroscopic
data. Appl. Spectrosc., 57 (2), 158–163.

58 Marigheto, N.A. et al. (1998) A
comparison of mid-infrared and Raman
spectroscopies for the authentication of
edible oils. J. Am. Oil Chem. Soc., 75 (8),
987–992.

59 Yang, H., Irudayaraj, J., and Paradkar,
M.M. (2005) Discriminant analysis of
edible oils and fats by FTIR, FT-NIR and

References j107



FT-Raman spectroscopy. Food Chem.,
93 (1), 25–32.

60 Woodcock, T., Downey, G., and
O�Donnell, C.P. (2009) Near infrared
spectral fingerprinting for confirmation
of claimed PDO provenance of honey.
Food Chem., 114 (2), 742–746.

61 Pillonel, L. et al. (2003) Analytical
methods for the determination of the
geographic origin of Emmental cheese:
mid- and near-infrared spectroscopy. Eur.
Food Res. Technol., 216 (2), 174–178.

62 Karoui, R. et al. (2004) Determining the
geographic origin of Emmental cheeses
produced during winter and summer
using a technique based on the
concatenation of MIR and fluorescence
spectroscopic data. Eur. Food Res.
Technol., 219 (2), 184–189.

63 Aulrich, K. and Molkentin, J. (2009)
Potential of Near infrared Spectroscopy
for differentiation of organically and
conventionally produced milk.
Landbauforsch. Volk., 59 (4), 301–307.

64 Nicolaou, N., Xu, Y., and Goodacre, R.
(2010) Fourier transform infrared
spectroscopy and multivariate analysis
for the detection and quantification of
different milk species. J. Dairy Sci.,
93 (12), 5651–5660.

65 Goodacre, R., Radovic, B.S., and Anklam,
E. (2002) Progress toward the rapid
nondestructive assessment of the floral
origin of European honey using
dispersive Raman spectroscopy. Appl.
Spectrosc., 56 (4), 521–527.

66 Sivakesava, S. and Irudayaraj, J. (2001)
Detection of inverted beet sugar
adulteration of honey by FTIR
spectroscopy. J. Sci. Food Agr., 81 (8),
683–690.

67 Kelly, J.F.D., Downey, G., and Fouratier,
V. (2004) Initial study of honey
adulteration by sugar solutions using
midinfrared (MIR) spectroscopy and
chemometrics. J. Agr. Food Chem., 52 (1),
33–39.

68 Kelly, J.D., Petisco, C., and Downey, G.
(2006) Application of Fourier transform
midinfrared spectroscopy to the
discrimination between Irish artisanal
honey and such honey adulterated with
various sugar syrups. J. Agr. Food Chem.,
54 (17), 6166–6171.

69 Kelly, J.D., Petisco, C., and Downey, G.
(2006) Potential of near infrared
transflectance spectroscopy to detect
adulteration of Irish honey by beet invert
syrup and high fructose corn syrup.
JNIRS, 14 (2), 139–146.

70 Ruoff, K. et al. (2006) Authentication of
the botanical and geographical origin of
honey by front-face fluorescence
spectroscopy. J. Agr. Food Chem., 54 (18),
6858–6866.

71 Ruoff, K. et al. (2006) Authentication
of the botanical and geographical origin
of honey by mid-infrared spectroscopy.
J. Agr. Food Chem., 54 (18),
6873–6880.

72 Al-Jowder, O., Kemsley, E.K., andWilson,
R.H. (1997) Mid-infrared spectroscopy
and authenticity problems in selected
meats: A feasibility study. Food Chem.,
59 (2), 195–201.

73 McElhinney, J., Downey, G., and
O�Donnell, C. (1999) Quantitation of
lamb content in mixtures with raw
minced beef using visible, near and mid-
infrared spectroscopy. J. Food Sci., 64 (4),
587–591.

74 Al-Jowder, O., Kemsley, E.K., andWilson,
R.H. (2002) Detection of adulteration in
cooked meat products by mid-infrared
spectroscopy. J. Agr. Food Chem., 50 (6),
1325–1329.

75 Ding, H.B. and Xu, R.J. (2000) Near-
infrared spectroscopic technique for
detection of beef hamburger
adulteration. J. Agr. Food Chem., 48 (6),
2193–2198.

76 Downey, G.,McElhinney, J., and Fearn, T.
(2000) Species identification in selected
raw homogenized meats by reflectance
spectroscopy in the mid-infrared, near-
infrared, and visible ranges. Appl.
Spectrosc., 54 (6), 894–899.

77 Defernez,M., Kemsley, E.K., andWilson,
R.H. (1995)Use of Infrared-Spectroscopy
and Chemometrics for the
Authentication of Fruit Purees. J. Agr.
Food Chem., 43 (1), 109–113.

78 Contal, L., Leon, V., and Downey, G.
(2002) Detection and quantification of
apple adulteration in strawberry and
raspberry purees using visible and near
infrared spectroscopy. JNIRS, 10 (4),
289–299.

108j 3 Quality Control in Food Processing



79 Kurz, C. et al. (2010) Evaluation of fruit
authenticity and determination of the
fruit content of fruit products using
FT-NIR spectroscopy of cell wall compo-
nents. Food Chem., 119 (2), 806–812.

80 Bevin, C.J. et al. (2006) Development of a
rapid �fingerprinting� system for wine
authenticity by mid-infrared
spectroscopy. J. Agr. Food Chem., 54 (26),
9713–9718.

81 Picque, D., Cattenoz, T., and Corrieu, G.
(2001) Classification of red wines
analysed bymiddle infrared spectroscopy
of dry extract according to their
geographical origin. J. Int. Sci. Vigne Vin,
35 (3), 165–170.

82 Acevedo, F.J. et al. (2007) Classification of
wines produced in specific regions by
UV-Visible spectroscopy combined with
support vector machines. J. Agr. Food
Chem., 55 (17), 6842–6849.

83 Cozzolino, D. et al. (2011) Can
spectroscopy geographically classify
Sauvignon Blanc wines from Australia
and New Zealand? Food Chem., 126 (2),
673–678.

84 Oberreuter, H. et al. (2003) Fourier-
transform infrared (FT-IR) spectroscopy
is a promising tool for monitoring the
population dynamics of microorganisms
in food stuff. Eur. Food Res. Technol.,
216 (5), 434–439.

85 Gaus, K. et al. (2006) Classification of
lactic acid bacteria with UV-resonance
Raman spectroscopy. Biopolymers, 82 (4),
286–290.

86 Hardy, J. and Fanni, J. (1981) Application
of Reflection Photometry to the
Measurement of Milk Coagulation. J.
Food Sci., 46 (6), 1956–1957.

87 McMahon, D.J., Brown, R.J., and
Ernstrom, C.A. (1984) Enzymic
coagulation of milk casein micelles. J.
Dairy Sci., 67 (4), 745–748.

88 Payne, F.A., Hicks, C.L., and Shen, P.S.
(1993) Predicting optimal cutting time of
coagulating milk using diffuse
reflectance. J. Dairy Sci., 76 (1),
48–61.

89 Pearse, M.J. and Mackinlay, A.G. (1989)
Biochemical aspects of syneresis: A
review. J. Dairy Sci., 72 (6), 1401–1407.

90 Lawrence, R.C. and Gilles, J. (1980) The
assessment of the potential quality of

youngCheddar cheese.NewZeal. J. Dairy
Sci. Technol., 15 (1), 1–12.

91 Taifi, N. et al. (2006) Characterization of
the syneresis and thefirmness of themilk
gel using an ultrasonic technique. Meas.
Sci. Technol., 17 (2), 281–287.

92 Tellier, C. et al. (1993) Evolution of water
proton muclear magnetic relaxation
during milk coagulation and syneresis:
structural implications. J. Agr. Food
Chem., 41 (12), 2259–2266.

93 Everard, C.D. et al. (2007) Computer
vision and color measurement
techniques for inline monitoring of
cheese curd syneresis. J. Dairy Sci., 90 (7),
3162–3170.

94 Fagan, C.C. et al. (2008) Application of
image texture analysis for online
determination of curd moisture and
whey solids in a laboratory-scale stirred
cheese vat. J. Food Sci., 73 (6), E250–E258.

95 Fagan, C.C. et al. (2009) Visible-near
infrared spectroscopy sensor for
predicting curd and whey composition
during cheese processing. Sens.Instrum.
Food Qual. Safety, 3, 62–69.

96 Fagan, C.C. et al. (2007) Novel online
sensor technology for continuous
monitoring ofmilk coagulation andwhey
separation in cheesernaking. J. Agr. Food
Chem., 55, 8836–8844.

97 Castillo, M., Payne, F., and Shea, A.
(2005) Development of a combined
sensor technology for monitoring
coagulation and syneresis operations in
cheesemaking. J. Dairy Sci., 88, 142–142.

98 Castillo, M. et al. (2005) Optical sensor
technology for measuring whey fat
concentration in cheese making. J. Food
Eng., 71 (4), 354–360.

99 Fagan, C.C. et al. (2007) Novel online
sensor technology for continuous
monitoring ofmilk coagulation andwhey
separation in cheese making. J. Agr. Food
Chem., 22, 8836–8844.

100 Fagan, C.C. et al. (2008) On-line
prediction of cheese making indices
using backscatter of near infrared light.
Int. Dairy J., 18 (2), 120–128.

101 Fagan, C. et al. (2009) Visible-near
infrared spectroscopy sensor for
predicting curd and whey composition
during cheese processing. Sens.
Instrum.Food Qual. Safety, 3 (1), 62–69.

References j109



102 Mateo, M.J. et al. (2009) Influence of curd
cutting programme and stirring speed on
the prediction of syneresis indices in
cheese-making using NIR light
backscatter. Lwt-Food Sci. Technol., 42 (5),
950–955.

103 Fagan, C.C. et al. (2011) Preliminary
Evaluation of Endogenous Milk
Fluorophores as Tracer Molecules for
Curd Syneresis. J. Dairy Sci., 94 (11),
5350–5358.

104 Cimander, C., Carlsson, M., and
Mandenius, C.-F. (2002) Sensor fusion
for on-line monitoring of yoghurt
fermentation. J. Biotechnol., 99 (3),
237–248.

105 Navratil, M., Cimander, C., and
Mandenius, C.F. (2004) On-line
multisensor monitoring of yogurt and
Filmjolk fermentations on production
scale. J. Agr. Food Chem., 52 (3), 415–420.

106 Correia, I. et al. (2005) Sorghum
fermentation followed by spectroscopic
techniques. Food Chem., 90 (4), 853–859.

107 Alvarez,D. et al. (2007) Prediction ofmeat
emulsion stability using reflection
photometry. J. Food Eng., 82 (3), 310–315.

108 Alvarez, D. et al. (2009) A novel fiber optic
sensor to monitor beef meat emulsion
stability using visible light scattering.
Meat Sci., 81 (3), 456–466.

109 Alvarez, D. et al. (2010) Application of
light extinction to determine stability of
beef emulsions. J. Food Eng., 96 (2),
309–315.

110 Alvarez, D. et al. (2010) Prediction of beef
meat emulsionqualitywith apparent light

backscatter extinction. Food Res. Int.,
43 (5), 1260–1266.

111 Gonzalez-Martin, M.I. et al. (2011)
Prediction of sensory attributes of cheese
by near-infrared spectroscopy. Food
Chem., 127 (1), 256–263.

112 Hennessy, S., Downey, G., and
O�Donnell, C. (2008) Multivariate
Analysis of Attenuated Total Reflection-
Fourier Transform Infrared
Spectroscopic Data to Confirm the
Origin ofHoneys.Appl. Spectrosc., 62 (10),
1115–1123.

113 Tgersen, G. et al. (1999) On-line NIR
analysis of fat, water and protein in
industrial scale ground meat batches.
Meat Sci., 51 (1), 97–102.

114 Karoui, R. et al. (2004) Fluorescence and
infrared spectroscopies: a tool for the
determination of the geographic origin of
Emmental cheeses manufactured during
summer. Lait, 84 (4), 359–374.

115 Blasco, J. et al. (2007) Citrus sorting by
identification of the most common
defects using multispectral computer
vision. J. Food Eng., 83 (3), 384–393.

116 Nakariyakul, S. and Casasent, D.P. (2008)
Hyperspectral waveband selection for
contaminant detection on poultry
carcasses. Opt. Eng., 47 (8).

117 Karoui, R. and De Baerdemaeker, J.
(2007) A review of the analytical methods
coupled with chemometric tools for the
determination of the quality and identity
of dairy products. Food Chem., 102 (3),
621–640.

110j 3 Quality Control in Food Processing



4
Application of Optical Methods for Quality and Process Control
of Topically Applied Actives in Cosmetics and Dermatology
Juergen Lademann, Martina C. Meinke, Maxim E. Darvin, and Joachim W. Fluhr

4.1
Introduction

The skin is not only the largest organ of the human body, but also its barrier to
the sometimes harsh environment. It provides protection against dehydration and
penetration of pollutants and microorganisms. The skin barrier is mainly formed by
the uppermost skin layer, the stratum corneum. It consists of dead cornified cells,
which are surrounded by bilamellar lipid layers and is easily accessible for non-
invasive assessment [1–3]. The skin is composed of the epidermis and the dermis.
The stratum corneum is the uppermost part of the epidermis.

In dermatology and cosmetics a multitude of active substances are topically
applied. These substances are intended to target the epidermis and eventually the
dermis. To exert their effect they have to penetrate through the stratum corneum.
As healthy skin has a strong barrier, only very small amounts of topically applied
substances reach the living cells [4]. Maibach and Feldmann [5] demonstrated that,
in the case of steroids, only approximately 0.1% of the topically applied substances
reach the target structures in the living tissue. In contrast, an impaired epidermal
barrier allows the penetration of larger amounts of drugs, thus reaching their target
structures in deeper parts of the skin.

To develop and optimize cosmetic products and drugs the penetration of topically
applied substances into and through the skin barrier must be analyzed. Diffusion
cell experiments are among the most important in vitro techniques employed in
such cases [6]. During these experiments, membrane samples of artificial or excised
human and animal skin are placed into a diffusion cell. In most cases the tissue
membranes are in contact with a receptor fluid so that the topically applied sub-
stances which penetrate the skin can be detected in the receptor fluid. A general
drawback of the in vitro techniques is that they reflect the in vivo conditions only to
a limited extent. Penetration investigations require measurements over an extended
period of time. For ethical reasons it is not possible to take large numbers of biopsies
from volunteers or patients for penetration studies.
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In recent years, optical methods have been widely established for analyzing
the penetration of topically applied substances in vivo, and investigating structural
tissue changes during the application of medicinal and cosmetic products [7].
In contrast to the internal organs, the skin is easily accessible to optical investi-
gation methods.

The optical and spectroscopic analytical methods that are currently used in der-
matology and cosmetic testing can be divided into two major groups: The first
group comprises microscopic techniques suited to investigation of cellular struc-
tures noninvasively up to a depth of approximately 150 mm; this is limited by the
light penetration into the skin and the scattering properties of the skin [8, 9].
This allows one to analyze the effect of topically applied substances and their
action at the cellular level. The second group comprises spectroscopic methods,
which are mainly based on the detection of topically applied substances in the
skin. Again, microscopic techniques are used, for example Raman microscopy,
which is capable of analyzing at an axial resolution of approximately 5 mm the
distribution of specific substances in various layers of the human skin, and speci-
fically in the epidermis [10]. Furthermore, this group includes remission measure-
ments, which are widely employed for the noninvasive detection of topically
applied substances in human skin over an extended period of time. In this chapter,
both groups of analytical methods are discussed and explained, based on practical
examples.

4.2
Laser Scanning Microscopy

4.2.1
Fluorescence Measurements

Three main laser scanning microscopy techniques are currently used for analyz-
ing the cellular structures on human skin [11]. The first technique is based on
fluorescence measurements with fluorescent dyes, for example fluorescein, being
injected into the skin as a contrast medium [12]. By means of UV excitation, for
example, at 488 nm (the wavelength of an argon laser system), cellular structures can
be visualized as the dye accumulates in the lipid layers surrounding the cellular
structures. In Figure 4.1 various cellular structures which were analyzed by fluo-
rescencemeasurements are shown. Figure 4.1a shows the corneocytes of the stratum
corneum. Distinct differences in the structures of the living cells of the stratum
basale are visible in Figure 4.1b. In deeper skin layers even the papillary structure
can be visualized (Figure 4.1c). This method is suited to detection of changes in the
cellular structure. Figure 4.2a, for example, shows the stratum corneum of dry skin.
Dry skin loses its regular honeycomb-like arrangement of corneocytes [13]. The
skin surface exhibits a relief-like structure. Following the application of a moistur-
izing cream, the barrier characteristics of the concerned skin area were improved.
Figure 4.2b shows that the regular corneocyte arrangement has regenerated.
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The latest studies have demonstrated that investigations to determine the barrier
properties by in vivo laser scanning microscopy are a convenient alternative for
analysis of the state of the skin compared to transepidermal water loss (TEWL)
measurements, which have been the gold standard, so far [14]. This is because TEWL
measurements are strongly influenced by external factors, such as ambient tem-
perature and air humidity. In addition, these measurements are disturbed by
topically applied substances themselves. To what extent topically applied substances,
like steroids or ointments, accelerate wound healing can be analyzed by in vivo laser
scanning microscopy while the epidermal barrier (stratum corneum) is regenerat-
ing [15]. Figure 4.3 represents the histological section of the stratum corneum,

Figure 4.1 Cellular structure analyzed by fluorescencemeasurements. Corneocytes of the stratum
(a), stratum basale (b) and papillary structure (c).
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the epidermis and the dermis. The thickness of the barrier can be determined by
focusing the laser upon the skin surface and adjusting it into the skin until the
boundary between the stratum corneum and the stratum granulosum becomes
visible [16]. This situation is illustrated in Figure 4.4. Figure 4.4a shows the skin sur-
face with the characteristic structures of the corneocytes of the stratum corneum,
whereas Figure 4.4b depicts the boundary between the stratum corneum and the
stratum granulosum. Thus the transition allows the differentiation of cellular
structures. The laser focus adjustment between the skin surface and the transition
from the stratum corneum to the stratum granulosum corresponds to the thick-
ness of the stratum corneum. This in vivo technique permits noninvasive detec-
tion of the time-dependent regeneration of an impaired epidermal barrier [17].

Figure 4.2 Stratum corneum of dry skin (a) and regular corneocyte arrangement after
regeneration (b).

Figure 4.3 Histological section of the stratum corneum, the epidermis and the dermis.
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Comparing thewoundhealing process of untreated skinwith that of skin treatedwith
ointments or steroids allows quantification of the repair capacity of topically applied
products [18, 19].

If the in vivo laser scanning microscopy is used in fluorescence mode it is possible
not only to evaluate topically applied substances in cosmetics and dermatology for
their effects on cellular structures, but also to directly detect the penetration of these
substances, provided these have been labeled with a fluorescent dye [20, 21].
Figure 4.5 illustrates the distribution of pigments used in sunscreens on the skin
surface in a furrow. The pigments were labeled with a fluorescent dye which made
them detectable when located in different skin structures. In Figure 4.5a the pig-
ments are homogeneously distributed on the skin surface. The skin surface without
pigments would appear black. If the laser focus is adjusted only a fewmicrons deeper
into the stratum corneum, a thin pigmentfilmbecomes visible, which covers thewall
of the skin furrow homogeneously (Figure 4.5b). Furthermore, Figure 4.5b shows
that the pigments are exclusively located on the skin surface. At the sites where the
pigments were visible in Figure 4.5a, the fluorescence signal is no longer detectable
in Figure 4.5b because the focus is located below the first layers of corneocytes.
Moving the focus on the bottom of the furrow (Figure 4.5c), the bottom is covered by
a pigment film. Using this investigation method one can test whether substances,
such as pigments in sunscreens, are homogeneously distributed on the skin and
form a homogeneous protective layer on structured skin areas.

The penetration kinetics of substances for topical application, as used in drugs
and cosmetics, can be visualized by in vivo laser scanning microscopy in the
fluorescence mode. A schematic drawing of this penetration pathway is shown in
Figure 4.6. According to the bricks and mortar model [22] the stratum corneum is
represented here as a wall consisting of bricks (corneocytes) and mortar (lipids).

Figure 4.4 Differentiation in the cellular structures: corneocytes of the stratum corneum (a) and
the boundary between the stratum corneum and the stratum granulosum (b).
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Under real conditions, the corneocytes (black in this figure) are surrounded by lipid
layers (white structures). If a substance is applied topically and penetrates into the
stratum corneum, it reaches increasingly deeper corneocyte cell layers with time
(Figure 4.6a–c). As the corneocytes are very thin structures, permeable to laser light,
the various cell layers of the corneocytes can be detected if they are reached by
fluorescence labeled substances. This situation is depicted in Figure 4.7 under in vivo
conditions. Figure 4.7a shows the distribution of the substance 5 min after topical
application. The fluorescence is detectable only within the first layer of corneocytes.
After 20 min a fluorescence signal is also visible in the spaces of deeper cell layers
(Figure 4.7b). This means that the topically applied substance has penetrated into

Figure 4.5 Penetration of fluorescein-labeled substance (white spots on the figure) into the skin
measured with laser scanning microscopy on the skin surface near the furrow at 5 mm depth (a),
15 mm depth (b) and 25 mm depth (c).
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Figure 4.6 Schematic penetration pathway based on the classical bricks and mortar model.

Figure 4.7 Distribution of fluorescein 5min (a) and 20min (b) after its topical application.
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deeper skin layers within 20 min. In general, the intercellular penetration, that is,
the penetration within the lipid layers around the corneocytes, can be distinguished
from follicular penetration inside the hair follicles [23, 24]. While the intercellular
penetration had long been supposed to be the only penetration pathway, it is now
known that follicular penetration is also an important pathway, allowing topically
applied substances to pass the skin barrier [25–27].

The hair follicles represent an interesting target structure [28, 29]. Surrounded by a
dense network of blood capillaries, they also accommodate dendritic and stem
cells [30]. The penetration of a fluorescence-labeled substance into the hair follicles
is shown in Figure 4.8. The substance is located in the orifice of the follicle, before it
penetrates deeper into the hair follicle, as seen in Figure 4.8a–c.

Figure 4.8 The penetration of a fluorescence-labeled substance into the hair follicle.
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4.2.2
Remission Measurements

The presented examples demonstrate that investigations using in vivo laser scanning
microscopy in the fluorescence mode are suitable to analyze changes in cellular
structures and the kinetics of fluorescence-labeled topically applied substances at the
same time. The disadvantage of this technique is that it requires a fluorescence
marker. As long as this fluorescencemarker is applied topically, which is necessary to
differentiate between dry and �normal� healthy skin, the use of such markers does
not entail any limitations. Most topically applied cosmetic products and drugs do
not exhibit an auto-fluorescence signal, thus impeding direct detection of their
penetration and distribution in fluorescence mode. The analysis of cellular changes
in the epidermis and in the dermis is limited, because this analysis requires the
injection or topical application of a fluorescence dye. Whereas this method can be
used on healthy skin, its application is strongly restricted in the case of skin lesions
or skin cancer to dyes approved for in vivo application in humans. These cases
require analytic methods which are not based on fluorescence markers. To over-
come the above-mentioned disadvantages of laser scanning microscopy using the
fluorescence mode, reflectance measurements can be performed to visualize the
morphology due to differences in the optical properties of the cellular structures [31].
As the optical properties of these skin layers show only slight differences, the contrast
is less than that obtained by fluorescence measurements. Nevertheless, using
this technique permits verification of the hypothesis about cellular changes during
cosmetic or dermatological therapy [32, 33]. The reflectance measurements are
performed at higher wavelengths, above 700 nm, leading to a higher penetration
depth of the light. Therefore, visualization up to the dermis becomes feasible.
Modern instruments offer a dermatoscopic overview of the skin allowing selection
of the optimal skin area.

4.2.3
Multiphoton Measurements

In recent years two-photon microscopy has gained considerable importance [34, 35].
This technique uses ultrashort femtosecond pulses to excite by two-photon processes
the autofluorescence of tissue. This makes it possible to analyze structures without
any dyes. The results obtained by this method are at least similar to in vivo laser
scanning microscopy, with fluorescence markers being unnecessary. Typical images
obtained by in vivo two-photonmicroscopy are shown in Figure 4.9. Due to the initial
wavelength being above 700 nm, the penetration depth of the light reaches the
dermis discussed for single photon LSM in reflectance mode using red light. With
multiphoton irradiation collagen structures can produce second harmonic genera-
tion (SHG) signals and can be visualized with an enhanced contrast [36].

Moreover, the short pulses used in two-photon microscopy lend themselves to the
measurement of fluorescence life time generation. Some topically applied sub-
stances exhibit life time fluorescences which are distinctly different from those of the
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autofluorescence of the tissue. In such cases, the penetration of these substances into
human skin can also be investigated in vivo using fluorescence life time imaging
(FLIM) [37].

The first experiments to set up a system, which combines two-photon microscopy
imaging of cellular structures with CARS (coherent anti-Stokes Raman scattering)
microscopy [38] for the detection of substances in the tissue, have been performed.
This opens new possibilities for analyzing the penetration of topically applied
substances and their effects on the cellular structures of the skin. Using such a
system, the therapeutic effect on the structure of the skin lipids and the distribution
of the inflammatory cells in psoriasis patients could be successfully analyzed. This
development is still at an early stage, butwill become increasingly important in future

Figure 4.9 Typical images of human skin obtained by in vivo two-photon microscopy. Stratum
corneum (a), stratum granulosum (b), stratum spinosum (c), stratum basale (d).
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dermatological and cosmetic research. The drawback of this system is its high cost.
However, for many investigations it is not necessary to image cellular structures at
different depths of the skin, at the same time detecting in these skin layers the
topically applied substances.

4.3
Raman Spectroscopic Measurements

Microscopicmethods like Ramanmicroscopy, permitting substances to be detected
in the skin at high spatial resolution, are well suited to analysis of penetration
processes [39]. Raman microscopes can be used to detect the distribution of
moisture in the different cell layers of human skin [10, 40]. These investigations
are suitable for both characterizing wound healing in dermatology and evaluating
cosmetic products, such asmoisturizing creams. Various other substances can also
be detected in skin by laser scanning Ramanmicroscopy. These substances include
carotenoids,which are themain constituents of the antioxidants in human skin, but
other topically applied substances also show clearly detectable Raman bands [41].
Figure 4.10 represents a typical example of the carotenoid distribution within
the stratum corneum after disinfectant application. These studies were performed
with an in vivo Raman micro-spectroscope (River Diagnostics Ltd., Rotterdam).
Figure 4.10 shows the natural stratum corneum distribution of carotenoids prior to

Figure 4.10 Distribution of carotenoids within the stratum corneum after disinfectant application
measured with confocal Raman microscopy at different time points.
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contact with the disinfectant (baseline; t¼ 0min). After disinfectant application the
carotenoid concentration declines specifically in the upper cell layers of the stratum
corneum, whereas deeper layers remain unaffected (t¼ 20min). At later time
points, the penetrating disinfectant leads also to a reduction in the carotenoid
concentration in deeper stratum corneum layers (t¼ 40min). After 60min a
regeneration process is initiated showing increasing carotenoid concentrations
in the upper cell layers. This is because the carotenoids are delivered continuously
with the sweat and sebaceous lipids onto the skin surface, where they spread and
penetrate into the skin like topically applied substances [42]. Consequently, the
carotenoids re-penetrate into the upper cell layers after 60min,while the carotenoid
concentration in the deeper layers of the stratum corneum still remains
unchanged. By carotenoid delivery with sweat and sebaceous lipids onto the skin
surface and repenetration into the skin, the original profile of the carotenoid
distribution in the stratum corneum is gradually restored (data almost similar to
the t¼ 0 value; not shown in the present figure). In this case the penetration of the
disinfectant could be indirectly detected through the decreased carotenoid con-
centration. In many cases it is also possible to detect substances directly by
Raman spectroscopy and analyze their distribution at different depths of the skin.
Figure 4.11 represents a typical distribution of the water concentration in the
stratum corneum. This distribution can be changed by a disturbed skin barrier or
by topically applied drugs and cosmetic products.

Figure 4.11 A typical distribution of water concentration in the stratum corneum measured with
confocal Raman microscopy.

122j 4 Application of Optical Methods for Quality and Process Control of Topically Applied Actives



Using Raman microscopy it is possible to investigate the distribution of specific
substances, either topically applied or constituents of our body, at different depths
of the skin.

4.4
Resonance Raman Spectroscopy

There are also techniques which can detect substances in human skinwithout spatial
resolution exclusively by remissionmethods. This was demonstrated by ameasuring
system for the in vivo detection of carotenoids in human skin. Carotenoids absorb in
the blue–green range of the spectrum [43, 44]. Thus, due to their resonant excitation,
an argon laser operated at 488 and 514.5 nm iswell suited. Based on the differences in
absorption spectra for beta-carotene and lycopene under excitation at 488 and
514.5 nm, and, as a result, on the differences in Raman scattering efficiencies, the
measuring system is capable of detecting the carotenoid concentration in human
skin selectively and sensitively [45]. The resonance Raman signal of the carotenoids
measured at 1525 cm�1 is acquired through a detection channel and delivered to a
spectrometer attached to an evaluation unit. The measuring skin volume is deter-
mined by the penetration depth of the laser radiation at 488 and 514 nm into the skin,
which is approximately 150mm, and the laser spot diameter on the skin surface.
To avoid any disturbances due to inhomogeneities and the microstructure of the
skin surface, the laser beam diameter upon the skin surface was approximately
6.5mm. To reduce the dermal fluorescence background, which could influence the
accuracy of Raman measurements, the photo-bleaching effect is used [46]. With
the help of this system the storage of carotenoids contained in cosmetic products,
such as anti-aging creams, can be followed for an extended period of time [47]without
the use of expensive laser scanning microscopy.

4.5
Conclusions

The skin is the organ of our body ideally suited to noninvasive analysis by laser
scanning microscopy for quality and process control of topically applied drugs and
cosmetic products, as well as for diagnostic and therapy control. For this purpose
a wide range of optical methods is available, extending from simple remission
measurements to sophisticated combined investigations by two-photon CARS
microscopy. Which method is best suited for specific investigations depends deci-
sively on the research objective. In any case, in vivo investigations have already
contributed to considerably deepening our knowledge of penetration and storage
of topically applied substances in human skin. As a result, follicular penetration
was recognized and verified as a new penetration pathway besides intercellular
penetration. The use of optical techniques in the development and optimization of
drugs and cosmetic products for topical application is likely to improve their efficacy.
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With the ongoing miniaturization of the optical systems, and the related price
reduction, these techniqueswill become increasingly established in clinical research,
routine diagnostics and therapy control of topically applied substances.
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5
Agricultural Applications: Animal Epidemics and Plant
Pathogen Detection
Robert M€oller

5.1
Introduction

Livestock and field crops are always threatened by various natural threats. While
farmers always had to accept and adapt to bad weather conditions, like freezing
temperatures, hail, drought and others, threatening especially their crops, they can
actively fight other threats like pests and pathogens. However, a timely implemen-
tation of eradication and containment strategies to limit the effects and spread of pest
and pathogens requires a clear detection and identification of the biological threat.
While most pests can more or less easily be identified, because most of them can be
seen by the naked eye or with a low magnification, the identification of pathogens is
much harder. As pathogens aremicroorganisms, a conventional direct identification
is only possible using the classical basic steps of isolation, cultivation and optical
detection. These identification strategies are basically the same for all microorgan-
isms and are based on the principles of microbial detection established by Louis
Pasteur and Robert Koch. Especially for bacterial or fungal pathogens, the cultivation
steps are comparably simple; a big drawback of this strategy is the time that is needed.
Often many days or even weeks are lost till a clear identification of a pathogen can be
achieved and defined countermeasures can be taken. So a rapid detection and
identification of the pathogen would also be of high relevance for agricultural
applications.

As agriculture is an important infrastructure the fast and accurate detection and
identification of pathogens should be of the highest interest. A natural, accidental or
deliberate introduction of pathogens into the farming industry in the western world
could have devastating economic, social and environmental effects. This was
demonstrated in 2001 by the reappearance of foot-and-mouth disease (FMD) in
the UK. The outbreak resulted in multi-billion dollar losses associated not only with
agriculture, but also a wide range of activities including the pharmaceutical and
tourist industries [1]. The outbreak could only be controlled by slaughtering
millions of animals, most of which were not infected, to quickly achieve eradication
of the virus and to achieve the FMD-free status of the UK [2]. The main problem
during this FMD outbreak was that the clinical screening was time-consuming and
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labor-intensive. Because of the scale of the outbreak national reference laboratories
using the standardized testing procedures were unable to test the hundreds and
thousands of individual animals on suspected infected premises. During a large
scale outbreak of a highly infectious disease the system of national reference
laboratories quickly reaches its capacity limits. After the 2001 FMD outbreak
the use of rapid diagnostic assays was recommended by two major reports
[3, 4]. The driving force for the establishment of novel testing devices for on-site
diagnosis has been largely influenced by the desire to reduce the time to perform
diagnostic tests, so that objective data can be used to support the decision-making
process during the outbreak [5].

The development of on-site diagnostics will be discussed in the following, mostly
using the example of FMD and Phytophthora detection. FMD is one of the most
significant animal diseases affecting trade. Although rarely fatal in adult animals, the
appearance of FMD in a disease-free country results in severe trade restrictions and
agricultural losses [6]. The disease is caused by the foot-and-mouth disease virus
(FMDV), leading to vesicles on the foot, mouth, tongue, and teats of cloven-hooved
animals, and is one of the most contagious disease agents known. FMD is classified
as a reportable disease by the Office International des Epizooties (OIE) [6].

As a second example, the detection of the notifiable plant pathogen Phytophthora is
chosen.We have chosen to focus on two specific examples because there are over 500
plant pathogens alone that can causemajor disease losses [7].Phytophthora is a genus
of plant-damaging oomycetes. Certain species can cause enormous economic losses
on crops worldwide, as well as environmental damage in natural ecosystems. The
most prominent Phytophthora species is probably P. infestans the infective agent of
late blight or potato blight. The most famous occurrence of P. infestans was in the
middle of the 19th century, when it caused the Great Irish Famine, but it is still a
problem today, causing estimated damage worth 6 billion $ a year worldwide. As the
spread and large scale outbreak of Phytophthora infestans can be at least partially
controlled by fungicides, recently, othermembers of the genus have raised interest in
fast diagnostic devices. Phytophthora ramorum, the causal agent of the sudden oak
death [8], and themore recently described pathogen P. kernoviae, the cause of dieback
and leaf blight on a broad range of plant species [9], are two species of the genus that
are under surveillance. To prevent the introduction and spread of the pathogens
emergency phytosanitary measures were enforced in the EU in 2002 [5]. Specific and
sensitive detection devices are necessary to avoid the planting of contaminated
material, as it is difficult to control diseases caused by the two Phytophthora species,
because of the lack of efficient products for chemical treatment under field
conditions [10].

5.2
Diagnosis Under Field Conditions

As already described, the effective disease management and implementation of
plant and animal health legislation is reliant upon rapid and accurate disease
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diagnosis, based upon recognition of symptoms in the field and identification of the
causal agent [11]. For important notifiable diseases, samples from suspected cases
are normally sent to regional or national reference laboratories, where validated
assays are deployed and results can be reported to national competent authorities [5].
However, as time is a critical factor during a disease outbreak, valuable time is lost
by transporting the samples. Furthermore, during a large scale outbreak these
laboratories using routine diagnostic procedures have only a limited capacity to
handle a large number of samples in a short amount of time. Fast on-site testing
might be the solution to these problems, but specific requirements have to be
fulfilled to allow testing away from dedicated laboratory facilities. These assays are
commonly referred to as �point-of-care tests� (POCT), �pen-side�, �portable�, �on-
site�, �field tests� or �point of decision� tests [5]. To allow the detection and
identification of pathogens away from a centralized laboratory infrastructure under
field conditions the applied assays and the devices used have to be easy to handle
and robust.

The diagnosis of a plant or animal disease can be relative simple when typical,
definitive symptoms are evident. However, symptoms are not always unique and can
be confused with other diseases [7]. Especially important for the detection of a
pathogen is the taking of the sample. This should be normally be done by trained
personnel (farmers, veterinarians, or inspectors) who can recognize the signs of
a disease.

Thefirst tests that would allow detection of plant viruses on site were introduced 30
years ago. These tests were based on chloroplast agglutination [12] and latex
agglutination [13, 14]. Both tests relied on an immunological reaction that leads to
the agglutination of chloroplasts or latex after a short period. Although extremely
simple, these tests were never widely accepted, being not sufficiently robust for
routine use in the field. It was also difficult to distinguish a positive agglutination
from a false-positive clumping [15]. By replacing the latex with sensitized Staphy-
lococcus aureas agglutination tests were improved and are still in use for the detection
of bacterial pathogens, especially in laboratories, but they can also be used in thefield.
The problems with the agglutination test illustrate the problems and requirements
for on-site testing. As already mentioned, ease of handling, a good discrimination of
positive and negative results, a high sensitivity and specificity, and a robustness of the
test are the main requirements for field tests.

5.3
Immunological Based-Techniques

All immunological tests use the specific antigen/antibody interaction for the detec-
tion of pathogens or substances. The underlying principle is basically an adaptation
of the enzyme linked immunoabsorbent assay (ELISA). The interaction of antibody
and antigen is visualized by an enzyme-mediated color change reaction. Thismethod
has been adapted also for on-site diagnostics.
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5.3.1
Flow Through Format

In this format the capture antibodies for the detection are either bound to a
membrane or to modified filter plugs. The so-called Alert test (Neogen Corporation)
used amembrane with three spots (Figure 5.1a). Themodifiedmembrane is housed
in a plastic container on a hydroscopic �cork�. When the extracted sample is added to
the membrane it flows over the membrane and the antigen can bind to the antibody.
An enzyme-tagged antibody is then added, which binds to the captured antigen.
Finally a substrate (4 chloronaphthol) for the enzyme is flowed over the disc. In the
presence of the captured enzyme a blue precipitate is formed. If no antigen is present
no enzyme is bound and no color change detected. In a final step the membrane is
rinsed to stabilize the color reaction. The test has three spots or discs, the smallest
disc is loaded with the antigen, serving as positive control. One of the larger discs
carries no antibody (negative control) while the final disc is pre-treated with a specific
antibody [15]. Alert kits are available for several plant pathogens including Phy-
tophthora and have been demonstrated for monitoring diseases and as a valuable tool
for the management of fungicide applications [16, 17]. Even so, these tests are
relatively sophisticated and are quite laborious to perform. Because of these con-
straints the test has been applied only in high value applications.

By assembling three specifically modified filter plugs in the tip of a syringe the so-
called AffiniTip (Hydros Inc.) is formed (Figure 5.1b). One filter plug holds the
antigen (positive control), one contains no antibody, and the third is modified with a
target specific antibody. The test is performed by attaching the tip to a syringe and all
the necessary solutions are drawn over the filters. All necessary chemicals are packed
in a small disposable container. A drawback of the system is the relatively long test
time and some skill is also needed in handling the syringe accurately [15].

Figure 5.1 Four methods of immunological testing, flow through format Alert (a) and AffiniTip
(b) and two lateral flow assays from DeTechtor (c) and Pocket Diagnostic (d) [15].
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5.3.2
Lateral Flow Assays

The previously described test schemes still rely on the use of an enzyme for the
detection of the antigen; this makes the assay time consuming and complicates the
assay. The enzyme can be replaced bymodified colloidal gold, latex or silica particles.
These particles are sensitized bymodification with a specific antibody. If these labels
accumulate they can be easily visualized.

A typical lateral flow assay or lateral flow device (LFD) (Figure 5.1c and d) consists
of a membrane on which a specific capture antibody is immobilized on a line. On a
second line an antibody is immobilized that directly binds the sensitized particle
label, thus serving as a positive control. As the sample is loaded to the release pad the
antigen binds to the antibodies on the labeled particles and the fluid is drawn over the
membrane. In the presence of the antigen the labels accumulate on both lines and
become visible (Figure 5.2). If no antigen is present the particles only bind on the
second line.

LFDs were initially developed during the mid 1980s for clinical applications and
were first commercialized for home pregnancy testing. The test was first introduced
by Unipath in 1988. Since then the test scheme has been adapted to a variety of
clinical and nonclinical applications. The devices are rapid, inexpensive, disposable,
and easy to use, and test results can easily be interpreted by a nonspecialist. Ferris and
coworkers have developed and validated LFDs (Figure 5.3) for the detection of all
seven serotypes of FMDV [18].

Even though the analytical sensitivity appeared to be lower thanRT-PCR, the ability
to sample multiple animals within a herd, with this simple and cost-efficient on-site
detection, increases the confidence in the results (at herd level) [5]. Field trials with
LFDswere taken during the FMDoutbreak in Southern England in 2007. These tests
showed that results could be achieved in as little as 10min [19].

Figure 5.2 Scheme of a one-step lateral flow assay. If the sample is loaded onto the release pad the
fluid flows over the membrane releasing the modified beads. If the specific pathogen is present the
beads bind to the pathogen and are accumulated at the specific lines.
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By using LFDs the presence of Phytophthora can also be detected in symptomatic
plant material [11]. However, the detection was not species specific, so positive
samples had to be sent to a laboratory for specific molecular testing for P. ramorum
and P. kernoviae. When compared to species-specific methods (both PCR-based and
cultural methods) the LFDs showed a high diagnostic sensitivity, indicating their
suitability as a pre-screening method in the field [20]. LFDs have also been used for
the rapid detection of DNA for the identification of pathogens. Tomlinson and
coworkers combined an isothermal amplification of extractedDNAwith detection on
an LFD to identify P. ramorum and P. kernoviae [21].

5.4
Nucleic Acid-Based Testing

Although the previously describedmethod of lateral flow assay seems well suited for
on-site application, its application is limited. Especially when relying on the immu-
nological reaction, low concentrations of pathogens are often not detectable. Fur-
thermore, specific and stable antibodies are needed and are not always easily available
for all pathogens. To enable a more sensitive and more specific, down to the strain
level, detection and identification of pathogens, nucleic acid-based methods are
used. Themost commonmethod is probably PCR.However, it seems technologically
quite challenging to develop portable devices for this highly sensitive and specific
testing method.

Themajor bottleneck for the establishment of on-site PCR systems seems to be the
extensive sample preparation that is often necessary to isolate DNA out of a complex
sample [22]. Nevertheless, there have already been successful on-site PCR tests using
existing equipment. This has been done for the FMDV [23–25] as well as for
Phytophthora [26] detection, and for P. ramorum assays have been successfully used
in the field [27]. For these tests Cepheid SmartCyclers (Cepheid, Sunnyvale, CA,
USA) have been used. Other portable devices that enable pathogen detection via real
time PCR are the Enigma FL (Enigma Dagnostics, Port Down, GB) and the Bioseeq

Figure 5.3 Depiction of negative and positive results on a lateral flow assay [18].
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Vet (Smith Detection, Watford, GB). These systems are automated, starting with
sample preparation, followed by the PCR and then the readout of the results. Despite
the fact, that the systems allow a fast and specific detection, their broad application is
mainly limited by their high equipment and per assay costs.

The use of highly precise optical components for the detection and instrumen-
tation for precise temperature control are probably the two expensive components in
portable real-time PCR devices. In order to reduce equipment costs isothermal
amplification methods have been investigated for their possible use in on-site
applications. Especially, loop-mediated isothermal amplification (LAMP) [28] and
nucleic acid sequence-based amplification (NASBA) [29, 30] have been of high
interest. These isothermal amplification strategies seem to be well suited for field
settings as only a stable reaction temperature is needed, instead of a cycling of
different reaction temperatures. RT-LAMP and LAMP assays have been developed
for the detection of FMDV [31] and P. ramorum [32]. Isothermal amplification
strategies can also be combined with a simple detection of the PCR product on a
simple lateral flow device [21]. This also eliminates costly optical components for the
detection, enabling the development of simple, robust and cost-efficient devices for
on-site testing.

5.5
Emerging Technologies

Compared to medical applications, the development of systems suitable for on-site
diagnosis for agricultural applications is just at the beginning. This is probably due to
an uncertainty over whether a viable market exists for the on-site detection of plant
and livestock diseases. However, the requirements for on-site diagnostics are very
similar to those formedical applications, surprisingly,many detectionplatformshave
only been developed for medical applications. In order to identify possible develop-
ments, it is necessary to search for the latest developments in the medical point-
of-care field.

One of the biggest trends in recent years in the field of pathogen diagnostics for
point-of-care applications is the development of so-called lab-on-a-chip (LOC) or
micro total analysis systems (mTAS). The objective of these devices is to integrate as
many as possible, or even all, steps necessary for the analysis on a small device. The
main steps that can be identified for these systems are sampling, sample preparation,
isolation of the compound of interest, amplification, detection, and readout [33].
Different concepts for these devices and the surrounding technologies are reviewed
elsewhere [34–37].

Although themain goal is the integration of the entire analysis process in one small
device, extensive work has been done on integrated preanalytics, as sample prep-
aration is still the key bottleneck for on-site analytics. By using a laser irradiation
magnetic bead system (LIMBS) Lee and coworkers have realized a portable sample
preparation system [38]. Instead of magnetic particles, Au nanorods can be used to
employ an optothermal effect for the lysis of bacteria cells. The sample can then be
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used for a real-time PCR without removing the nanorods [39]. The LIMBS principle
has been transferred to a polymer-based CD, with preloaded reagents, employing
microchannels and centrifugal forces to guide the fluids [40]. Using this system an
analysis of viral or bacterial pathogens was demonstrated in 12min.

There have also been a couple of successful demonstrations of true sample-
to-answer systems integrating all necessary steps in one small device. For the analysis
of whole blood a chip has been realized by Easley and colleagues that purifies DNAby
a solid phase extraction, followed by a PCR amplification, and detection bymicrochip
electrophoresis [41]. Another systemused real-timePCR for the detection of the avian
flu virus H5N1 [42]. Sample preparation, RT-PCR and fluorescence detection were
done in droplets on a Teflon-coated chip (Figure 5.4). The droplet itself functions as a
solid phase extractor and real-time thermocycler. Using superparamagnetic beads,
viral RNA is isolated, purified and concentrated. The droplet is thenmoved clockwise
over the chip for thermocycling. The real-time detection is achieved by using SYBR
Green and placing the chip on an integrated optical detection system [43]. Interest-
ingly, the authors have also developed a pocket-size real-time PCR system [44]. By
doing so, they have created a true point-of-care system, which could serve as a
platform for a variety of applications.

Besides the analysis of genetic material, other sample-to-answer systems rely on
immunological detection schemes. By combining open channel electrophoresis and
laser induced fluorescence detection the identification of swine influenza virus has
been shown [45]. By using antibody-coated microbeads and a microfluidic device
marine fish iridovirus has been detected.When the virus is present in the sample the
particles conjugate and are trapped in a filter, followed by washing and fluorescence
detection [46]. This relatively simple approach shortened the analysis time to 30min
from over 3 h for the conventional ELISA, and also showed improved sensitivity. By
using amicrflow cytometer and antibody-coatedmagnetic beads Yang and coworkers
have relized a complete analysis system with multiplexing potential [47].

Even though these LOC and mTAS approaches are all quite interesting, it is still
uncertain if they can be used in routine diagnostic applications. Many of the
described systems are highly sophisticated and expensive. In order to be used as

Figure 5.4 Example of a sample-to-answer system for the detection of avian flu virus H5N1 [42].
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standard analytical tools these devices have to be produced reproducibly at low cost
for the consumables (chips, reagents, etc.) and the detection units.

A totally different approach for the fast on-site diagnosis of foot-and-mouth disease
has been demonstrated by using infrared thermography (Figure 5.5)[6]. Using this
technique it was possible to rapidly identify infected cattle before vesicular lesion
could be observed. Even though the systems allow fast diagnosis of whether the cattle
have fever or not, and allow the fast screening of large numbers of animals, the
method relies only on relatively unspecific symptoms but could be used as a pre-
screening method during a FMD outbreak.

5.6
Conclusion

The developments of recent years, from LFDs to portable PCR platforms and
isothermal amplification techniques, leave no doubt that an on-site diagnosis of
livestock or plant disease is possible and will probably revolutionize pathogen
diagnostics. However, many of these developments still lack proper sample prep-
aration, making the entire diagnostic process still quite laborious. The advances in
the development of true integrated devices and sample-to-answer systems over the
last decade show the possibilities of this technology. So far these systems have not
been developed for agricultural application, but an adaption will come as these
devices are established first as routine diagnostic tools in medical applications.

The use of on-site analytics in agriculture will have significant impact, not only on
the detection of pathogens, but also on other sectors of agriculture and horticulture.
Faster decision making will allow the reduced and targeted use of pesticides, better
risk prediction, and reduced waste in supply chains, benefiting both farmers and
consumers alike [5]. Furthermore, the implementation of decentralized diagnostics
will probably be most beneficial to developing countries, as they lack established

Figure 5.5 Using infrared thermography for the detection of FMD. Digital and infrared images of
cattle without (a) or with (b) fever and viremia at 24 h post challenge, before vesicular lesions were
observed. [6]
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structures for centralized testing. Comparable to the mobile phone industry, this
might lead to a development where these countries leapfrog the installation of costly
centralized laboratory structures, enforcing the decentralized and mobile detection
technology.

Even though the principal strategies have been successfully demonstrated and the
advantages of on-site testing are clear, much work has to been done to transfer the
described results into routine diagnostics.
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6
On-Site Analysis
G€unther Proll and G€unter Gauglitz

6.1
Introduction

Chemical contamination, allergens, and pathogenic compounds are ubiquitous in
the environment. They can be found in contaminated ground water, in sediments,
and in soil. Accordingly, this contamination can be absorbed by plants and trans-
ferred through the food chain to animals and humans. Furthermore, contact between
humans is also responsible for inter-human transfer of such toxic substances. In the
last decade, nanoparticles have come increasingly into focus regarding their influ-
ence on environmental and health problems. Because of their ability to act as carriers
for any pathogenic compounds, due to their adsorptive effects, their influence on
health care (in addition to their own potential toxicity) is now also considered.

State-of-the-art monitoring of environmental conditions and pollution in the food
chainmakes use of a large variety of classical analytical instruments [1]. Hyphenated
techniques allow detection and identification of such molecules as allergens or
pathogens and, in principal, of all chemical contaminants, even in complexmatrices,
in mixtures, sometimes at low concentrations (especially after enrichment proce-
dures), and with necessary specificity [2–4]. Sampling, sample preparation and
analysis are time-consuming and usually require a well equipped laboratory and
qualified personnel. These facts cause problems formonitoring with respect to time,
expenditure, and costs [5]. On the other hand, in the past decade the EUCommission
has published quite a few directives which expect Communities and companies
producing food to permanently monitor water quality [6–8] and/or foodstuff purity
[9, 10]. Also, the US Environmental Protection Agency (EPA) enforces analytical
monitoring of water to reduce cases of illnesses and deaths due to potential fecal
contamination and waterborne pathogen exposure [11]. A similar requirement is
enforced in many European member states, for example, Germany [12]. Recent
trends in new developments of sensors for measuring priority pollutants are
discussed using a list of these substances and comparing somemethods [13]. Sensors
and biosensors can be applied to support the EUWater FrameworkDirectives and the
related Marine Strategy Framework Directives [14].
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Edited by J€urgen Popp, Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann
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For this reason, new possibilities of fast, cost-effective and reliable analyses have
been considered and developed within recent years. Photonics provides perfect tools
for these upcoming tasks. Presently, a large variety of optical detection methods are
being applied in bio- and chemo-sensors, some are even at a high level of develop-
ment. Further improvement and production strategies are expected as photonics is
increasingly used to provide miniaturized improved instrumentation for analytical
purposes. These optical methods are especially suitable for miniaturization and
parallelized detection of multi-analyte samples in cost-effective and fast monitoring
of contaminants in water, food, and the environment. Miniaturization allows
reduction of the sample volume and the number of agents. Thus, these improve-
ments in instrumentation reduce cost and waste, and support portability.

Presently, the urgent problem is the requirement that, especially when looking for
bacteria in many applications, just a few molecules have to be detected in small
sample volumes. Instrumentation has not yet overcome the limitations of LODs
(limits of detection) in such application areas, although quite a few approaches to
enrichment strategies have been published and applied down to 10�19mol l�1. To
give an idea of the problem, drinking water regulations require the verification of the
absence of E. coli and coliforms in a 100mL water sample. Thus, 1 cfu (colony
forming unit) has to be detected. Accordingly, the EPA defined standardmethods for
enrichment of salmonella in biosolids [15] many years ago. Best results of
�enrichment� have been achieved using PCR (polymerase chain reaction). However,
this approach is time-consuming and regarded as unsuitable for on-site analysis.
Therefore, in recent years some techniques of enrichment have been developed,
allowing automated pre-concentration and combination with detection platforms.
However, most of them are not fully automated and cannot always achieve high
recovery rates, but at least they avoid cultivation steps. Thus, different concentration–
elutionmethods using filtration,membranes or liquid–liquid extraction [16, 17] have
been compared. Other concepts of enrichment use cross-flowmicrofiltration [18], by
which a hollow fibermembranemodule allows enrichment factors ofmore than 100.
Another approach is immunomagnetic separation (IMS) [19] which takes advantage
of coupling nanoparticles to antibodies or affinity ligands and by these means
isolating bacterial cells, even in complex samples. Epoxy-based monoliths used for
the affinity capturing of bacteria have also been reported [20].

In recent publications, such techniques are discussed for various applications [21].
Inmany papers enrichment using PCR is proposed. Combined enrichment and real-
time PCR is described to obtain quantitative data for salmonellae [22]. Sandwich
ELISA (enzyme-linked immunosorbent assay) in combination with PCR amplifica-
tion has been developed for enrichment and detection of legionella pneumophila [23].

However, such approaches can amplify not only the bacteria that are being looked
for, but also other components in the sample. Therefore, cross-flow microfiltration
combined with immunomagnetic separation as pre-concentration steps and subse-
quent PCR amplification with DNA microarray detection are considered to come
close to the required limits of detection [24]. Thereby, the stipulated limit of 0 bacteria
is rather problematic from an analytical point of view. Regulation defining a limit of
1 cell in 100ml is preferable as a LOD.
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The concentration requirements are rather restrictive. However, there are quite a
few areas in which monitoring, quantification and identification of contaminants in
various samples, such as soil, water and food, are of high interest, even at higher
concentrations. A rather expensive market research study covering advantages in
label-free detection technologies gives a technical insight into developments at
different companies, a description of platform technologies, patents and key appli-
cation areas [25]. New methods to identify trace amounts of infectious pathogens
rapidly, accurately and with high sensitivity are in constant demand in order to
prevent epidemics and loss of lives, and have been reviewed recently [26]. This
publication states that there is an urgent need for sensitive, specific, accurate, user-
friendly diagnostic tests. Photonics shows promising perspectives for future devel-
opment and application.

6.2
Substances to be Monitored

Contaminants of the emerging compound classes (listed in Table 6.1) are suspected
to cause adverse effects in humans and wildlife. For instance, pentabromobiphe-
nylether, 4-nonylphenol, C10-C13 chloroalkanes and the di(2-ethylhexyl)phthalate
(DEHP) have been listed as priority hazardous substances in the field of water policy
by ECWater Directive 2000/60/EC [7] and the final EU decision No. 2455/2001/EC.
Active hormonal substances (natural hormones are active at levels of ng l�1) such as
estrogens, anti-inflammatory cortico-steroids and anabolic androgens are being
widely used in human and veterinary medicine [27].

Table 6.1 List of emerging compound classes.

Emerging Compound Classes Examples

biocides and plant protection
products (e.g., pesticides)

atrazine, chlorpyrifos, diuron, endosulfan,
isoproturon, simazin, trifluralin

pharmaceuticals
veterinary and human antibiotics sulfonamides, tetracyclines
analgesics, anti-inflammatory drugs codeine, ibuprofen, diclofenac
psychiatric drugs and so on diazepam
b-blockers metoprolol, propanolol, timolol
X-ray contrasts iopromide, iopamidol, diatrizoate
Surfactants and surfactant
metabolites

nonylphenol, octylphenol, alkylphenol
carboxylates

flame retardants polybrominated diphenyl ethers (PBDEs),
tetrabromo bisphenol A,

industrial additives and agents chelating agents (EDTA), aromatic sulfonates
gasoline additives dialkyl ethers, methyl-t-butyl ether (MTBE)
hormones and EDCs estradiol, estrone, ethinylestradiol, bisphenol A,

phthalic acid, nonylphenol, atrazine
natural toxins saxitoxin, zearalenone, microcystins
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It is important to notice that thementioned emerging compounds can accumulate
in differentmatrices in the environment (e.g., water, sediment, soil, etc.) with varying
persistence and bioaccumulation. For many of these emerging contaminants, there
are no data for eco-toxicological potential and risk assessments available. Therefore, it
is difficult to predict what health effects they may have on humans, terrestrial and
aquatic organisms, and ecosystems.

6.3
Optical Methods for Monitoring

There are a large number of different detection methods. These can be classified
according to, for example, electrochemical, mass-sensitive, thermal, or optical
methods. In this chapter, especially optical methods will be considered. There are
quite a few recent review articles and book chapters which cover trends in optical
detection techniques, considering various aspects. Present optical biosensors and
perspective developments are presented and discussed in some chapters of a book by
Ligler [28]. Beginning with fiber optic-based biosensors, a large number of evanes-
cent field-based set-ups are discussed. The special principle of surface plasmon
resonance (SPR), which is also commercialized, is described in detail. A special
chapter covers plasmonic amplification, as has been realized in SERS (surface
enhanced Raman spectroscopy) arrangements. In addition, the principle of fluores-
cence life time measurements and the use of planar wave guides for fluorescence
sensors are covered. Electrochemiluminescence as a sensitive tool is reviewed. Cavity
ring-down, cantilever, nanoparticles and fluorescence-based intracellular biosensing
are handled, demonstrating future trends.

Fluorescence is the main approach for detecting biomolecular interactions.
Presently, most assays are based on this method. Therefore many review articles
have been published, and books or book chapters have been written [29]. The field of
chemical and biochemical sensors based on fluorescence detection techniques has
been classified, former development and present status as well as trends are
given [30]. Optical chemical sensors (OCS) have experienced increasing interest:
Their advantages of being non-invasive and allowing on-line detection are presented
in a review article on multiple fluorescent sensing and imaging [31]. The state of the
art in terms of spectroscopic methods, materials, and selected examples for dual and
triple sensors is discussed, togetherwith a look into the future. Thedifferentmethods
using direct optical detection have been reviewed [32, 33], and commercially available
instrumentation as well as typical applications are presented [34].

It is possible to distinguish between direct measurements of pollutants without
reagents, which can be the case for bacteria, virus, or self-fluorescent poly-aromatic
hydrocarbons, andmonitoring contamination by interaction between a reagent and a
pollutant. These methods can be further divided into experiments based on inter-
action partners where at least one of the partners is labeled, and othermethods using
non-labeled partners. In addition, different techniques provide optimumapproaches
if the interaction between analyte and reagent takes place in the homogeneous phase
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or in the heterogeneous phase of a transduction element, as used in bio- or chemo-
sensors. These different principle experimental set-ups are surveyed in Figures 6.1
and 6.2.

With regard to the homogeneous phase, it is possible to distinguish between
interactions between non-labeled compounds and those between partners where one
or both are labeled. Accordingly, in Figure 6.1 different detection methods of these
interactions are used. In the case of (a), methods of light scattering can quantify
the amount of interaction of non-labeled partners. For (b), quenching effects of the
labeled molecule during interaction can be considered, but indirect detection using
the transduction element is preferable. Fluorescence resonance energy transfer
(FRET) is state of the art in many applications (c). Diffusion to the transducer has
always to be taken into account in all the other possibilities ofmonitoring interaction,
as is demonstrated in Figure 6.2, where detection at the interface to the transduction
element (heterogeneous phase detection) presents a variety of principles. Even the
simplest andmost preferred approach of directmeasurements (a), with the �analyte�
as a ligand to a receptor being immobilized on the transducer surface (also
considering additional biopolymer layers against non-specificity) is influenced by
this diffusion process. The signal is usually only high enough for the quantification of
such an interaction if themeasured partner is large or heavy enough (b) or the analyte
is self-fluorescent (for case (a)). If the receptor is labeled in assay (b), the measure-
ment is also successful. This indirect measurement is more frequently applied in
competitive or binding inhibition tests (c), where the receptor in the homogeneous
phase is not necessarily labeled by a fluorophore (e). For this approach, a derivative of
the analyte has to be immobilized at the transducer as a recognition element. Case (d)
demonstrates the same assay for a system where the receptor is labeled and

Figure 6.1 Interaction processes between
analyte and receptor. (a) Interaction results in
modified structure or increased size, allows
measurement with scattering methods,

(b) interaction can cause quenching, (c)
fluorescence resonance energy transfer (FRET),
fluorescence emission wavelength is different.
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interaction is monitored at the transducer interface (f). For these different
approaches a variety of optical detection principles are suitable, either based on
fluorescence detection or using direct optical detection principles. New methods
based on Raman enhanced spectroscopy provide, in most of these approaches, not
only quantitative information about the amount of interaction but also allow
characterization of the interacting specimen.

For monitoring in the homogeneous phase, typically at least one of the partners
requires a label, such as a fluorophore. However, if the pollutant can cause light
scattering or if the interaction-complex between contaminant and reagent molecules
causes drastic changes in either size or form, changes in scattering properties can be
used for detection. Accordingly, light scattering [35, 36] is a typical detection principle
used in flow cytometry, which allows detection and characterization of cells or other
particles suspended in a stream of fluid. This method is frequently used in
environmental microbiology and biotechnology [37], or even in the food industry,
as reviewed recently [38]. In the latter case,mostly labeled particles aremeasured, also
taking advantage of fluorescence-activated cell-sorting (FACS). Amodification of the
light scatter-based method was introduced at Purdue university with BARDOT
(bacteria rapid detection using optical scattering technology) [39] as a label-free
system looking at unique patterns found by laser light scattering from bacteria
colonies. Pathogens can be detected and classified. An instrument to measure

Figure 6.2 Interface with biomolecular layer
and nonspecific binding and diffusion layer
responsible for mass transport limitation (a)
direct assay with immobiliised receptors
attracting small analytes, (b) rather large
analytes interacting with small receptors
immobilized at the transducer, (c) derivative of

analyte immobilized to biopolymer layer, in the
equilibrium of the homogeneous phase non-
blocked receptors can be detected in a second
equilibrium in the heterogeneous phase (e), this
type of interaction can also be monitored if the
receptor is labeled ((d) and (f)).

146j 6 On-Site Analysis



nanoparticles with respect to size, concentration, zeta potential, and aggregation, as
well as population in liquids in a multi-parameter approach is provided by Nano-
sight [40]. The real-time measurement provides information about the kinetics of
protein aggregation, the development of viral vaccines, nano-toxicology and bio-
marker detection, and is also useful for pollutant detection. Applied to pathogens,
light scattering is reported as a fast and sensitive detection tool [41].

In environmental control, electrochemical and optical detection methods are
currently popular. Recent application of flow-based methods competes with chro-
matographic methods. They have been compared recently [42]. Flow methodology
has been modified and multiparameter flow-through optosensors are reviewed and
current trends of such detection techniques are critically discussed.

Fluorescence intensity or quenching effects of an analyte detecting reagents such
as labeled antibodies can be determined in dependence on analyte concentration. If
the diffusion property of the labeled reagent is changed significantly through
interaction with a large analyte, fluorescence correlation spectroscopy becomes
measurable. Also, detection in the homogeneous phase is possible if both partners
of the interaction process are labeled and fluorescence resonance energy transfer
takes place. FRETrequires a labeledmolecule as donor and another labeledmolecule
as acceptor, that is, the fluorescence of the donor must be within the wavelength
range of the absorption of the acceptor molecule. As soon as these partners become
very close, that is, if the distance between them is less than approximately 10 nm,
energy from the donor is transferred to the acceptor which starts to fluoresce at the
long wavelength side [43, 44]. In general, F€orster resonance energy transfer-based
analytical techniques have found great interest in bioanalysis because they allow
detection of protein–protein interactions and conformational changes of biomole-
cules. This can be done at the nanometer scale, both in vitro and in vivo in cells,
tissues, and organisms. FRET measurement principles and procedures have been
continuously improved in recent years. Nevertheless, in some cases only qualitative
or semi-quantitative information can be obtained. Recent applications are given and
their advantages and limitations are discussed in[45]. Special applications allow the
monitoring of intra- and intermolecular reactions occurring in microfluidic reactors
performing highly efficient and miniaturized biological assays for the analysis of
biological entities such as cells, proteins and nucleic acids [46]. Even multiplexed
analytics using quantum dots are used to improve signals [47]. A review of biolu-
minescence resonance energy transfer in bioanalysis is found in [48].

Measurements in the heterogeneous phase provide an even larger number of
methods for detection of the final interaction state, and even the kinetics of the
interaction process. Some of these methods even allow the characterization of
bacteria. An ELISA providing colorimetric read-out is one of the basic methods to
detect pathogens. Immunographic assay strips supply a simple method of multiplex
detection on a somewhat semi-quantitative basis [49].

For many years chemiluminescence or bioluminescence have been used as
methods to detect low amounts ofmolecules [50]. A chemical or biochemical reaction
leads to electronically excited products which decay, emit photons, or pass their
energy to other species which will emit light. Some advantages in comparison to
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normal fluorescence can be discussed [51]. In principle, all the chemiluminescence-
based techniques are fundamentally limited by system properties, such as reaction
yield and quantum yield. However, new technology has emerged which uses metal
surface plasmons to amplify chemiluminescence signals. A tutorial review gives a
survey on the next-generation of chemiluminescent-based technologies [52]. In the
detection of salmonella, legionella and other pathogenic bacteria such detection
principles, in combination with flow-through techniques have been successfully
applied [53, 54].

A large number of different fluorescence methods exist. They can be used in
different types of assays for detection, including heterogeneous phase assays. They
demonstrate low limits of detection. However, labeling can influence the interaction
process and reduce bioactivity. For this reason, in recent years, direct optical detection
techniques have gained increasing interest. Therefore, methods like Raman mea-
surements and reflectance-basedmonitoringwill be discussednext. Figure 6.3 shows
reflectance at a thin layer. Radiation is reflected at each interface between media of
different refractive index [55]. Using a thin layer the reflected beams at the two
interfaces can superimpose (grey lines, Figure 6.3a). This can be considered asmicro-
reflectometry [56]. If radiation is coupled into such a thin layer then total reflection
occurs beyond a certain critical angle of incidence and radiation is guided (see
Figure 6.3b) within the fiber or the waveguide. In addition, the guided radiation�s
electrical field vector couples to the outside of the waveguide creating an exponential
decay field vector which is influenced by the refractive index next to this interface.
Accordingly, as demonstrated in Figure 6.4, this so-called evanescent field can either
excite fluorophores close to the interface or read-out changes in refractive indices
close to this grating. A simple application of this effect has been demonstrated using
longwaveguides with long interaction lengths andmeasuringfinally the reduction of

Figure 6.3 (a) Reflectance at a thin layer,
refraction into layer at smaller angle to optical
axis for incidence frommedium at lower optical
density to one at higher optical density. Multiple
reflections at interfaces (grey lines) forming

superimposed reflected partial beams.
(b) reflectance at interface between medium of
higher optical density and onewith lower optical
density can result in total reflectance and guided
waves.
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guided radiation intensity [57], or using integrated optics to improve stability [58].
Modern waveguide based set-ups use a variety of read-outs, such as surface plasmon
resonance (SPR), grating coupler, resonant mirror, Young interferometers, and
Mach-Zehnder chips. They and some more can be summarized as micro-refractive
principles and are discussed in [59].

In the heterogeneous phase chemical modification of the surface is essential. This
layer has to reduce (better suppress) non-specific binding, allow high loading (as
many recognition sites as possible) and to be very stable (for potential regeneration
steps). A recent review covers the surface functionalization methods regarding the
recognition elements, the immobilization techniques, self-assembled monolayers
and covalent coupling [60]. In addition, microfluidic devices are presented for
different materials and various optical detection techniques for label-free assays are
discussed; evanescent field devices are listed, resonant cavities and especially surface
plasmon devices discussed. The special polyethylene glycol layer, a well established
biopolymer coating of transducer surfaces against non-specific binding, was char-
acterized and discussed with respect to its feasibility [61]. The new approach to
biosensing, using scaffolds in complexmatrices has been recently presented [62]. An
essential part of any device formonitoring pathogenic compounds is the quality of the
flow cell. Nowadays, these devices are miniaturized to fit to many detection prin-
ciples, to reduce the amount of reagent, and to optimize flow conditions combined
with defined diffusion processes to the transducer surface. Such miniaturized tools
have been reviewed recently [63].

Many approaches to themonitoring of pollutants in the environment are based on
microarray technology. Even protein microarrays are suggested, which have been
reviewed some years ago [64]. These arrays can use direct optical detection techni-
ques [65], which is becoming of increasing interest. Interferometric reflectance
imaging sensors allow sensitive protein andDNAdetection in real time and even on a
high through-put basis [66]. However, as mentioned, most approaches are based on
fluorescence detection [67]. In principle, DNA sequences supply good chances for

Figure 6.4 A guided wave couples to an
evanescent field at the outside of the waveguide
which decays exponentially. This can be
absorbed in part and excite fluorophores in
close contact to the waveguide or excite surface

plasmons in a metal coated on the waveguide
(SPR) or couple out at a grating in the interface
of the waveguide in dependence on changes at
this grating.
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selective detection of pollutants with such read-out techniques [68]. Such DNA
microarray technology is especially considered formicrobial pathogen detection [69].
Some of these different detection platforms [70] are named, a large number of
references are given, and the applicability to detection of pathogenic bacteria is
discussed [71].

Fluorescence is one of the most used methods in analytics. Because of the
capability to measure low concentrations, fluorescence is the basis of many micro-
arrays. In the general review on DNA and protein mircroarrays [67] fluorescent
labeling of nucleic acids and protein strains is discussed. Fluorescence labeling of
nanoparticles is classified according to polymeric nanoparticles, silica particles, and
quantum dots. The latter have a semiconductor core of different particle sizes (CdSe,
CdTe e.g., 1–10 nm in diameter). The core is covered by a transparent layer, for
example, ZnS, to increase quantumeffects and stability. The surface is functionalized
with biocompatible material which can be used for proteins and makes them water
soluble. The advantage is that a single wavelength of excitation can be used to offer
various emission wavelengths, just dependent on the particle size [72]. Optical,
magnetic and electrochemical methods of nanoparticle-based biosensors are com-
pared in an overview of the progress, the limitations and future challenges of such
devices for detection of pathogenic bacteria [73]. The synthesis of various types of
nanoparticles supplies a large variety of properties with gold magnetic or quantum
dot nanoparticles. A review gives a large number of recent applications in environ-
mental analysis, it discusses different detection principles and mentions key trends
as well as future perspectives [74]. The use of such nanoparticles, even in combi-
nationwith new recognition elements like scaffolds, results in interesting advantages
for nano-structured biosensors [75]. Crystalline europium-doped gadolinium oxide
nanoparticles also offer a large Stokes shift and longfluorescence lifetime (1ms) [76].

The read-out of microarrays can consist of either a scanner or an imaging system.
Commercially available readers are compared on the internet [77].

Excitation of fluorescence close to a waveguide�s interface is considered as total
internalfluorescence reflectance (TIRF) [78]. Thismethod is frequently used to excite
fluorescence of appropriate arrays. Another approach is to measure fluorescence
anisotropy, time resolved fluorescence, or fluorescence lifetime imaging (FLIM) [79].
FRET is also used [45].

Using interaction at a heterogeneous interface, or at the interface between a
surface with recognition elements and the analyte in solution, direct optical detection
becomes possible in addition to the detection offluorophores. This can be done either
in a single-channel system or in an array of detection elements, called a micro-array,
with a corresponding parallel read-out of all interaction spots. Under these condi-
tions, all read-out methods for microarrays can usually also be used for single-
channel readout. For the read-out of fluorescence, a large variety of fluorophores
labels is available commercially. The excitation even ranges up to the far-red
wavelength range, which improves the quality of the fluorescence signal with respect
to noisy scattering. Besides the measurement of fluorescence intensity, especially
time-resolved fluorescence is preferable and also the increase in sensitivity by
nanoparticle-enhanced signals using the effect of plasmons. In all cases, the
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photo-stability of the label and quenching effects can reduce the efficiency of
excitation and signal-to-noise ratio. The gain using such plasmon enhancing effects
can be demonstrated in antigen–antibody interaction studies [80]. It even allows
measurements usingmicroscopy andmultispot approaches [81]. The urgent need to
determine infectious pathogens rapidly, accurately, and at low concentration is
argued in detail using modern approaches in surface modification and fluorescent
nanoparticles in a general review [82].

It had been mentioned that labeling can reduce bioactivity. Therefore, in recent
years direct optical detection methods have gained increasing interest, keeping in
mind the problems with matrices and the greater influence of non-specific binding
and limitations of limits of detection. Nevertheless, quite a few good arguments exist
for these direct methods. They have been classified above as either micro-refracto-
metric or micro-reflectometric. Figure 6.4 demonstrated the existence of an evanes-
cent field which is dependent on the refractive index of a solution or a layer close to
the interface of the transducer. Binding of analytes or receptor molecules to
the recognition elements in this layer causes changes in the refractive index. The
monitoring evanescent field couples to the field of the guided wave within the
waveguide or fiber. There exist a large number of optical principles to read-out
changes of the propagating wave, thus allowing calibration of a pollutant�s concen-
tration with changes in the effective refractive index [83–85]. A huge number of
publications deal with such evanescent field-based biosensors. The most discussed
methods are grating couplers [86–88], resonant mirrors [89–91] and SPR [84, 92–94].
The effect of refractometric measurement can be combined with interference. Such
is the case in Mach–Zehnder chips and in its modified form, the Young interfer-
ometer. Both split the waveguide into two arms, one of which is undisturbed
(reference arm) and the other is in contact with the analytical process. Thus, a phase
shift between these two arms takes place and can be very sensitively observed.
Calculations prove that limits of detection far beyond the normal could be expected.
However, even in Mach–Zehnder rearrangements measurable concentrations are
less limited by the optics than by microfluidics and the biomolecular interaction
process.Measurements of pesticides have been published [95, 96]. If the arms are not
re-unified, but a free radiation optical arrangement is chosen without rejoining the
waveguide arms then this is called a Young interferometer [97]. Such set-ups are
rather costly at present and lack mechanical stability.

SPRwas commercializedmany years ago [98]. Therefore, it is themost commonly
used evanescent field technique. Normally, a 50 nm thick gold layer is coated on a
prism (half-cylinder); radiation is incident on the gold film via this prism. Electron
density fluctuations can be excited at total internal reflection conditions at a suitable
angle and/or wavelength of incident radiation. Then, reflected radiation is reduced in
intensity at the resonance condition. This resonance condition depends on the
refractive index close to the gold film in the solution inside the sample cell.
Resonance is either observed at a shifting angle of reflection or wavelength.
Applications to bio- and chemo-sensing were reviewed many years ago [99]. The
analytical approach using SPR tomeasure contaminants like pesticides, mycotoxins,
or surfactants in food is discussedwith respect to immobilization strategies (avoiding
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non-specific binding) and assay formats [100]. At present, an urgent aim is to
multiplex SPR [101]. To advance food-safety towards high-throughput control,
development of SPR is pushed forward in the areas of medical, pharmaceutical,
biotechnological, and agri-food industries [102].

Recently, some applications of SPR in simultaneous multianalyte antibiotic
detection inmilk samples have been published for three important antibiotic families
(fluoroquinolones, sulfonamides and phenicols) with LODs below 1 mg l�1 [103]. To
avoid contamination of food the rapid detection of foodborne pathogens is of vital
importance. The developed biosensor array chip is able to specifically detect the
presence of two known pathogens. This biosensor array is integrated into a self-
contained PDMS microfluidic chip [104]. The detection of microcystins (MCs) in
drinking water has also been developed. Among several, the selected assay format is
based on a competitive inhibition assay, in which microcystin-LR (MCLR) is
covalently immobilized onto the surface of a SPR chip functionalized with a self-
assembled monolayer [105]. By these means SPR is even combined with fluores-
cence [106, 107] which improves detection.

In all the discussed optical detection techniques the product of refractive index
and the physical thickness of the considered interaction layer (�optical thickness�)
is measured. In the case of evanescent field techniques the change in refractive
index has the dominant influence on the signal. Unfortunately, this refractive
index is rather dependent on temperature. For this reason temperature control is
essential and requires well referenced measurements together with thermostat-
ing. This fact is also valid, in part, for reflectometricmethods. Thus, ellipsometry is
also temperature dependent. Multiple reflections at interfaces of a layer system
cause superpositions of the partial radiation beams resulting in an interference
pattern. Both polarization states of the electromagnetic radiation are used. The two
modes (two states of polarization) are differently influenced by the effective
refractive index. Thus, in spectral ellipsometry, the phase shift and change in
amplitude of the two modes allow information about physical thickness and
refractive index [108, 109]. Such instrumentation has been very expensive,
however, process control of wafers has widened the applications and reduced
instrument prices.

Ellipsometry can be further simplified just by using non-polarized light. This
method is called reflectometric interference spectroscopy (RIfS) [110, 111]. The
principle is demonstrated in Figure 6.5. Changes in optical thickness shift the
interference spectrum. Since time-resolved measurements are no problem, binding
processes can be observed. Glass or transparent polymer layers can be used, even
ITO-coated glass plates are suitable. Thus, the material is cheap. Even measurement
at onewavelength (or better at four) is possible [112, 113]. Temperature dependence is
negligible in contrast to evanescent field techniques. Increase in temperature will
reduce the refractive index, in contrast to the increasing physical thickness. Thus,
both effects nearly compensate and allowmeasurements without thermostating. The
optical robustness and simple set-up allow easy parallelization, 700 spots per square
centimeter have been achieved [114]. The principle has been used to measure
pesticides [115] and endocrine disruptors [116] in food.
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Since Raman spectroscopy has drastically developed towards simple and robust
instrumentation, it is considered to be suitable for on-line analysis [117]. Metallic
surfaces or even metallic nanoparticles can increase the signal, resulting in surface
enhanced Raman scattering/spectroscopy (SERS) [118]. In Raman spectroscopy
vibrational and rotational excitations of molecules are studied. It is an inelastic
scattering process. The Raman scattering is excited by a laser in the visible or near-
infrared range. It is complementary to infrared spectroscopy. Spontaneous Raman
scattering is typically very weak. Accordingly, the main difficulty of Raman spec-
troscopy is in separation of the weak inelastically scattered light from the intense
Rayleigh scattered light.Use of lasers has overcome some of the problems. Anumber
of advanced types of Raman spectroscopy, including surface-enhanced Raman
(SERS), resonance Raman, tip-enhanced Raman (TERS), polarized Raman, and
hyper Raman have advanced Raman to a powerful analytical tool. Modern instru-
mentation even offers hand-held devices, or at least systems usable out of lab [119,
120]. A recent special issue in the Journal of Analytical andBioanalytical Chemistry lists
in the editorial the advantages, developments and possibilities [121]. Within this
volume some applications are given.

The capabilities of SERS as a technique for applications related to environmental
analysis and monitoring are presented in a recent review [122]. This method has
proven to give good results in the structural characterization of soils, ultrasensitive
detection of pollutants and heavy metal ions, and the analysis of plants, tissues and
microorganisms. In addition, a critical approach with respect to the drawbacks and
difficulties associated with the various experimental configurations and enhancing
substrates is introduced. Raman spectroscopy is a direct technique to detect

Figure 6.5 Multiple reflection takes place at
interfaces of layers in dependence on physical
thickness, wavelength, refractive index and
angle of incidence. The result is an interference

pattern (c). Changes in either refractive index or
physical thickness cause a shift in interference
pattern. Time-resolved measurement can be
correlated to a binding process (e).
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pathogenic bacteria in foodwithout prior enrichment. This is demonstrated for three
different milk-contaminating bacteria; Escherichia coli, Brucella melitensis, and Bacil-
lus thuringensis [123]. Vibrational spectroscopy is feasible for the validation of bacteria
in microfluidic devices, as demonstrated by the use of SERS [124].

Recent biosensor developments use photonic crystals. These optical components
are formed by structured transparent semiconductors, glasses, or polymers with
dielectric structures with a periodicity of refractive index which influence refraction
and interference of photons. The dimensions of these structures have the dimen-
sions of wavelengths and are three-dimensional. This is in contrast to interference
filters or gratings [125, 126]. They also can be used for Bragg reflection [127]. A review
of the recent progress and novel applications of photonic fibers is given for photonic
crystal fibers [128]. Different types are discussed and even the terahertz guidance is
discussed. An overview of such systems can also be found for various applications to
sensing [129]. Even though cantilevers are easily damaged and difficult to set up for
field applications, recently, an online portable micro-cantilever biosensor for salmo-
nella has been described [130].

6.4
Assays

For specificity, an analytical method can either use an intrinsic property of the
analyte (e.g., IR fingerprint) or specific recognition elements capable of discrim-
inating between the analyte molecule and other compounds In the latter, the
specific interaction of a recognition element with an analyte is then transferred
into a detectable physical signal change by the transducer element. Together with
the developments in the area of biophotonics for on-site environmental analysis,
the need for automated assays has lead to the development of new test formats.
Usually, these methods combine the principles of various immunoassays or
chemical sensing approaches performed on sensor surfaces, taking advantage of
microfluidics and different fluorescence or label-free transduction technologies.
Current developments in microfluidics and microarray technology are the basis
for multiplexed quantitative measurements in the area of environmental on-site
analysis [67, 133, 134].

Each assay type or test format, together with the applied detection principle,
provides individual properties suited for various applications, as indicated in
Section 6.5. The predominant test formats used for environmental analysis are
enzyme linked immunosorbent assay (ELISA, see Figure 6.6), replacement assay,
sandwich assay, binding inhibition assay, and the direct test format. The selection of
the test format, in combination with the transduction principle, has to be driven by
the analytical needs of each individual application. In addition, the properties of the
recognition element (e.g., antibody, aptamer, scaffold, molecular imprinted polymer,
etc.) have to meet the requirements for a given test format. This is not only for the
affinity/avidity or selectivity, but is also a question of chemical stability and the
diffusion relations in flow injection analysis (FIA) systems [135].
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The ELISAwas developedmore than 40 years ago and is one of the best known test
formats with a wide range of applications and variations [136]. Because of the stop-
flow conditions, an ELISA needs washing steps between the incubation phases. As
shown in Figure 6.6 for the most common type of ELISA assay, the first incubation
phase starts with a capture antibody-coated surface, which is incubated with the
sample. After washing, a detection antibody is applied, followed by an incubation
phase and further washing. The next steps produce the read-out signal via a
secondary antibody directed towards the detection antibody, and linked with an
enzyme as a chromogenic reporter system. There are many commercially available
ELISA tests available for a wide range of analytes. However, their usability as on-site
tests is limited due to the washing steps, which have to be performedmanually or via
complex automated liquid handling. Therefore, the developments in the area of
optical (bio)sensors included flow injection analysis (FIA) [137–140] systems or
microfluidics.

One of the test formats used for environmental immunoassays is the replacement
assay (Figure 6.7a). For this testformat the sensor surface is modified with an
antibody carrying a labeled analyte analog. During the incubation step the analyte
in the sample replaces the bound labeled analog. Replacement assays can handle
large and small analytes and should be carried out with an antibody offering a not too
high dissociation rate constant for the analyte analog. Usually the replacement assay
is combined with fluorescence read out. Limitations of this test format are the
stability of the immobilized antibodies during regeneration procedures, which is
necessary for a quasi-continuous monitoring.

For the sandwich assay (Figure 6.7b) a capture antibody (or other recognition
element) is immobilized onto a sensor surface (heterogeneous phase). The sample
can be either incubated with this surface, followed by subsequent incubation with a
detection antibody (2 steps), or the surface can be incubated with the mixture of
sample anddetection antibody (1 step). In the latter case, the detection antibodyneeds
to bind to a different epitope of the analyte than the capture antibody. In general, it is
advantageous to select antibodies with low dissociation rates because it is a non-
competitive test format. The read-out can be either label-free, for example, SPR (3a in
Figure 6.7b) orfluorescence-based (3b in Figure 6.7b) for example, scanning or TIRF.
The combination with fluorescence-based detection allows a very low limit of

Figure 6.6 ELISA (enzyme linked immunosorbent assay).
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detection. Especially for the sandwich assay, there is the additional advantage of very
high selectivity because of the involved detection- and secondary antibody. Further-
more, this test format in the labeled mode is preferable when resistance against
matrix compounds (e.g., dissolved organic carbon) of environmental samples is
important. The only relevant limitation of this test format exists for small molecules
which do not offer two epitopes that can be bound by two antibody molecules

Figure 6.7 (a) Replacement assay, (b) sandwich assay (c) binding inhibition assay (d) direct test
format.
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simultaneously, for example, because of steric hindrance. This is often the case for
small chemical compounds, like pesticides or endocrine-disrupting chemicals.
Furthermore, the regeneration of the sensor surface is problematic, as mentioned
for the replacement assay, because of the low chemical stability of the capture
antibody. This might be overcome in the future by using more stable recognition
elements (e.g., scaffolds).

A test format which overcomes the limitations described for the sandwich assay
in terms of small molecule detection, and to some extent the stability of the sensor
surfaces, is the binding inhibition test (Figure 6.7c). A drawback is the complexity
of the necessary automation. This is due to the step-wise assay procedure which
starts with a pre-incubation step of the antibody with the sample. According to the
law of mass action, the paratops can bind to their epitopes. In the subsequent
incubation phase each antibody molecule with at least one free binding site can
bind to an immobilized antigen derivative at the sensor surface. This test format is
non-competitive, because the incubation step with the modified surface is mass
transport controlled (due to flow conditions the equilibrium in the bulk solution is
not changed) due to a very high surface loading with antigen derivative molecules.
If this test format is performed with high affinity antibodies (low-off rates) together
with a TIRF set-up for read out, extremely low limits of detection can be achieved.
Label-free detection is also applicable and offers the advantage to use recognition
elements, which cannot easily be labeled with a fluorescence dye. A further big
advantage is the easy adaption towards multianalyte immunoassays for small
molecules, when the surfacemodification is based on a spatially resolved chemistry
protocol of antigen derivatives (e.g., derivatives of pesticides or pharmaceuticals).
Many of these antigen derivatives are robust towards the chemical conditions of
regeneration procedures, which allows several hundreds of measurement cycles
with the same sensor surface.

Restricted only to label-free transduction principles, but superior in simplicity,
is the direct test format (Figure 6.7d). This non-competitive testformat employs a
sensor surface with immobilized recognition elements. In a one-step procedure
the sample incubated with this surface and the binding can be directly recorded,
for example, with SPR or RIFS. However, there are many critical conditions to be
aware of. The antibody, or any other recognition element, should provide very low
off-rates (high affinity constants) to the analyte (antigen), and during the immo-
bilization process it is necessary to bind many recognition elements (high surface
loading) in such a way that the binding sites are intact and accessible for the
analyte. A limitation for any label-free transduction technology is the rather high
limit of detection due to the mass sensitivity, which correlates with the molecular
weight of the analyte. Furthermore, non-specific binding of matrix compounds to
the sensor surface can disturb the measurement, which is the main source of
artefacts. However, the direct test format is a very good choice for fast and reliable
detection of particles, for example, pathogens and bigger molecules such as
allergens even in complex matrices, if combined with sophisticated surface-
shielding polymers.
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6.5
Applications

6.5.1
Chemical Contaminants, EDCs, Pharmaceuticals and Toxins

Environmental monitoring of chemical contaminants covers a wide field of chemical
species and sample matrices, such as air, water or soil. Furthermore, there is a
requirement to analyze directly the immissions of industrial processes or effluents
from wastewater treatment plants. The focus of this section will be on technologies
for on-site analytics of chemical contaminants in ground water and surface water
bodies. In general, there are different approaches for the quantification of individual
compounds up to effect-directed analytics. Besides the introduced optical detection
technologies and assays, the recognition elements play an essential role in the
performance of the monitoring system.

Because drinking water, as one of our most important resources, depends on the
quality of the above-mentioned water bodies, it is necessary to take into account the
European Water Framework Directive (WFD) and the related Marine Strategy
Framework Directive which give maximum values for allowed concentrations of a
set of chemical contaminants. Furthermore, the list of priority substances (EU
decision No. 2455/2001/EC) lists numerous very important chemical contaminants
with thresholds. These values are important forwater analyticalmethods, because the
method applied has tomeet, at least, these standards. For example, the threshold for a
single pesticide is at 0.1 ppb (equivalent to 0.1mg l�1) and for the sum-concentration
of pesticides in water samples the threshold is 0.5 ppb. A recently published study
clearly indicates the need for long-term monitoring data as one of the future
challenges of the WFD implementation [141].

The analytical requirements can become much more ambitious when taking into
account some endocrine disrupting chemicals (EDC) – EDCs act like hormones in
the endocrine system and disrupt the physiological function of endogenous hor-
mones – the no-effect level in living animals or humans can bemuch lower. Different
studieshave linkedendocrinedisruptors to adverse biological effects in animals [142].
This has led to increasing concerns that low-level exposure might cause similar
effects in human beings [143]. Furthermore, the quantification of single compounds
does not give an answer to the much more complex situation when mixtures of
compounds like EDCs act in a cumulative or amplified way. Aside from synthetic
EDCs, naturally occurring toxins, such as the resorcyclic acid lactones (RALs) are also
known to have endocrine-disrupting potential. The most prevalent compound of the
RALs is the mycotoxin zearalenone (ZON), which is orders of magnitude more
potent than notorious synthetic EDCs such as DDT, BPA or atrazine. In addition to
the above-described compounds, natural toxins, like saxitoxin from bluegreen algae,
are of great importance. Although not official, a threshold concentration for saxitoxin
of 3 mg l�1 is under discussion.

Another class of emerging chemical contaminants are pharmaceutical residues,
which can be found in drinking water and represent an up-to-date topic in water
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quality [144]. The human body excretes applied medication in the original or
metabolized form. Although wastewater is treated before it is discharged into
reservoirs, rivers or lakes, these measures do not remove all drug residues. Even
if the concentrations of these pharmaceuticals are of the order of parts per billion or
trillion, the presence ofmany pharmaceuticals causesworries among scientists about
long-term consequences to human health. As with EDCs, residues of pharmaceu-
ticals have been proven to cause major ecological damage [145]. Beside antibiotics or
ethinylestradiol from the contraceptive pill, there is a long list of pharmaceuticals
which can be found in water bodies, including radio-opaque substances, analgesics
(e.g., diclophenac) or anti-epileptic and anti-anxiety medications.

Fully automated immunoassays based on the described test formats and hyphen-
ated to optical transduction provide an interesting analytical strategy for on-site quasi-
continuous quantification of chemical contaminants [13, 67, 146–148]. These sys-
tems should be designed for quick analysis without the need for labor-intensive
sample pretreatments or enrichment steps, as is necessary for classical analytical
methods. Monitoring systems offering such capabilities are useful additions to
classical analytical methods. The development of multi-analyte immunoassays for
water monitoring has not only to meet the above-mentioned threshold but also
specific requirements related to practicability. For example, a quasi-continuous
measurement mode will only be possible with a regeneration of the sensitive surface
after each single measurement, combined with resistance toward bio-fouling and
degradation. Therefore, it is necessary to create a specific surface coating including
the recognition element, which is chemically stable during repeated complete
measurement cycles. Especially, the research efforts in developing new robust and
chemically stable recognition elements with tunable affinity show very promising
results [149].

The replacement assay can look back on a long success story for environmental
applications. It allows the quantification of small organic molecules but is limited in
its regeneration capabilities for quasi-continuousmeasurements because the capture
antibodies are not chemically stable. Furthermore, the antibodies have to be designed
with reasonable dissociation rates to allow the replacement step during the incuba-
tion with the analyte-containing sample. On the other hand a too high off-rate will
lead to a high degree of dissociation of the labeled analyte derivative. If set up in a
properway, including aflow injection analysis systemandfluorescence transduction,
it has been demonstrated that the replacement assay works with adequate LODs for
pesticides [150, 151]. Variations of the competitive test format with fluorescence can
also be found in the literature [152].

It was shown that the PASA system can handle the different test formats. For the
detection of pesticides an indirect competitive immunoassay was combined with
chemiluminescence detection. This test format is related to the binding inhibition
assay performed under competitive conditions and allows multi-analyte detection
with regeneration capabilities for monitoring applications [153]. The same system
was used to quantify antibiotics [154].

The binding inhibition test performedunder non-competitive conditionswas used
by the systemsRIANA [155] andAWACSS [156]. This test formatmeets the analytical
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and performance requirements described above. The sensor surface ismodifiedwith
an analyte derivative or with the hapten-carrier protein-complex used during anti-
body production. The advantage is the chemical stability of these molecules com-
pared to antibodies. To achieve chemically stable sensitive layers it is advantageous to
covalently attach these molecules to the transducer surface in combination with a
biopolymer and standardmicroarray printing procedures formulti-analyte capability.
The incubation phase can be performed, evenwith amixture of specific antibodies, in
one step, as for the indirect competitive assay. Although cross reactivity of the
antibodies has to be taken into account it has been shown, that it is possible to use this
test format in a fully automated TIRF biosensor for the parallel quantification of six
analytes from different chemical classes (pesticides, pharmaceuticals and
EDCs) [157]. For the AWACSS biosensor fully automated and unattended monitor-
ing has been realized for in-field testing [158]. Together with the implemented
intelligent communication to a data base, the system is able to monitor thresholds
recommended by the EU legislation.

The binding inhibition test can also be combined with label-free read-out. For
example Ref. [159] showed a SPR-based biosensor for the detection of bisphenol A in
water samples. Reference [160] reports the detection of atrazine with a similar
approach. The advantage compared to fluorescence-based technologies is obviously
the prevention of the antibody labeling step. However, the achievable limit of
detection is above labeled systems. The simpler direct test format, in combination
with label-free read-out, is not a preferable choice due to the necessary low LODs and
the low molecular weights of many analytes such as pesticides. Furthermore,
antibody surfaces are not stable during the regeneration procedures. The same
applies for the sandwich assay, which fails for these applications because of the small
target molecules, offering in many cases only one accessible epitope. A completely
different situation applies for several toxins, such as microcystin LR. This relatively
large molecule is rather unstable when immobilized to a sensor surface. Therefore,
the direct test format has been successfully used in combination with SPR trans-
duction to quantify this toxin [105, 161]. Other toxins, such as botulinum, ricin or
cholera toxin are especially interesting for security reasons. These molecules can be
quantified in a multi-analyte approach using the sandwich immunoassay in com-
bination with a TIRF-based detection [162].

Employing nuclear receptors as the analytical tool enables a new analytical strategy
called effect-based analytics. Compared to conventional immunoassay-based bio-
sensor technology the advantage is that the total effect on the nuclear receptor can be
measured, instead of concentrations of single compounds, and that even currently
unknown ligands are also found. Usually, the measured concentrations are given as
hormone-equivalents, for example, as estrogen-equivalents in the case of the
estrogen receptor. TIRF read-out, combined with the binding inhibition assay [163]
employing the ERa-LBD as the analytical tool, is a promising approach for a next
generation biosensor technology to be used in environmental monitoring. The
recognition structure is derived from a natural nuclear receptor, which mediates
the effects of estrogenic EDCs in vivo. Therefore, the assay gives a measure of the
exogeneous influences on the hormone system, expressed in estrogen equivalents.
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For the future it is important to develop ERa-LBD based assays which are able to
distinguish between estrogenic and anti-estrogenic effects. A first step in this
direction was reported in [164]. The developed label-free assay can quantify these
different effects. The application of this knowledge for the development of a new set
of TIRF assays can lead to high-sensitivity effect-based environmental assays for
EDCs with estrogenic effects for the first time.

This problem can be overcome by introducing cell-based assays for effect-based
analytics. However, the practicality differs extremely with the used cell-lines/
bacteria [165]. Mammalian cell lines can report effects with a very high sensitivity,
as is known from toxicity studies, for example, in pharma screening. However, the
stability of these cells in monitoring systems is low and the handling needs special
and expensive cultivation environments. Bacteria with reporter systems, such as the
green fluorescence protein, are more robust and easy to use. Although there are
commercial products already on the market [166], the comparability to quantifying
analytical methods is still an ongoing discussion.

6.5.2
Pathogens

The detection of pathogens inwater samples is a very challenging analytical problem.
Following the Drinking Water Directive it is necessary to detect one single colony-
forming unit (cfu) in 100ml (the directive threshold value e.g., for E. coli is 0 per
100ml). The classical test for bacteria is based on filtration and cultivation, as has
been state-of-the-art for more than 100 years. This time- and labor-intensive method
has the advantage that it is very reliable in detecting only viable bacteria. For virus
particles the situation is even more complicated, because the virus particles cannot
replicate autonomously.

One of the most promising strategies is nucleic acid-based analytical methods,
which make use of the polymerase chain reaction (PCR) to amplify genomic DNA
or RNAmolecules. This technology offers the advantage that quantification of very
low copy numbers is possible in amulti-analyte approach. However, the usability is
also limited when the extremely low thresholds of the drinking water directive have
to be applied. Furthermore, the technology can lead to false positive results if
nucleic acid of dead pathogens is amplified. In practice, the analytical procedure is
complex and time consuming and starts with cell lysis followed by nucleic acid
extraction and PCR amplification. The detection is usually based on fluorescence
measurements and can be performed in, for example, a sandwich hybridization
format onmicroarrays, as a real-time PCR experiment, flow cytometry-based or as a
fiber sensor array [24, 167–170].

Another strategy makes use of mammalian cell lines, which are sensitive to the
presence of pathogens. In [171] it has been shown that several bacterial pathogens can
be detected at very low cfu concentrations. A big advantage of thismethod is that only
living pathogens are detected. However, the analytical procedure is very complicated
and time-consuming. The introduction of immunoassays to pathogen detection in
water samples is linked to some fundamental challenges: the need for extremely low
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LODs, and the very low diffusion rate of these pathogens/particles during the
incubation phase of an assay. Therefore, it is mandatory to include sample pre-
concentration steps prior to the analytical procedure. Recently it has been shown that
special filtration procedures can help to overcome these problems by a quick pre-
concentration of the sample by a factor of 200 [172]. A further problem is the
availability of antibodies or other recognition elements which allow species-specific
detection, because of the high cross-reactivity between the groups or families of
pathogens. Typically the applied test format is the sandwich immunoassay. This test
format is especially helpful in increasing the specificity by the detection antibody. In a
multi-analyte approach it is possible to detect several pathogens in parallel in
microarray- or bead-based approaches [53, 54, 173–178]. It has also been shown
that with a stopped-flow immunoassay it is possible to detect viable E. coli more
effectively, because of the reduction of the above-mentioned hydrodynamic restric-
tions [179], or to combine detection and quantification by a nanoparticle-based
sandwich ELISA [19].

Recently many strategies have been developed to enhance the performance of
immunoassays for pathogen detection in water samples. One example is the
liposome-based colorimetric sensor using a novel immobilization procedure [180]
which allows the multiplexed detection of six pathogens. An overview of nanomater-
ial-enabled biosensors for pathogen detection employing different recognition
elements, such as antibodies, aptamer carbohydrates, or even antimicrobial peptides
can be found in [181]. Instrumental techniques for direct and indirect identification
of bacteria, such as IR, flow cytometry, chromatography, and others have also been
used to address this analytical task [182].

Label-free transduction can also be successfully used for pathogen detection in
water samples. Different test formats have been described so far, but the most
interesting is of course the direct test format. Here the detection of the pathogens is
performed by a one step assay via a capture antibody, which is immobilized on the
transducer surface [183]. The relatively low LOD of label-free methods is partially
compensated by the enormous size of the pathogens compared to small molecules
like pesticides [184, 185]. However, the limited specificity of the direct test format
allows a quick first screening rather than a precise identification. This limitation can
be overcome by methods which combine an immunoassay with the advantages of
SERS. This detetction principle gives added value to the pathogendetection due to the
species-specific SERS spectra as a whole-organism fingerprint [186–189]. A further
elegant method for the identification of bacteria is provided by a detection principle
that makes use of the different scattering properties of the pathogens. This sensor
technology also enables the label-free detection ofmultiple bacterial pathogens [190].

6.6
Perspectives and Visions

Normally, just a specific interaction is used to monitor pollutants. However, some
years ago so-called Quorum sensing [192] was introduced to environmental analysis
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to direct conventional analytics away from measuring the concentration of specific
compounds to an effect-based �quantification�, as in a dose measurement known in
radioactivity control [131, 132]. The influence of some pollutants on health does not
depend on concentration but rather on, for example, endocrine activity. Thus, this
new approach of effect-based �quantification� opens some perspectives for better
analysis. Another approach is to use spores in genetically engineered bacteria-based
sensing systems [191] using their biospecific recognition capability. Recent activities
in photonics will also lead to new instrumentation [193].
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7
Body Scanner
Torsten May and Hans-Georg Meyer

7.1
Introduction

Many recent terrorist assaults on public places – such as airports or train stations –
would have been prevented if a bomb hidden by the attacker underneath his clothing
could have been detected. It is obvious that current security technologies, like walk-
throughmetal detectors, are not adequate for such scenarios; as amatter of principle
they can only detect electric conductors, for example, firearms or metallic knifes.
Therefore, the idea of �body scanning�,meaning the electromagnetic visualization of
hidden threats against the human body, became the concept of choice for future
security screening aimed at prevention of terrorist attacks.

Reviewing suggested or realized body scanner technologies shows that all of them
have a common approach: the object to be detected has electromagnetic properties
(absorption, reflection, transmission) which differ from those of the human body. In
an electromagnetic image, they become visible if the clothing above them is at least
partly transparent in the used spectrum. Both preconditions limit the usable bands
for imaging. Basically, appropriate technologies can be divided into two major
categories: high photon energy bands above the visible part of the electromagnetic
spectrum, and at the opposite extreme, low energy bands below the visible spectrum.
The first category is addressed by X-ray technology, which relies on longstanding
developments for medical application. The latter – low photon energy methods –

include a variety of different methods, ranging from RADAR techniques to thermal
far-infrared imaging. A categorization is difficult, since many of the suggested
approaches overlap in terms of operation bands and components used. Therefore,
the classification chosen in this review is somewhat arbitrary. The frequency band
of operation covers the section between approx. 30GHz (l¼ 1 cm) and 1THz
(l¼ 300 mm). Hence, it ranges from bands used for microwave techniques to optical
bands in the far-infrared region. Although a synergy between these two traditional
technology areas is observable, for competitiveness a fuzzy line can be drawn at a
wavelength of about 1mm. Longer waves (millimeter waves) aremostly used by body
scanners based on electronic technologies. At shorter wavelength (sub-millimeter
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waves) electronic technologies become less competitive in technical terms, and at the
same time they become costly. Consequently, body scanners for sub-millimeter
waves make use of emerging photonic technologies.

7.2
X-Ray Techniques

7.2.1
Overview

The concept of creating an image of a human body (or at least of parts of it) using
X-rays is as old as the discovery of these rays by Wilhelm Conrad Roentgen in 1895,
who soon thereafter published the first X-ray image of his wife�s left hand. Ever since,
this technique has evolved into a unique tool formedical imaging, with a remarkable
impact on medical sciences [1]. It was obvious to implement these developed
technologies also in other fields of social life, like security technologies. However,
although X-ray imaging is in use for security screening of inanimate objects (e.g.,
baggage at an airport check-in), for a long time the screening of humanswas excluded
because of the radiation exposure and the implied health risk.

Within the last decades, increasing attention has been paid to theminimization of
radiation exposure during medical examination. Partly because of emerging semi-
conductor X-ray detector technologies – which nowadays have almost completely
replaced the traditional photosensitive film – it became possible to create X-ray
images using only a fraction of the previous radiation dose.

Moreover, sophisticated detectors have been proven to be sensitive enough to
record not only transmitted radiation but also the weak backscattered response from
an illuminated human body. The backscatter technique became the concept of choice
for security body scanning, because the required radiation dose is very low, allowing
several hundred exposures per year within the legal limits of radiation safety.With it,
on the other hand, one loses the unique feature of X-ray imaging of being the only
technique able to reveal objects inside a human body. Although the transmission
technique is in use in some security-sensitive places, the considerable radiation
exposure justifies its employment only under extreme circumstances.

7.2.2
Physical and Technical Background

X-rays have been defined as electromagnetic waves having wavelength from 10�8m
(photon energy 100 eV) up to 10�12m (1MeV). The spectrum is strongly overlapping
with gamma rays, which are differentiated from X-rays not by band definition but by
their origin (electron vs. nuclear processes). In imaging, several interaction processes
betweenX-rays andmatter (soft tissue of the humanbody, thematerial of the object to
be detected) are exploited. Relevant for security imaging are the photoelectric effect
and the Compton scattering process [2].
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The photoelectric effect is the absorption of an X-ray photon by electrons from the
inner shells of an atom. In consequence, this electron is knocked out, having energy
of the original photon energy minus its original binding energy. The cross section of
this process is proportional to Z5 (where Z is the atomic number). In contrast, in
Compton scattering the X-ray photon elastically impacts free or weakly bound
electrons of the illuminated matter. In this process, the X-ray photon loses energy
and is reflected into all solid angles. The amount of backscattered radiation is a
function of the photon energy and the matter composition, mostly the electron
density; it is linearly dependent Z.

For security, as for medical imaging, typical operating bands are between 50 and
150 keV. Here,Compton scattering is dominant for the soft tissue of the human body,
resulting in a high backscatter response. In contrast, for example, metal objects
(highZ) absorb strongly because of the dominating photoelectric effect, consequent-
ly showing only a weak response, and hence a high contrast to the human body. For
explosives, which are often based on organic compounds chemically similar to
biological matter, the contrast is rather low, which makes their detection difficult.

For illumination, as in almost allmedical devices, X-ray sources based on ametallic
cathode in a vacuum tube are used [3], with varying materials and configurations
depending on the intended energy range, output power and beam size. Recently
published measurement techniques (see below) use a scanning configuration, with
the source shuttered into a line or needle beam.

The detection of X-rays can be accomplishedwith a variety of differentmethods. As
state of the art, solid state detectors have replaced established photosensitive film
technologies, which are still competitive in terms of resolution.However, for technical
reasons, especially the speed of image construction, electronic technologies have been
favored. In general, these detectors can be divided into two major groups: direct and
indirect [4]. An indirect detectoruses a scintillatingmaterial to convert the incomingX-
ray photon into visible light, which is detected by a charge coupled device (CCD)
camera or by an array of photodiodes whose electrical charge response is read by thin
film transistors (TFT) [5]. In contrast, an X-ray photoconductor (e.g., amorphous
selenium) candirectly convert the radiation into electrical charges, again readby aTFT.

The achievable spatial resolution is definednot by the diffraction limit of X-rays but
by the digital resolution of the scanning technique. A reasonable goal, and hence the
design rule for X-ray security imaging devices, is a spatial resolution of about 1mm.
An even better spatial resolution of below 0.1mm would require an extremely high
sampling of the image (20 000� 10 000 pixels for a full body scan), rendering the
system unnecessarily complex, and thus costly.

In the following, two system approaches are briefly introduced, both relying on the
X-ray technologies described above.

7.2.3
Backscatter Imaging

A recent implementation of the X-ray backscatter technique is the Smartcheck� by
the US American company American Science and Engineering Incorporation [6].
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It is based on scientific work from the 1990s, patented by ASEs predecessor, the IRT
Corporation. The current realization is already in use by the Transportation Security
Agency (TSA, Department of Homeland Security), which has installed at least 94
machines at various airports in theUnitedStates. Theworldwidedissemination is slow,
because of European objections to the use of X-rays for non-medical applications [7].
However, machines can be found at least in the United Kingdom (London and
Manchester airports), since currently they are still the most effective security solution.

The manufacturer specifies his machine as operating at photon energies of about
50 keV, creating a backscatter image of one side of a human body in approx. 3 s. The
scan is performed using a mechanically steered needle beam in the center of the set-
up, whilst two large-volume scintillator detectors at each side of the device integrate
the backscattered response over a notable solid angle. For security purposes, a
subsequent second image is required from the opposite side, although some
installations use a master-slave set-up with a second device for parallel recording.
The radiation exposure during the scan is specified by the manufacturer as 0.1 mSv
per single-side scan, compared to the typical 5mSv for dental radiography [8].

The machine is shown in Figure 7.1, alongside a typical X-ray backscatter image. The
example demonstrates the suitability for security applications: the clothing of the subject
is almost invisible, and hidden objects become apparent with high resolution, allowing
object identification by shape. This answers one of the crucial problems of body scanner
technologies: because it is almost impossible to determine the actual material of a
detected object, only a telling shape would allow its identification. The displayed X-ray
image has sufficient spatial resolution to detect for example, the belt buckle as a non-
dangerous object,where the longwave technologies described later, due to their restricted
spatial resolution, would probably create a false alarm with the same object.

Figure 7.1 American Science and Engineering
Inc, System Smartcheck� at a US airport (a), X-
ray backscatter image recorded by the device
(b). William J. Baukus. X-ray Imaging for On-
The-Body Contraband Detection Presented to

16th Annual Security Technology Symposium&
Exhibition Session V: Technology Forum Focus
Group II Transportation Security Technologies
and Tools June 28, 2000.
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7.2.4
Transmission Imaging

The transmission technique goes one step further in making use of X-rays. Recent
implementations are for example, the CONPASS by Braun and Company Limited,
the Soter RS by OD security, the BS16HR by Smith Detection and the Scannex by
DebTech (De Beers).

As an example, the CONPASS device uses a narrowmonochromatic X-ray beam
and utilizes a linear array of semiconductor scintillation detectors for image
scanning. Choosing between two different modes (LD and HR, corresponding to
0.25 mSv and 3 mSv per scan, respectively) images can be recorded [9]. Thereby,
radiation passing through the inspected person is recorded, thus revealing – as the
only body scanning technique – objects hidden inside the body or even behind the
back, which would make a second scan from the opposite direction unnecessary
(see Figure 7.2). During a scan, which takes about 8 s, the person is moved by a
platform whilst the X-ray beam scans vertically. The reconstructed image with
2688� 1000 pixels allows a spatial resolution of better than 2mm (better than
0.2mm for high contrast objects such as metals, according to the manufacturer�s
information).

Despite the undeniable security value of detecting objects inside the human
body, the use of this technology did not become common in public places, mostly
due to the obvious ethical issues involved. However, the manufacturer�s literature
reveals that in locations with restricted personal rights (e.g., prisons, diamond
mines) its use is valid. Moreover, under the precondition of reasonable suspicion
for example, of smuggling, even European border control officials are using this
technology.

Figure 7.2 Braun and Company Limited, System �CONPASS� (a), X-ray transmission image
revealing a Teflon knife behind the person (b) [10].
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7.3
Millimeter Wave Electronic Techniques

7.3.1
Overview

In general, the basic idea of millimeter wave body scanning is the same as for X-ray
imaging: the recorded electromagnetic image reveals objects because they differ in
reflectivity and/or emissivity, whilst the covering cloth is at least partly transparent.
The most crucial difference is the by 6 orders of magnitude larger wavelength
compared to X-rays, making almost every system approach diffraction limited.
Moreover, the maximum useful wavelength is limited. Although one could easily
conceive a centimeter wave body scanner (the physics would be almost identical), in
practice the achievable spatial resolution would be too low for security applications.

The term millimeter wave refers to electromagnetic waves in the range between
1mmand 1 cm, corresponding to the definition for �extremely high frequency, EHF�
(30GHz to 300GHz) for radio waves. Although it is strongly overlapping with the so-
called sub-millimeter or terahertz waves in terms of physical properties, it is
described separately because of the different technologies used for building body
scanners in the respective wavelength band. For millimeter wave bands, technical
components evolving from microwave technologies are in use.

7.3.2
Physical and Technical Background

The human body thermally generatesmillimeter wave photons according to Planck�s
equation; however, in the long wave Rayleigh limit its spectral emission is very low.
Consequently, thermal imaging, as established in infrared bands, is technically
ambitious. Hence, for visualization, in most cases a secondary photon source is
required. Fittingly, here the human skin acts as an adequate reflector [11], whilst
for the shorter sub-millimeter waves the reflectivity drops substantially [12] (see
Figure 7.3). In conclusion, at millimeter wavelength it is reasonable to create a
radiometric image using reflected secondary photons as contrast amplification.

At the same time, waves longer than 1mm can easily penetrate clothes [13], so an
object with different reflectivity becomes visible in contrast to the skin. Likewise, the
atmospheric attenuation of millimeter waves is also acceptable for security screen-
ing [14], which is typically performed from distances not longer than a few meters.
However, simply because many of the technical components used (emitters and
receivers) have been developed for parallel use in other applications such as
telecommunications, all recent body scanners still favor operation in atmospheric
windows, such as the Ka band (27–40GHz) or the W band (75–110GHz) [15].

One of the first approaches to realizing millimeter wave imaging was to use the
help of a cold background in order to increase the natural radiometric contrast
between the warm human body and its surroundings. That can be accomplished
because the atmosphere features an equivalent noise temperature well below
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100K [16], increasing the indoor contrast of typically 15K (35 �C skin temperature of
human body vs. 20 �C room temperature) by about one order of magnitude.
Consequently, many of the systems described later can operate without a technical
source in outdoor operation, and are therefore described – somehow misleadingly –
as passive, although they are not sensitive enough to effectively resolve the weak
thermal millimeter wave radiation.

Applications which require indoor operation (e.g., security scanning at airports)
are dependent on technical sources. As a result of the long heritage of microwave
technology, there exists a variety of different emitter concepts, among them for
example, varactor/varistor-mode frequency multipliers [17], backward-wave oscilla-
tors [18], Gunn oscillators [19], and more. Microwave sources in general share some
physical similarities, allowing general statements on millimeter wave sources:
typically they feature a relatively narrow output band, not larger than �10% full-
width-half-maximum (FWHM) of the center wavelength. Some concepts allow
tuning the center emission to various bands. State of the art for the achievable
output power is of the order of several watts at 10mm wavelength; exponentially
decaying to hundreds of milliwatts at 1mm. Recently, the concepts of millimeter
wave sources have been extended to sub-millimeterwavelength, and in the extreme to
beyond 1 THz frequency (< 0.3mm wavelength). However, the output power
becomes increasingly small [20], making their use reasonable only for scientific
experiments.

Similar performance trends are observable formillimeterwave detectors. They can
be categorized into coherent and incoherent, the latter sensing only the power (or
amplitude) of the incoming signal instead of the full wave information. Basically,
millimeter wave detectors utilize an electronic device with a highly nonlinear
characteristic, allowing for rectification (i.e., conversion of a high frequency signal

Figure 7.3 Reflectivity of human skin, according to Alekseev et al.: and Appleby et al.
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into a dc voltage response) or mixing with a known source (i.e., heterodyne
principle) [21]. One of the most widespread devices is the Schottky diode [22], which
has been in use for radio frequency applications for almost half a century. A major
leap was the development of thin-film semiconducting Schottky diodes, which made
themsuitable for direct detectors aswell as formixers. Even today there is still notable
research activity [23] on the Schottky effect. One of the reasons for its success is the
compatibility with the so-called monolithic microwave integrated circuit (MMIC)
technology [24], which allows cost-effective manufacturing of microwave devices in
an integrated semiconductor fabrication technology. Please note, that the technical
termMMIC ismisleadingly usedwithout suffix in different contexts, since there exist
MMICmicrowave sources as well as MMIC direct (incoherent) detectors andMMIC
(coherent) mixers.

7.3.3
Active Imaging

The most mature system is the ProVision portal (see Figure 7.4), patented by the US
American company Safeview (now L3 Communications) [25]. The device uses two
columnswith linear arrays ofmillimeterwave transmitters and receivers operating in
the Ka band (with an actual bandwidth of 27–33GHz) to scan a person bymoving the
columns around the subject. The procedure takes about 2 s. A frequency modulated
continuous wave technique (FMCW) [26] is used to measure delays, in order to
reconstruct a three-dimensional image of a human body from the reflected milli-
meter waves.

Figure 7.4 L3 Communication Provision ATD portal [27].
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L3 devices were among the first body scanners deployed in real application. TSA
has been using themsince 2007 at variousUS airports. Since 2009, European airports
have followed, favoring themillimeterwave technology over themuch disputedX-ray
scanners. They are now in test use in many European countries. A still existing
obstacle is caused not by technical problems but by the political constraint to use the
devices in a fully automated mode without raw data display. Thus the challenge to
implement an algorithm for automated threat detection arises. Taking into account
typical features of millimeter wave images (artifacts from clothing due to partial
absorption, limited spatial resolution), a separation between potential threats
and non-dangerous objects is ambitious. To date, some countries (e.g., Italy and
Germany) are still working on this software problem, delaying the routine use of
the device.

A newer system, the eqo by Smith Detection, favors a scan procedure with a
stationary receiver. In the set-up shown in Figure 7.5, the emitters and receivers (ISM
band 24–24.25GHz) are installed in the column of the walk-through portal, whereas
the panel behind contains an array of steerable patch antennae [28] which are used to
scan a 3D volume in between. eqo delivers an output video stream with 10 to 25Hz
frame rate, with an image quality comparable to the Provision ATD. The specified
spatial resolution is of the order of 1 cm and below for high contrast objects.

The current state of the art in activemillimeter wave imaging is represented by the
ongoing German research project QPASS, using a multistatic sparse array of
transmitters and receivers for 77GHz [30]. The modular system allows a full 3D
image reconstruction with about 2mm spatial resolution, gaining from the three

Figure 7.5 Smith Detection eqo [29] (a), and recorded millimeter wave image taken from a video
stream with 10Hz frame rate (b) courtesy of Smith Detection.
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times smaller wavelength compared to the L3 system, Figure 7.6. In this way the
problem of automated threat detection could be answered, since the achievable
spatial resolution approaches the reference of X-ray imagery, allowing classification
of detected objects by their shape. Moreover, the relatively high bandwidth of the
system allows direct determination of the dielectric constant of the detected object,
potentially enabling a material identification.

7.3.4
Passive Imaging

Asmentioned above, the available energy of thermal millimeter wave radiation from
a human body is weak. However, some systems address a passive operation,
especially in the case of intended stand-off operation. That is mainly because it
becomes increasingly difficult to effectively illuminate subjects from a distance. A
directed radiation from a point source will be reflected back in a relatively small solid
angle; whereas a distributed illumination is elaborate and would result in a small
reflected energy per area.

Obviously, an intended passive operation requires highly sensitive detectors. Flat
panel architectures with a large number of state-of-the-art receivers are still too
expensive; consequently, all systems described below are based on reasonably small
arrays (10 to 100 pixels) in combination with an opto-mechanical scanner. However,
even with the most sophisticated detectors one still has to trade-off a passive
operation for less frame rate or less resolution.

Recent implementations have demonstrated different approaches to solve this
compromise. The most elaborate system has been developed by the UK�s QinetiQ,
who have been buildingmillimeter wave imagers formilitary application for the past

Figure 7.6 Andromeda flat-panel detector under construction (courtesy by Rohde & Schwarz
Germany) (a), and millimeter wave image [31] recorded in a scanning test set-up(b).
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20 years. The highlight is a 3mm (94GHz) helicopter-borne imager [32] with 150
MMIC receivers, achieving a 25Hz video frame rate.

Modified implementations of this system�s technology have been used to dem-
onstrate the usability for body scanning; however, for effectual indoor operation the
sensitivity of the receivers is too low. Therefore, devices such as the SPO 20 (see
Figure 7.7) are in use for stand-off explosive detection in outdoor operation, where
they are still subjected to extensive trials by the US and British armies.

In order to achieve a passive operation indoors, the US Company Millivision has
followed an unconventional approach. In their Portal 350 [34] (see Figure 7.8), they

Figure 7.7 QinetiQ SPO 30 stand-off imager for outdoor screening (a), passive millimeter wave
video (b) [33].

Figure 7.8 Millivision Portal 350 (a), and recorded still image from a 10Hz video stream (b).
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achieve a reasonable spatial resolution and ahigh frame rate (10Hz) by increasing the
radiometric contrast with a cooled wall inside the inspection cabin. In that way, there
is no obstacle of artificial illumination by a technical source, whilst the cooled wall
allows the system to operate in the same environmental conditions as in outdoor
operation.

Another approach is followed by theBritish companyThruvision: their systems are
based on technology developed in the ESA Startiger program. Stretching the
millimeter wave technology to the limit, namely to a wavelength of about 1.2mm
(220GHz), the useable thermal energy is already by a factor of 5 higher compared to
the QinetiQ system at 3mm (94GHz). In combination with a sophisticated hetero-
dyne detection it allows for reasonable spatial resolution at frame rates of about 6Hz
in indoor operation (see Figure 7.9).

7.4
Sub-Millimeter Wave (Terahertz) Photonic Techniques

7.4.1
Overview

Security scanning at sub-millimeter bands extends the general idea of using low-
energy photons for imaging. The physical reason to enhance the millimeter wave
technique to shorter wavelengths is the diffraction effect, which limits the achievable
spatial resolution of security relevant images. However, despite the strong connec-
tion between millimeter and sub-millimeter bands, crucial parameters are different,
consequently changing the design constraints.

Figure 7.9 Thruvision TS4 (a), passivemillimeter wave image recorded from 5m distance (b) [35].
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In general, sub-millimeter wave systems are investigated because of the intended
capability to perform a body scan from a certain distance of a fewmeters up to 100m.
This ismotivated by the wish to free the person under test from inspection cabins. At
the same time, it would allow a security check to be carried out from a safe distance,
preventing, for example, a suicide bomber from approaching the site to be protected.

In such application scenarios, millimeter wave systems could achieve a reasonable
spatial resolution only by using oversized optics. On the other hand, simply scaling
the millimeter wave technology to shorter wavelength would result in a dispropor-
tional increase in system complexity and costs because of the technical constraints of
the electronic devices used. Therefore, the sub-millimeter band is dominated by
emerging photonic technologies which are more closely related to infrared
technologies.

7.4.2
Physical and Technical Background

Compared to millimeter wave bands, the issue of atmospheric and clothing atten-
uation becomes much more pronounced. In general, every sub-millimeter wave
system is a compromise between spatial resolution and transparency, which narrows
the band of suitable wavelengths to a range between 1mm and a minimum of
0.3mm. Even in this restricted band, the trend for worsening transparencies of
atmosphere and clothing (see Figure 7.10) strongly influences the performance,
so prototypes have been demonstrated only in atmospheric windows at 0.9mm
(350GHz), 0.45mm (660GHz) and 0.35mm (850GHz). Although even shorter
wavelengths would be very attractive, especially for explosive detection (see Chap-
ter 8), the inadequate clothing transparency makes a �real� terahertz system (f > 1
THz, l< 0.3mm) almost useless for security applications.

Figure 7.10 Comparison of clothing transparencies (Bjarnason et al. [13]) with a calculated
atmospheric spectrum using the APEX transmission calculator [36].
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The question whether to build an active or passive system is also answered
differently compared to millimeter wave bands. The thermal radiation of a human
body is notably stronger, so a passive operation is feasible with an acceptable technical
effort. At the same time, the reflectivity of a human body is small (compare
Figure 7.3). This brings up a problem for an active system, since for example, direct
reflections from metallic objects would result in a – by orders of magnitude – larger
signal compared to the weak response from the human body. Consequently, any
detector for an active sub-millimeter body scanner is required to achieve a high
dynamic range (>103), which constitutes a technical challenge.

Eligible technical sources for sub-millimeter radiation can be categorized into
derivations of the already described microwave technologies, and photonic sources,
for example, lasers. Asmentioned above, electronic sources suffer from an inevitable
loss in performance with decreasing wavelength, although substantial progress has
been achieved by recent research [37]. From the opposite side of the sub-millimeter
spectrum, sources based on photonic infrared concepts are extended to longer waves,
facing the inverse problem of decreasing efficiency with increasing wavelength.
Among these are quantum cascade lasers (QCL) [38], terahertz pulse lasers pumped
by femtosecond infrared lasers [39], photomixers [40], and more. Up to now, the use
of sub-millimeter sources for active imaging has been demonstrated only in research
projects; there is no commercial systembased on this technology. Thedevelopment is
driven mainly by the intended use for terahertz spectroscopy, which, in a security
context, could be used to identify explosives.

The field of detector technologies for sub-millimeter waves is quite heterogenic.
First, concepts for millimeter wave detectors have been enhanced by modern
research to stay competitive. A completely different branch is occupied by broadband
incoherent (power or energy) detectors based on bolometric principles, typically
cooled to low temperatures for high sensitivity [41]. They have been shown to achieve
unprecedented performance, making them the first choice for passive sub-millime-
ter wave imaging, but at the same time raising the constraint to implement cooling
technologies in the system. In the case of active methods, detectors of choice are
coherent, in order to gain full wave information for spectroscopy or 3D image
reconstruction. Here, two major categories are available: heterodyne mixer technol-
ogies, for quantum-limited performance based on superconducting elements [42],
and electro-optical concepts which are directly adapted to time domain spectroscopy
with femtosecond lasers [43].

7.4.3
Active Imaging

An example of the further enhancement of millimeter wave technologies is a US
project (lead by the Pacific Northwest National Laboratory for the Department of
Energy) aiming for an active 350GHz system [44]. This system uses planar GaAs
Schottky diodes in aMMICmultiplier set-up. To date it has been demonstrated that a
3D image can be reconstructed at distances up to 10m, at a frame rate of 10 s.
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In Europe, the project TERASEC has been accomplished in frame of the Prepa-
ratory Action for Security Research (PASR) program, started in 2004. Here, at the
German Aerospace Centre (DLR) a real-time scanner (see Figure 7.11) has been
demonstrated, which is able to detect objects from distances up to 20m [45]. An
optically pumped THz gas laser was used as transmitter, combined with a single
superconducting hot-electron bolometric mixer as detector. To date, this is still the
largest stand-off distance demonstrated.

These two projects are only two of a lively research field. They demonstrate the
trend to use continuous wave sources combined with heterodyne detection for 3D
imaging. The acclaimed time-domain spectroscopy method has not made it into
security imaging, mainly because of the issue of diverging pulses over a stand-off
distance. It is still themethod of choice for nondestructive testing or spectroscopy, for
a review see [46].

7.4.4
Passive Imaging

As mentioned above, building a passive system for sub-millimeter wave bands is
muchmore promising compared to themillimeterwave spectrum: thermal radiation
is notably stronger, so it is possible to conceive a passive imager whose designed
spatial and thermal resolution is not limited by technical constraints but by physical
limits.

As for infrared thermal imagers, the figure of merit is the background limit of
inevitable signal noise (Poisson-distributed fluctuations in received photon num-
ber) [47]. Recent research has demonstrated that, using cryogenic incoherent
detectors, it is possible to achieve this ideal mode of operation (background
limited photometry, BLIP). Two groups have followed this approach; a European

Figure 7.11 TERASEC system demonstrator (a) and detected handgun mock-up from 18m
distance, recorded within 0.5ms (b).
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and US consortium led by the Technical Research Centre of Finland (VTT) in
Helsinki, and a German consortium lead by the Institute of Photonic Technol-
ogies (IPHT) in Jena.

TheHelsinki teamhas chosen antenna-coupledmicro-bolometers, cooled to about
4K by a commercial pulse tube cooler (PTC). The PTC technology is based on a
Stirling process utilizing pressure impulses. Cryogenic temperatures well below 4K
are achievable by emerging two-stage devices, rather than single-stage implementa-
tionswhichhave been in routine use formany years, for example, for cooling infrared
focal plane arrays [48].

The current VTTsystem (see Figure 7.12) uses a linear array of 64 bolometers, in
combinationwith a conical scanner as part of a folded Schmidt optics [49]. In contrast
to almost all body scanners described in this chapter, the system features a notably
large optical bandwidth between1 and0.3mm(300GHzup to 1 THz).Consequently,
it integrates over the corresponding atmospheric windows, which in some sense
constitutes an inherent fusion of bands with high clothing transparency and bands
with higher spatial resolution. At the same time it eases the demands on the
detectors, because the available energy from different bands is notably larger than
for single-band operation.

At the same time, the Jena group has independently followed a parallel path [50] by
using a smaller number of detectorswhich feature ahigher sensitivity beause they are
cooled to even lower temperatures of 0.3 K. This allows the system to be operated in a
single atmospheric window, in this case 0.9mm (350GHz).

Again, the operation temperature is achieved by a two-stage PTC, featuring an
additional closed-cycle 3He evaporation cooler for thermal stability. The built system
(see Figure 7.13) uses a receiver with 20 transition-edge bolometers, which to date is
the limit for an economically priced scanning system. The scanning is accomplished
on a spiral trace by simultaneously tilting and rotating the secondary mirror of the
Cassegrain optics, allowing for video frame rates up to 10Hz.

Figure 7.12 Current realization of a passive terahertz imager at VTT Finland (a), and typical image
recorded at 8m distance (b).
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7.5
Conclusion and Outlook

Body scanning for security applications has evolved into a highly dynamic market
with enormous growth potential, driven by the permanent threat of terrorist attacks.
The first systems made use of X-ray technologies, relying on the heritage of medical
imaging.However, because of ethical issues and health effects, X-ray imaging did not
become widely accepted, at least in the presence of an existing alternative.

The gap is being filled by emerging millimeter wave technologies. The enhance-
ment of traditionalmicrowave techniques into themillimeter wave band has reached
a high state of maturity, enabling the production of the first commercial systems
which can compete with X-ray imaging at an almost negligible exposure level to
harmless millimeter wave radiation. Moreover, by using techniques related to the
RADAR approach, the unique feature of 3D image reconstruction of the person
under test allows an improved detection capability, overcoming the obstacle of fully
automated object recognition, as required by security officials.

Thinking beyond established security concepts, the further enhancement of
security technologies could, by using camera-like sub-millimeter wave systems able
to perform security checks en passant, remove the need for the people under test to be
examined in inspection cabins. This is the subject of recent research, which is
additionally driven by the vision ofmaterial identification, for example, explosives, by
means of terahertz spectroscopy.

Figure 7.13 System demonstrator built at IPHT Jena (a) and images recorded from 8m distance
(resolution test (b) person with handgun and explosive mock-ups (c)).
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8
Detection of Explosives
Wolfgang Schade, Rozalia Orghici, Mario Mordm€uller, and Ulrike Willer

8.1
Introduction

Nowadays, much attention is given to the detection of explosives in order to prevent
terrorist activities and assure security at airports, aviation, public transportation,
convention halls, concerts, and so on. The location of undetonated and buried
landmines is also a matter of great importance that could help to minimize fatalities
and injuries among civilians caused bymines detonating. Another problem related to
the use of explosives is the fact that nitrogen-based explosives, such as trinitrotoluene
(TNT), are toxic and able to rapidly penetrate the skin, leading to significant health
problems [1, 2]. For this reason, the sensing of hazardous substances may be of great
interest atmany facilities, where explosivematerials were/are still manufactured and
deposited, in order to avoid contamination of the soil or groundwater with the toxic
compounds that can result from improper waste disposal, and to ensure the safety of
both workers and nearby residents.

As canbe seen, the detection of explosives is a significant task in thefield of security
and environmental analysis. Over the last several years major efforts have been
focused on developing innovative sensing devices, capable of detecting hazardous
species. In contrast to commonly used methods, such as ion mobility spectrometry
(IMS), gas chromatography, or mass spectrometry, that require sampling for per-
forming analysis and are relatively cost-intensive, optical methods are ideally suited
for a fast online and in situ detection of hazardous substances due to their contact-free
and nondestructive operation.

However, at the present time, there is no sensing system available which can
identify all explosive compounds, promising high sensitivity, selectivity, and low
false-alarm rate, simultaneously. Depending on the nature of the applications,
sensing devices based on different laser spectroscopicmethods have been developed,
each of them offering high efficiency for a specific type of explosive material. A
reliable detection of explosive traces in the vapor phase or in the form of particles,
essential for security applications, can only be achieved by combining the sensing
methods and their respective features. In the following, an overview of several laser-
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based detection techniques will be given, including examples of the first photonic
devices and their practical application for the detection of explosives.

8.2
Optical Methods for the Detection of Explosives – Overview

Common optical stand-off, remote detection methods of trace amounts of samples
have been shown to provide detection of explosives and their stimulants under
specific conditions. These include laser-induced breakdown spectroscopy (LIBS),
fragmentation via laser photolysis (LP) combined with fragment detection via laser-
induced fluorescence (LIF), laser ionization in combination with mass spectroscopy
(MS), mid-infrared (MIR) spectroscopy and spontaneous Raman scattering [3–7].
Thesemethods suffer, at least to some extent, from one (or both) of the two following
major drawbacks: false alarms and low sensitivity, since they do not efficiently
discriminate between the �real� and the background signals, and since they rely on
noncoherent emissions. At the present time, several approaches are being discussed
and investigated but a suitably reliable, highly sensitive optical stand-off, remote
detection method is not available. For point detection the situation is different, here
several techniques do exist. However, a multi-species analysis is still problematic. In
the following, existing laser-based methods will be discussed and evaluated with
respect to the detection of explosives in near- and far-field applications.

Vibrational spectroscopy is well suited for identification of molecular species,
providing spectral signatures and recognition of specific compounds. However,
vibrational spectroscopy based on near- infrared (NIR) and MIR absorption is often
barely applicable, due to weak overtone absorption bands and/or the possible
interference of strong NIR/MIR absorbers, for example, water on a surface, which
can obscure significant portions of the spectrum.

Spontaneous Raman spectroscopy has beenmore successful, despite the relatively
low Raman scattering cross sections that lead to weak signals. Indeed, portable
chemical sensors, combiningnanosecond (ns) pulses in theultraviolet (UV) or visible
laser excitation for light detection and ranging (LIDAR) have been developed and
evaluated [7–10]. These sensors were applied for remote sensing to identify the
vibrational �fingerprints� of substances on surfaces. In principle, these systems have
the potential for stand-off detection of contaminant films several micrometers thick
at distances of up to ten meters, and bulk quantities of substances at distances of
hundreds of meters. Nevertheless, detection sensitivity is still of major concern.

One way to enhance the sensitivity is by replacing spontaneous Raman with a two-
or four- wave coherent, parametric process, namely, stimulated Raman scattering
(SRS) [11, 12] and coherent anti-Stokes Raman spectroscopy (CARS) [11–13]. Both
SRS and CARS are powerful nonlinear scattering processes, providing unique
spectroscopic tools promising high sensitivity, molecular specificity, and detailed
structural information based on Raman signatures of materials. In spontaneous
Raman scattering, a laser �pump� beam at a frequency vp illuminates the sample,
and, due to inelastic scattering, a signal is generated at the Stokes and anti-Stokes
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frequencies,vS andvAS, respectively. In conventional SRS and CARS, however, two
laser beams at vp and vS coincide on the sample. For SRS, when the difference
frequency, Dv¼vp�vS, matches a particular molecular vibrational frequency,
efficient vibrational excitation is induced. In the CARS process, a particular Raman
transition is coherently driven by the vp and vS incident laser beams, and subse-
quently the vibrational coherence is probed by a third laser beam (usuallyvp), giving
rise to the (anti-Stokes) CARS signal, designated as vCARS. Due to their nonlinear
nature, SRS and CARS share the benefits of multiphoton processes, including
significant signal enhancement over spontaneous Raman, as well as enhanced depth
penetration. One very significant advantage of SRS over other excitation processes is
its extremely high efficiency: as an example, 18–28% of the population of the
vibrational ground state was transferred to the v00 ¼ 1 stretch of C–D in CDCl3 [14]
and up to 60% to the C–H stretch in the ring of 2-phenylethylamine. For CARS,
the ratio between the intensity of its signal and that of spontaneous Raman
under comparable conditions is typically several orders of magnitude, depending
on the molecules at hand [12, 13]. Moreover, the Raman signal is red-shifted
relative to the exciting frequency, whereas CARS is blue-shifted, therefore, when
applying CARS, scattering and fluorescence produced by the exciting light can easily
be filtered and false alarms minimized. A scheme of SRS and CARS is presented
in Figure 8.1.

Indeed, due to these benefits there has been extensive use of SRS [15–18] and
CARS [19–21] in spectroscopic studies and in a variety of applications, including the
use of the latter for bacterial spores [22] and for stand-off detection of various
species [23]. Very recently, coherent control techniques, applying single beam,
shaped femtosecond (fs) pulses [24], as well as narrowband nanosecond excita-
tion [25], were employed for obtaining backscattered-CARS (B-CARS) (resulting
from diffuse reflections of the forward-generated CARS, occurring in the sample
itself) to detect solid particles of explosives and explosive-related compounds. It has
been shown that the positions of the major spectral features of spontaneous Raman
scattering of each compound remain essentially the same in B-CARS, but the latter
allows much higher detection sensitivity [25].

Figure 8.1 SRS and CARS schemes, where two
lasers of frequenciesvp andvS are used; Dv is
the frequency by which the vibrational state is
excited by the SRS process induced by the vp

andvS beams represented by the two arrows on
the left. vp also induces the CARS transition
shown on the right.
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In principle, SRS and CARS spectroscopy can be implemented by applying pulses
ranging from femtoseconds to nanoseconds. Whereas for fs excitation a broadband
single beam was applied [24], for narrowband ns excitation [25] the spectra was
produced by the time-consuming process of tuning vS over the excitation frequen-
cies.However, it is anticipated that applying an ultrabroadband ns laser source for the
vS beam will enable simultaneous excitation in a wide vibrational range, and hence
capturing of multiplex SRS and CARS spectra in a short time, using a relatively
simple and robust device.

Another recent development relevant to the sensitive and selective detection of
explosives in the gas phase is the quartz-enhanced photoacoustic spectroscopy
(QEPAS), a modification of conventional photoacoustic spectroscopy (PAS) [26].
PAS is well known as a very selective and sensitive detection technique for
measuring gas concentrations down to the ppt (parts per trillion) level for specific
species. However, in the past this technique required a bypass through a cell where
the spectroscopic analysis has to be performed. In standard linear PAS, the gas in
the cell is selectively excited by laser radiation tuned in resonance to a molecular
vibrational or rotational absorption line. This is followed by vibrational–transla-
tional or rotational–translational energy transfer and generation of an acoustic
wave that is detected by a microphone mounted on the cell walls. One significant
disadvantage of conventional PAS is the background acoustic signals generated by
the environment. Using a piezoelectric quartz tuning fork as detector, the exciting
laser beam is focused between the two prongs of the tuning fork. Tuning the laser
radiation on resonance with a vibrational line of a species to be investigated induces
an acoustic wave which drives the tuning fork, and in the case of piezoelectric
materials induces a piezo voltage in the tuning fork.

QEPAS has very recently been applied to explosive detection [27], allowing the
development of an extremely compact and ultra-sensitive laser sensor. This tech-
nique is not limited to piezoelectricmaterials for the tuning fork since optical readout
of a QEPAS device was demonstrated very recently. This allows, for the first time,
fabrication of a QEPAS sensor device on a silicon chip applying well known
techniques from integrated optics [28].

For gas phase detection, the combination of SRS and QEPAS, via single beam fs
laser or broadband ns excitation, offers a novel approach and, up to now, nearly
unexplored possibilities for engineering a new generation of multi-compound gas
sensor devices that have high potential to find interesting applications in civil
security. An additional advantage of these devices is the potential to combine them
to build a system capable of detecting explosives in both the condensed and gas
phases. Since the lasers for detecting explosives in both types of phases can be the
same, it is feasible that just one system can be devised for their detection. This will
have important consequences for the following reasons: it is well known that, on the
one hand, some explosives have very low vapor pressure and environmental con-
ditions (e.g., wind) make their detection very difficult, but, on the other hand, the
vapor may form a thin film or particle layer on the surface of its container and,
moreover, particles often adhere to the container or to the clothes of the person
preparing, delivering or carrying the explosives [4]. In addition, the approach of laser
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hole drilling in sealed samples followed by spectroscopic analysis will also offer new
possibilities for in situ explosive detection. Highly sensitive, multi-compound stand-
off detection systems in both the condensed and gas phases will be an important step
forward in the means for defense against terrorism.

8.2.1
State of the Art Spectroscopic Methods

Laser spectroscopicmethods all rely on the interaction of light andmatter. One of the
great advantages, in contrast to, for example, chemical analysis, is the fact that no
sample preparation is necessary. Therefore, the performance of measurements
online and in situ, and often in a stand-off configuration is possible. The methods
are based on the different light–matter interactions and are highlighted in the
following, together with some examples with respect to the application for the
detection of explosives.

8.2.1.1 Absorption Spectroscopy
Conventional laser absorption spectroscopy is a method that allows the in situ,
contact-free and nondestructive detection of gaseous substances. Especially in the
MIR spectral region, selective and sensitive detection is possible, because nearly all
molecules possess distinctive absorption lines there, that can be addressed with
narrowband laser sources.

The major difficulty for the detection of explosives, however, is their low vapor
pressure. For nitro-aromatic explosives, it ranges between 10�6 and 10�9mbar,
leading to a concentration at ambient conditions in the ppb to ppt range. In contrast,
peroxide-based explosives, for example, triacetone triperoxide (TATP), which is an
explosive favored by terrorists because of its high explosive force and relative
simplicity in production, have much higher vapor pressures (p¼ 7 Pa for TATP [29]
at ambient conditions), leading to concentrations in the range of tens of ppm (parts
per million). The equilibrium concentrations for different explosives extracted
from [30, 31] are given in Figure 8.2. It can clearly be seen, that the equilibrium
concentrations for different explosives vary dramatically. So, not only the different
optical properties, but also the different vapor pressures call for distinctive methods
for single classes of explosives.

In the case of TATP direct absorption spectroscopy is possible in the MIR spectral
region. Calculation of vibrational spectra has been performed by Oxley et al. [32] and
Brauer et al. [33]. First results for a differential absorption LIDAR system for the
stand-off detection of TATP by Pal et al. are very promising, and yield a sensing limit
of 52 ppm for an absorption path of 30 cm [34].

However, for nitro-aromatics, methods have to be used to enable detection even
with the much lower equilibrium concentrations at ambient conditions. This can be
done using a pre-concentration set-up: the gas containing the explosive is led over a
trap that consists of a cooled surface or a filter on which the molecules are adsorbed.
Subsequently, the trap is heated; the molecules desorb and are present in a much
higher concentration within the gas that is used to flush the trap. With this kind of
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pre-concentration used for cavity ring down spectroscopy, detection of TNT in the ppt
concentration range is expected [35].

8.2.1.2 Detection of Decomposition Products and Fragments
A different approach is to detect decomposition products rather than the explosive
itself. The vapor phase concentration of the natural decay products can be several
orders of magnitude higher than that of their parent explosive and the special
composition of the vapors of the explosive and its decomposition products might be
the key for the amazing sensitivity of canines for the detection of traces of
explosives [36]. The concentrations of the decay products are dependent on the
ambient temperature and pressure. Nadezhdinski et al. evaluated the possibility of
detecting explosives by their natural decomposition productswith tunable diode laser
spectroscopy (TDLS) [37]. The decay products are smallermolecules which are easier
to address with narrow line width tunable diode lasers than the explosives them-
selves, which are mostly broad-band absorbers.

Another possibility is the active production of fragments of the explosive, for
example, by the use of photofragmentation. This technique is used in different
spectral regions and the decomposition products can be detected with different
techniques: laser induced fluorescence spectroscopy (LIF) [38], resonance enhanced
multiphoton ionization (REMPI) [39–41], chemiluminescence [42] or absorption
spectroscopy of the photofragments [6] (see Figure 8.3). Investigations have shown
that a different ratio ofNO/NO2production ispresent for explosives andnon-energetic
material, for example, plastics. Therefore, the possibility of the discrimination of

Figure 8.2 Equilibrium concentrations for different explosives as extracted from [29–31].
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explosives and harmless materials is investigated by simultaneous absorption spec-
troscopy of the NO and NO2 concentration after photofragmentation (Figure 8.4).

8.2.1.3 Laser Induced Breakdown Spectroscopy (LIBS)
Laser induced breakdown spectroscopy is an established method for surface inves-
tigation of bulkmaterials, for example, different kinds ofmetals and alloys [43]. With

Figure 8.3 Stand-off configuration by photofragmentation followed bymid-infraredQCL detection
of NOx fragments in the plume.

Figure 8.4 Mid-infrared QCL stand-off detection of NO and NO2 after photofragmentation of the
explosive PETN.
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an intense laser pulse, a plasma is generated on the surface of a sample. This leads to
different subsequent or simultaneous processes: plasma expansion, build-up of a
shock wave, continuum emission (Bremsstrahlung), de-excitation of the ions, atoms
andmolecules through optical emission. These emission lines are detected for LIBS.
Collisions represent a competing de-excitation process, inverse Bremsstrahlung and
reabsorption alter the photon field. The spectral position of the emission lines, their
intensity ratio and, for time-resolved LIBS, their decay rates, are parameters that are
used for the identification of the substance.

LIBS is also discussed for the identification of landmines, explosives and biological
warfare agents. Especially, the army research lab (ARL, USA) investigated the
applicability of LIBS for the detection of bulk explosives and trace amounts on
different surfaces [44–46]. The detection of trace amounts of explosives with LIBS is
difficult because of matrix effects. These manifest not only in the simultaneous
measurement of emission lines of the background material; as a consequence of
different absorption behavior of the explosive and thematrix, different trace amounts
of explosives lead to different plasma temperatures and, therefore, the intensities of
lines associated with the explosive and their ratios are altered.

The surrounding atmosphere (gas composition and the pressure) and the effi-
ciency of the collecting optics also have great influence on the signal. Therefore, data
analysis is of great importance. Principal component analysis (PCA) [47] as well as
partial least squares discriminant analysis (PLS-DA) [48] has proven to be powerful
for the identification of explosives, even in the presence of matrix effects.

Effects of the surrounding gas atmosphere can be reduced by use of double-pulse
excitation [49, 50]. With a first laser pulse, a plasma is generated which expands and
locally reduces the air pressure. The plasma generated by a second, timely synchro-
nized laser pulse then expands in amore rarefied gas atmosphere, thus the influence
of the atmosphere on this plasma is reduced. Based on this technique, portable
systems have been developed, for example, �TeleLis� by the Fraunhofer Institut f€ur
Lasertechnik (Germany) and �MP-LIBS� and �ST-LIBS� in the collaboration of the
ARL andOcean Optics. LIBS was also used to upgrade the function of a conventional
mineprodder for the humanitarian search for anti-personnelmines. For this purpose
fiber optics have been integrated into the prodder and the combination of LIBSwith a
miniaturized microchip laser and neural network for data analysis enables reliable
identification of different mine casings [51, 52]. The concept for the fiber-based LIBS
prodder system and experimental results from a field campaign for the identification
of different casing materials in soil are shown in Figure 8.5.

8.2.1.4 Raman Spectroscopy
Raman spectroscopy relies on the inelastic scattering of photons. During this
instantaneous process some energy is lost to the target molecule. Therefore, the
scattered light possesses a different wavelength with respect to the incident. The
change in wavelength corresponds to the differences in the vibrational energy levels
of the target molecule, thus providing a means to identify it by its characteristic
vibrational modes. A drawback of the method is the weak signal intensity since
spontaneous Raman scattering has a very low cross section.
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Lewis et al. investigated the Raman spectra of 32 different nitro-containing
explosives and were able to group them into three classes with respect to their
spectra: nitrates esters, nitro-aromatics and nitramines [53].

An advantage of the method is that it can be applied to small sample amounts
and, in principle, through glass vials, transparent plastic bags and thin translucent
materials. A limiting factor is the luminescence of background materials that
might mask the weak Raman signals. Eliasson et al. demonstrated the noninvasive
detection of hydrogen peroxide within plastic and glass containers [54]. Nagli
et al. [55, 56] investigated the feasibility of different excitation wavelengths with
respect to the strength of the Raman signal and suppression of luminescence.
They found that with an excitation wavelength of l¼ 248 nm it is possible to
identify even Semtex, which was impossible with excitation at l¼ 532 nm due to
fluorescence [56].

Figure 8.5 (a) Concept of a fiber coupled LIBS set-up for mine detection. (b) Results from field
measurements for identification of different materials in soil by the LIBS prodder [52].
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Extensive work for the application of Raman spectroscopy to the detection of
explosives has been done by FOI of Sweden [57]. Carter et al. demonstrated the
detection of RDX, TNT, PETN and nitrate- and chlorate-containing materials in a
stand-off configuration using CARS [58]. KNO3, urea-nitrate and RDXwere detected
by Portnov et al. with backward coherent anti-Stokes Raman spectroscopy [25]. A
mobile Raman stand-off system has been demonstrated byWu et al. for the detection
of chemicals [59]. Miniaturization enabled the set up of even portable stand-off
systems, as described by Carter et al. [60], Ray et al. [8], and Sharma et al. [9].

There are some commercially available portable and hand-held devices relying on
Raman spectroscopy. Theywere recently reviewed byMoore and Scharff with respect
to their applicability for the detection of explosives [7]. They conclude that good
Raman spectra are obtainable for white powder explosives. For colored explosives
there are two issues to be noted: (i) the signal acquisition is more difficult because of
fluorescence (thus demanding at least longer acquisition times) and (ii)materials that
are highly absorbent for the excitation laser might pose a safety risk [7, 61].

Surface enhanced Raman spectroscopy (SERS) overcomes the low intensity levels
of the signal by substantial enhancement of the effective Raman cross section of
spatially confined molecules within high electromagnetic fields. Such fields are
present at nanostructured noble metal surfaces. Practical application of this method
is hampered by the fact that the analyte must be close to the metal surface. However,
Stuart et al. have demonstrated the detection of a vapor phase chemical warfare agent
simulant which might lead the way towards real-time detection [62]. Zhang et al.
showed the detection of an Anthrax biomarker with SERS within the same time
frame as with immunoassays [63].

8.2.1.5 Photoacoustic Spectroscopy of Explosives
Photoacoustic spectroscopy (PAS) is a very sensitive method for themeasurement of
gaseous species. Due to themodulated irradiation of the samplemolecules with laser
radiation, periodic absorption occurs, leading to the build-up of a sound wave which
can be detected with a microphone. The signal depends mainly on the absorption
coefficient of the molecule under investigation and on the incident laser power.

Patel recently summarized different gases forwhich photoacoustic sensing at ppb/
sub-ppb level was achieved [64]. Investigation of the photoacoustic spectra of TNTand
RDX have been performed by Prasad et al. [65]. The practical applicability of the
method might be impaired by interferences with surrounding gases. Webber et al.
analyze the problem of identifying explosives and warfare agents under real-world
conditions [66] and Patel et al. report detection of TNTat a level of 0.1 ppb andTATPat
�1 ppb by use of multiple wavelengths and reduced pressure [64, 67].

A very important step for the set-up of a miniaturized and rugged sensor was the
invention of quartz-enhanced photoacoustic spectroscopy (QEPAS) [26]. ForQEPAS,
the conventional microphone is replaced by a commercially available quartz tuning
fork and the excitation laser is focused between its prongs while modulated at the
resonance frequency of the tuning fork (Figure 8.6). Upon absorption, a sound wave
is formed which can be sensitivelymeasured by the piezo current that is produced by
the tuning fork.
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As an example, the QEPAS method is demonstrated for detection of the explosive
triacetone triperoxide (TATP). Figure 8.7a shows a FTIR spectrum of atmospheric
water and for TATP under room temperature conditions. For the QEPAS measure-
ments a pulsed external cavity quantum cascade laser operating between 1155 and
1220 cm�1 was used. The tuning position of the laser is marked within Figure 8.7b,
here �water-free� detection ofTATP is possible. The laserwas amplitudemodulated at a
repetition rate of f¼ 32.756 kHz and a duty cycle of 5%, which results in an output
power of P¼5mW. The TATP was synthesized as described by Wolfenstein [68]. A
small amount of TATP (<500mg) was placed inside the cell and after a few seconds it
could be detected via QEPAS. Figure 8.8a shows the response time for acetone
detection while Figure 8.8b shows the recorded TATP spectrum. The two C�O stretch
bands near ~n¼ 1200 cm�1 can clearly be seen. Assuming the equilibrium concentra-
tion of �65ppm for TATP in ambient air, a theoretical detection limit of 1 ppm TATP
can be estimated with this set-up at ambient pressure and temperature conditions [69].

Based on this technique, a portable sensor with hand-held sensor head was
designed, as shown in Figure 8.9. The QCL, together with all the electronics and
coupling optics, is enclosed in a 19 inch box. The laser radiation is coupled into a
hollow core fiber which is connected to the sensor head. There the light is focused

Figure 8.6 Concept of QEPAS.

Figure 8.7 CalculatedMIR spectra of the atmosphere including water vapor fromHitran database
(a) and FTIR spectra for the explosive TATP and its precursor acetone (b). The arrow indicates the
spectral position for �water free� detection of TATP.
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between the prongs of the tuning fork. With a pump it is possible to generate a gas
flow through the sensor head. First measurements with acetone (whose absorption
can also be addressed with the QCL) are promising. The timely behavior of the
QEPAS signal is shown in Figure 8.8a where the sensor head was positioned over a
cloth moist with acetone and air was sucked through the sensor head.

Very recently, the optical readout of QEPAS was successfully demonstrated [28].
Thus, the design of the tuning forks is not restricted only to piezo-electric materials.
In particular, this allows chip sensors for gas detection to be manufactured from
silicon, making them extremely compact and ultra-sensitive. A design example is
shown in Figure 8.10. Furthermore, this silicon technology allows mass production
of a QEPAS chip.

8.2.1.6 Cavity Ring Down Spectroscopy
Cavity ring down spectroscopy (CRDS) is a very sensitive method for the determi-
nation of gas concentrations. For this method, the temporal behavior rather than the
intensity of light that couples out of an optical cavity is measured. Therefore,
fluctuations in laser intensity do not influence the accuracy of the measurement.
For explosives, sub-ppb detection limits have been reported [70] using CRDS in the

Figure 8.8 (a) Response time for acetone detection [69]. (b) Mid-infrared QEPAS recording of
TATP [100].

Figure 8.9 (a) QEPAS sensor head. (b) QEPAS hand-held system for explosive detection [100].
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UV spectral range. Despite the high sensitivity they discuss the disadvantage of
comparing poor selectivity in theUVrange and possible interferencewith ozone, and
propose the combination of their sensor with a second, less sensitive but more
selective one [70]. Todd et al. use CRDS in the MIR spectral region with an optical
parametric oscillator as laser source and report ppb level detection for TNT, TATP,
RDX, PETN, and Tetryl, and anticipate the possibility of detecting 75 ppt TNT with
pre-concentration [35]. Since the high reflectivity of the cavitymirrors is of the utmost
importance, the adsorption of explosives on them has to be prevented. Therefore,
heating of the optical cavity is needed.

8.2.2
Novel Approaches

Current optical stand-off and remote detectionmethods of trace amounts of samples
suffer from several drawbacks. Especially, novel methods and recent developments
from some research facilities in Israel and Europe have tried to overcome these
drawbacks. Major novel development concentrates on miniaturization, simple laser
excitation sources and multi-species analysis.

8.2.2.1 Femtosecond Coherent Control
The Weizmann Institute in Israel has pioneered the field of femtosecond coherent
control of Raman scattering processes, in particular with connection to CARS
[24, 71–76]. By using pulses shorter than the molecular vibration period, it is pos-
sible to coherently excitemolecular vibrationswith a single pulse. Themain advant-
age of this approach is the simplicity of the source (a single, fixed frequency
ultrashort laser oscillator), and the inherent spatial overlap of the different
excitation wavelengths of the single beam, as necessary in conventional CARS
schemes. Single-pulse excitation with broadband pulses by itself is unsuitable for
spectroscopy, as it suffers from poor spectral resolution. Nonetheless, by control-
ling the phase and polarization of the single broadband pulse, it is possible both to
restore the spectral resolution and to selectively excite a specific vibrational level of
interest. Vibrational spectroscopy by a shaped femtosecond pulse was experimen-
tally demonstrated for both microscopic [71] and stand-off remote detection
application [24, 76], and, in particular, selective excitation of a given Raman level out

Figure 8.10 Chip-design of an optically integrated QEPAS sensor in silicon.
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of the several vibrational levels that lie within the excitation pulse bandwidth [71]. In
the work reported in Refs. [24, 76] a single-beam, stand-off (>10m) detection and
identification of various materials including minute amounts of explosives under
ambient light conditions was demonstrated. It was obtained bymultiplex CARSusing
a single femtosecond phase-shaped laser pulse. The strong nonresonant background
was exploited for amplification of the backscattered resonant CARS signals by
employing a homodyne detection scheme. It is thus demonstrated that this simple
and highly sensitive spectroscopic technique has a potential for detection applications
of hazardous materials, especially when QEPAS is used for signal detection [77]. The
basic concept for such an experiment is shown in Figure 8.11. Here, the first tuning
fork is used for the intensity modulation of the laser beam while the QEPAS signal
detection is performed by the second tuning fork in the cell.

In addition, the Ben-Gurion University in Israel has pioneered the application of
several methods for remote detection of various compounds. These methods include
blue shifted LP/LIF [78–81], LIBS [82, 83] and the method of detection of particles of
explosives via B-CARS, applying relatively narrowbandnanosecond laser pulses [25], that
has been extended to remote detection applying femtosecond pulses [24, 76]. It has been
demonstrated that visible CARS in the nanosecond time domain allows favorable
detection compared to spontaneous Raman spectroscopy, which has been applied for
stand-off detectionbutwith limited success due to the inherentlyweakRamanscattering.
These firstmeasurements were conducted at short distances, but the observed enhance-
ment of several orders of magnitude of CARS versus spontaneous Raman indicate that
the distance can be scaled to stand-off detection, in particular by applying higher power
lasers. It was estimated that even by using energies of 10mJ of the narrowband
nanosecond pump and Stokes beams, detection of samples from distances of meters
to hundreds of meters will be possible, depending on the specific compound.

8.2.2.2 THz-Spectroscopy
The terahertz spectral region is of great interest for the detection of drugs, hazardous
materials and weapons since the radiation can penetrate easily through many
nonmetallic, nonpolar materials. Explosives, pharmaceuticals and drugs show

Figure 8.11 Femtosecond pulse shaping and QEPAS signal detection.

208j 8 Detection of Explosives



characteristic spectra and can selectively be detected with THz radiation. Shen et al.
show the detection of explosives via THz imaging [84] and Federici et al. give an
excellent overview of THz imaging and sensing for security applications [85]. With
increasing availability of powerful sources and detectors for the THz spectral region,
scanning velocities reach practical values. The energy level of the radiation is
harmless for people; however, broad application for passenger screening is hindered
by ethical concerns. Despite this limitation, wide fields of application, for example,
postal screening, are open for this promising technique.

8.2.2.3 Photonic Ring Resonator Sensors
The detection of various species in the gaseous or fluid phases by using silicon
photonic microring resonators is an emerging sensing technology increasingly
gaining recognition due to the high sensitivity, mechanical stability, robustness and
cost efficiency of these sensors. Their miniaturized design and compatibility with
fiber networks or other photonic devices makes them suitable for field operation,
which is an important feature for real-world applicability.

Microring resonator based sensors are commonly used for different biological and
chemical applications [86–91]. Combining this sensing technology with specifically
synthesized receptors, the molecular identification of hazardous substances like
nitroaromatic explosives becomes possible. Trinitrotoluene (TNT), for example,
belongs to this class of explosives and is the most commonly used compound for
military and industrial purposes. It possesses a good thermal and chemical stability,
enabling safe handling, and, due to its widespread availability, has been used in
several terrorist incidents. Due to its very low vapor pressure in the gas phase,
(�5 ppb [29, 92] at ambient conditions), the detection of TNTstill remains one of the
challenging tasks.

A new sensor concept consisting of a photonic silicon microring resonator
sensitized with receptor molecules based on triphenylene-ketals, which enables the
detection of TNT in the lowparts per billion range, has been recently developed by the
Fraunhofer Heinrich Hertz Institute, Goslar, in collaboration with the Johannes
Gutenberg-University Mainz, both in Germany [93]. Figure 8.12 shows a scanning
electronmicroscope (SEM) image of the silicon nitridemicroring resonator. The ring
resonator designed in the form of a race track is positioned close to a straight
waveguide that couples light in and out of the resonator via evanescent tunneling,
since both waveguides are only 1 mm apart.

The resonance condition of the ring resonator is given bym l¼ neff 2p rwherem is
an integer, neff is the effective refractive index, and r is themicroring radius. As can be
seen, the resonant wavelength of the ring resonator is directly proportional to the
effective index of refraction and to the circumference of the ring. The light evanescing
into the ring returns to the straight waveguide and exhibits a phase shift (which is
exactly p at resonance) relative to the light propagating down the waveguide. Due to
the destructive interference caused by the phase shift, the resonance ismeasured as a
dip in the transmitted light intensity. Highly sensitive detection of molecular species
using this photonic device is achieved by monitoring the resonance shift of the ring
resonator, induced by changes in the local refractive index at the microring surface
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that lead to changes in the effective refractive index of the guided mode inside the
waveguides [94]. An increase in effective index causes a shift of the resonance towards
a longer wavelength, whereas a decrease in effective index causes a shift towards a
shorter wavelength.

However, this detectionmodality is not selective for a special species. Selectivity is
gained only by functionalizing the sensor surfacewith specially developed coatings or
receptor molecules. Therefore, the surface of the microring, that is, the sensor chip,
was coated with a receptor film based on triphenylene-ketals that enables selective
binding of TNTmolecules in a reversible manner and via a key–lock-principle. The
general synthesis of these molecules is described in detail by Schopohl et al. [95].
When TNT molecules are adsorbed onto the receptor layer an intensively colored
intercalation complex is formed, exhibiting a charge-transfer band in the spectral
region between 420 and 650 nm. In addition to the specific color change, the
refractive index within the layer is changed, influencing the propagation of the light
within the microring and leading to resonance shifts that can be measured by
scanning the wavelength.

First investigations regarding the optical detection of the intercalation between
receptor and TNTwere performed via evanescent field spectroscopy by using a bare
silica multimode fiber coated with the synthesized receptor molecules [96]. The
sensing of species using this spectroscopic method is based on the interaction
between the light guided within an optical waveguide, for example, fiber, and the
surrounding medium, which occurs upon total internal reflection at the interface
between twomedia with different index of refraction. For this purpose, a frequency
doubled passively Q-switched Cr4þ : Nd3þ : YAG microchip laser (emission wave-
length l1¼ 1064 nm and frequency doubled to l2¼ 532 nm) was used as light
source, enabling the simultaneousmeasurement at both wavelengths and showing
the wavelength sensitivity and selectivity of this sensor concept, since changes in
the signal intensity were measured only by the interaction of the green light with
TNT, whereas the intensity of the infrared light remained constant. The registered
changes in the signal can be attributed to the formation of the colored charge-
transfer complex between the receptor and TNTmolecules that has its absorption

Figure 8.12 (a) Concept of a photonic microring resonator. (b) SEM image of the silicon nitride
microring resonator and the coupling area between the ring and the straight waveguide [93].
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peak around 532 nm [96]. However, even though this sensor concept allows the
identification of TNT, the implementation of optical fibers as detection devices is
not very convenient for field applications, because their sensitivity depends on the
penetration depth of the evanescent field, which is connected to the acceptance and
additionally the coupling angle of the fiber. Furthermore, due to the unknown
modal distribution of the light within the fiber, changes in the transmitted intensity
can occur when the fiber is bent or moved from its initial position, so that the
determination of the concentration of absorbed molecules requires subsequent
calibration measurements.

The situation is different for ring resonators where the whole assembly is fiber
coupled and the concentration of species is determined bymeasuring the shift in the
resonance dip. Figure 8.13b shows the experimental set-upwhich includes a standard
telecommunication fiber coupled DFB laser diode with central wavelength at l
¼ 1.57 mm, the microring resonator sensor and a detector for measuring the
transmitted intensity through the sensor. The linear waveguide is coupled to the
laser source and detector, respectively, via two single mode fibers.

The sensor surface is coated with the specially designed receptor molecules using
the electrospray technique [97, 98]. By the incorporation of TNT into the receptor
molecules, changes in the effective refractive index occur, inducing a shift of the
microring resonant wavelength. The resultant shift can be accurately measured by
scanning the wavelength around 1.57mm, allowing in this way the estimation of the
TNT concentration in the gaseous medium surrounding the sensor. Figure 8.14
shows typical resonance spectra of the microring resonator sensor measured at
different concentrations of TNTunder ambient conditions. As can be seen, the curves
are consistently shifted with larger TNT concentrations. The limit of detection for
TNT is in the range of 0.5 ppb and can be further enhanced by increasing theQ factor
of the ring resonator.

Figure 8.13 (a) Silicon ring resonator chip. (b) Schematic of the photonic ring resonator sensor. (c)
Optically-integrated sensor chip.
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The adsorption of the TNTmolecules onto the receptor layer is a reversible process,
so that real time measurements can be performed. After contamination with the
analyte, the sensor has to beflushedwith air for desorption and canbe reusedwithin a
few seconds, since the dip returns to its original position [93].

Since this sensor device is fiber coupled, it can easily be used as a hand-held device
or adapted to a security gate for TNTdetection in the gas phase, see Figure 8.15. The
graph in Figure 8.15 shows the shift of the resonant wavelength when a person is
passing the air lock security gate with and without TNT [101]. In addition, the
multiplexing of several ring resonators coatedwith different kinds of receptors allows
multi-species detection to be simplified [99]. Mass production of the sensor chips is
feasible by applying standard silicon processing technology for manufacturing the
sensor chips.

Figure 8.14 Shift of the resonance wavelength for different concentrations of the explosive TNT.

Figure 8.15 Detection of the explosive TNT in a security gate by the ring resonator sensor device
[101].
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8.3
Summary

Different spectroscopic methods that can be applied for the detection of explosives
have been described, taking into account their specific advantages for the identifi-
cation of special classes of hazardous materials. Some first generation sensing
devices that are currently applied to sense explosives have been highlighted. The
discussion shows that one method will not cover the identification of several
explosives at the same time. Sensor fusion will be the next step to develop a
spectroscopic system that allows multi-component analysis. The most important
further steps besides this will be the development of novel laser sources that allow
selective excitation over a wide range of molecules. In this context, shaped femto-
second laser excitation will provide a new and very interesting tool because broad-
band excitation in combination with pulse phase modulation will allow selective
molecular excitation. On the other hand miniaturization will drive spectroscopic
techniques towards applications. In particular, silicon photonics will offer new and
very interesting possibilities in this field. In this context photoacoustics with micro-
tuning forks and microring resonators will have a high potential for optically-
integrated and sensitive photonic sensor devices of the next generation.
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ADP adenosine diphosphate
ALPHA amplified luminescence homogeneous assay
AM acetoxymethyl ester
ATP adenosine triphosphate
cAMP cyclic adenosine monophosphate
BRET bioluminescence resonance energy transfer
cGMP cyclic guanosine monophosphate
cpFP circular permuted FP
CRE cAMP response element
CREB CRE binding protein
DELFIA dissociation-enhanced lanthanide fluorescent immunoassay
DTT dithio-treitole
ER endoplasmic reticulum
FCS fluorescence correlation spectroscopy
FIDA fluorescence intensity distribution analysis
FLT fluorescence lifetime technology
FP fluorescent protein
FRET fluorescence resonance energy transfer
GPCR G-protein-coupled receptor
HCS high-content screening
HTS high-throughput screening
LSC laser scanning cytometry
NMR nuclear magnetic resonance
TR-FRET time-resolved FRET
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9.1
Introduction

The need for new pharmaceutics is underlined by the fact that about 90% of human
diseases are not sufficiently controlled, let alone cured, by currently available drugs.

Screening approaches are consistently among the primary tools for developing
new pharmaceutics. In contrast to so-called rational approaches, screening utilizes
large collections of chemical compounds (libraries) to be tested on biological targets.
Compounds identified in a primary screen to bind to the target or to modify its
biological activity are designated as hits. The primary hit list might be long andmost
of the hits might not be relevant for further development. Therefore, known or non-
relevant compounds have to be identified, a procedure called dereplication. Con-
firmed hitsmight become leadmolecules for further optimization. Starting from the
lead molecules, other compounds are developed with better physico-chemical or
biological properties, which might eventually lead to potential new drugs in clinical
testing. Optimizing lead molecules for drug candidates includes improving their
binding properties, specificity and tissue distribution, decreasing their toxicity, and
characterization and optimization of theirmetabolic profile and elimination pathway.

Compound libraries can be tested for their ability to modify a biological target in
many different ways. The simplest form to identify potential interactingmolecules is
to test for binding of compounds to isolated targets, or to prevent binding of an
established ligand by compound competition. More relevant information may be
obtained by testing compounds for their biological activity in functional assays. Assay
formats that detect photons as readout (i.e., most commonly fluorescence or
bioluminescence) are currently the most widely applied methods in screening
campaigns. Optical assays generally are cheap, simple and fast to perform, and
inherently amendable tominiaturization. They are characterized by a high sensitivity
and selectivity combined with a large dynamic range. For cell-based studies, using
photonics is non-invasive, at least if no exposure to excitation light of high intensity
and short wavelength is necessary. Imaging at a nanometer scale provides resolution
almost unmatched. Other techniques applied for affinity-based screening
approaches include mass spectrometry, NMR and X-ray crystallography, which have
a decreased throughput rate and often require more material than optical techni-
ques [1]. Alternative functional assays include automated patch clamp approaches in
the field of ion channel studies, which again yield much lower throughput than
optical methods. In former screening approaches, the use of radioactive tracers was
very popular. Environmental and safety concerns have led to an extensive replace-
ment of radioactive techniques by fluorescent or bioluminescent methods.

To enable high-throughput screening (HTS), an assay should be as easy as possible
while being robust in the generation of the required readout. To achieve this, the
number of handling steps has to be reduced, for instance by avoiding separation steps
in signal generation. Screening approaches should be feasible to miniaturization to
reduce consumption of reagents and, thus, to save money and time.

The logical course of events in most screening campaigns is to identify a target
related to disease, and then screen for compounds that alter the target�s biological
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activity. Alternatively, one can apply models of certain diseases and screen for
compounds that improve the disease-related parameters, a process known as
phenotypic screening. In this case, the underlying molecular processes of the
compound�s action have to be identified thereafter.

HTS is mostly achieved by assay designs that yield one simple readout, such as
fluorescence intensity, bioluminescence, or fluorescence polarization. With today�s
increased computational power, it is now possible to acquire and analyze multiple
parameters from a single assay, thus gaining additional information, which can help
to further characterize the effects of the tested compound on a biological system.
Simple HTS assays are nowadays often substituted or complemented by multi-
parametric screening approaches like automated image acquisition both in academic
and in industrial screening campaigns. Because of the high content of information
deduced from such approaches, they are summarized under the term high-content
screening (HCS).

The aim of industrial screening is to develop pharmaceutics that have fewer side
effects than current drugs or that target diseases where no adequate treatment is
available. Consequently, industrial screening campaigns are influenced by the
potential market and have to apply economic considerations for drug development.
Even though the number of identified targets is increasing rapidly, the number of
new chemical entities developed into approved drugs is not growing in a similar
manner. One reason for this is that industrial drug development is focussed on a few
highly relevant drug targets. Academic screening can potentially address the gaps in
industrial screening by enabling a characterization of new drug targets and present
hits, addressing those targets currently under-represented in industrial screening
campaigns. Academic screening, therefore, often addresses broader questions,
including targets where themarket is not big enough for industry to set up screening
campaigns [2]. The basic aim in academic screening is to develop new probes for the
investigation of biological processes, which might in some cases finally also lead to
the development of new drugs.

In this chapter, we briefly summarize the general considerations for screening.
These considerations include target classes, compound libraries and data analysis
aspects. We will focus on biophotonic assays applied in screening campaigns,
starting from simple assays that achieve very high-throughput to complex screening
formats that acquire multiple parameters.

9.2
Targets

Screening for new pharmaceutics primarily means testing libraries of molecules
for their ability to act on a preselected biological target. A good target in a medical
sense is a biological pathway which is associated with disease and whose
modification is likely to provide a therapeutic option. In a chemical sense, a
good target can be easily addressed by a small molecule, meaning the target is
�druggable�.
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About half of the current pharmaceutics target only a few protein families, namely
G-protein-coupled receptors (GPCRs), enzymes (especially protein kinases and
phosphodiesterases), nuclear hormone receptors, or voltage-gated and ligand-gated
ion channels [3, 4]. Other targets are severely under-represented by current drugs,
mainly because they do not provide binding sites for small molecules from available
libraries. The need to develop pharmaceutics that address such target classes is
underlined by the lack of suitable therapies formany diseases in which interactions of
proteins with other intracellular proteins or nucleic acids play essential roles.

Target selection for screening approaches might be influenced by previously
successful targets. Receptors or other proteins that belong to an established target
class, but currently lack suitable drugs that modify their activity are addressed in this
case. The advantage of this approach is that screening assays for these classes are
established and specialized compound libraries can be generated by similarity to
known modulators of the target family [3, 5].

To develop screening strategies for targets which are less frequently modulated by
existing drugs, greater efforts in assay development and library configuration are
necessary. By expanding the range of possible drugs from small molecules to nucleic
acids, proteins and peptides (so called biologicals), targets that were previously
defined as �undruggable� can now be addressed [3].

Whereas industrial screening mainly aims for drug or lead discovery, academic
screening rather covers the area of target validation, that is, investigators search for
molecules that can be utilized to analyze signaling pathways or protein activities, to
more precisely understand physiological and pathophysiological roles of these
targets [2]. For these tool-like compounds less chemical criteria have to be fulfilled,
that is, oral bioavailability or possible covalent target modification is not a major
concern for research targets [6]. Target identification and validation can also be
achieved by gene knock down or silencing. The number of published siRNA screens
is growing rapidly, and knockoutmice have also been applied for target identification,
suggesting that about 10% of human genes are disease-associated [7]. Nonetheless,
the acute modulation of protein functions by biologically active small molecules will
always remain an important source for understanding the role of a protein within its
signaling network. Since most drugs act by competing with naturally occurring
molecules for binding sites on proteins, new targets might also be identified by
metabolic profiling [8].

The use of opticalmethods is well established in screening formost common drug
targets like G-protein-coupled receptors (GPCRs) and many enzymes. They have
been less frequently applied in screening of ion channel function, which is classically
studied by electrophysiology (though with low-throughput), but fluorescence-based
functional screening assays are now also becoming common for this target class.

9.3
Substance Libraries

Classical libraries applied in drug screening consist of small molecules, mostly of
less than 500Da, which share building blocks with basic structural features of
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existing drugs. Lipinski introduced the so-called �rule of five�, which suggests
whether a compound is drug-like with respect to hydrogen-bond donors, molec-
ular mass, lipophilicity, and the sum of nitrogen and oxygen atoms [9]. This rule
has strongly influenced the selection of compounds included in small molecule
libraries. There are a number of commercially available small molecule libraries,
ranging from small collections containing about 1000 approved drugs and
natural compounds (e.g., LOPAC1280� or Spectrum Collection�) to huge
libraries containing several 100 000 compounds. In addition, libraries exist that
are enriched for compounds expected to bind to a specific target class. Industrial
companies host their own preferred huge libraries (in the range of one million
compounds). The arrangement of these libraries is governed by the company�s
intellectual property, as resulting hits are more easily developable into patented
drugs.

The existing small molecule libraries are frequently not successful in identifying
modulators of less common targets. Since a considerable part of natural products and
metabolite scaffolds are not included in current libraries, a new trend emerges to
incorporate compounds based on structures that are biologically validated but less
represented in current libraries (e.g., less hydrophobic compounds and natural
products or metabolite-like compounds) [10–12]. Extending the chemical space
covered by screening libraries, using combinatorial chemistry or diversity-oriented
synthesis, may also lead to drug developments for targets that were difficult to
address previously [13].

Fragment-based libraries have been developed recently and provide an alterna-
tive lead discovery approach. These libraries are usually relatively small (1000–
10 000 compounds), containing considerably smaller molecules of less than
300Da. These so-called fragments will mostly bind target proteins with lower
potency (KD between 100 mM and 10mM). However, they possess a high ligand
efficiency, meaning that they are extremely potent with regard to their size.
Fragment hits have to be further developed to yield leads, for example, by fragment
linking, self-assembly or fragment optimization [14]. Starting from fragment-based
libraries, drug developmentmight succeed where classical smallmolecule libraries
have failed [15].

Peptides are important modulators of signaling pathways, and can, thus,
represent suitable pharmaceutics to address disease-relevant targets, both in basic
research and in drug formulations. To identify peptides that modulate biological
targets, peptide libraries are available. They can either be biologically encoded, for
example, using the phage display technique, or produced by synthetic approaches.
Peptide microarrays generated by SPOT-synthesis [16] can be screened by posi-
tional scanning using fluorescent readouts. Random or combinatorial peptide
libraries can be used to identify biologically active substances, like kinase substrates
or inhibitors [17], or GPCR modulators [18]. Moreover, libraries derived from
protein-sequences are applied to characterize protein–protein interaction sites by
scanning the binding of a target protein to small linearized epitopes of its
interaction partner.

To increase throughput andmultiplexing in affinity assays, DNA-encoded libraries
were developed where each small molecule compound is tagged by a specific DNA
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sequence, enabling identification of bindingmolecules by subsequent sequencing of
their DNA barcode [19, 20].

For target identification and validation, RNA interference (RNAi) libraries, relying
on double-stranded short RNAs or short-hairpin RNA can be used (see [21] for a
detailed discussion on strategies in RNAi library design and application).

9.4
Biomarkers and Labels

Nowadays, the most widely applied detection techniques in screening approaches
include fluorescence or chemiluminescence. Label-free optical techniques like
surface plasmon resonance or Raman scattering are applied in some screening
approaches, but often suffer from a decreased sensitivity or limited throughput [1].
Utilizing absorbance limits assay miniaturization for HTS as absorption depends on
the optical pathlength [22]. In contrast, assays that are based on photon emission are
very sensitive, easily adaptable to biological targets and feasible for automation
methods and miniaturization [23]. The fundamental difference between fluores-
cence and chemiluminescence assays is that the former requires excitation light to
induce photon emission from a chromophore, while the latter converts chemical
energy to light emission. An enzyme and its substrate must be available to induce a
signal in bioluminescence, a special case of chemiluminescence. Emission is usually
much brighter in fluorescence than in bioluminescence assays, because the excited
state can be induced quickly by a high rate of excitation photons. In contrast,
bioluminescence assays generally exhibit much lower background signals than
fluorescence assays, since no external light has to be introduced. For the same
reason, bioluminescence assays are less influenced by absorbing or fluorescent
library compounds. For assays based on the detection of subcellular structures using
microscopy, fluorescent probes are preferred, to allow the collection of a sufficient
number of photons. The same is true for fast dynamic processes where short
detection times are required. For macroscopic measurements where background
signal interference is more severe, bioluminescence assays may be preferable over
fluorescence [23]. Most bioluminescence assays are based on firefly or Renilla
luciferases. The former emits light at 560 nm utilizing D-luciferin and ATP, while
the latter catalyses the oxidation of coelentrazine, yielding light at 480 nm.Moreover,
aequorin, a luminescent sensor which, upon calcium binding, emits blue light, is
frequently applied. While fluorescence assays may be more prone to interference
from colored compounds, there are a substantial number of compounds in common
libraries that inhibit luciferase activity,making counterscreening utilizing a different
assay format indispensable [24].

Quantum dots feature increased brightness, uniform emission profiles and
resistance to photobleaching while excited at a single wavelength. Their application
in screening approaches is still scarce, mainly because of difficulties in associating
them with cells, though they have been used as indicators for cell position in cell
microarrays [25].
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9.4.1
Labels for Cell-Free Assays

A number of bioluminescence assays are applied for the detection of enzyme activity
or in affinity assays. Since the intensity of bioluminescence is correlated to the
concentration of reaction components, variation of one component can be translated
into a signal, while holding the other reagents constant. Bioluminescence assays are
well-known for the detection of ATP, but also substrate (using specifically developed
�pro-luciferins� that become cleaved during the assay) or the enzyme itselfmay be the
variable assay component. Because of their low background, bioluminescence assays
yield a linear range over several orders of magnitude [23].

Fluorescence readouts include labeled antibodies detecting products fromenzyme
activity, labeled ligands for affinity assays, or labeled substrates for enzyme reactions.
Specifically designed fluorophores may be used to sense chemical modifications. A
classical example is the detection of phosphorylation by Lewis metal chelates, which
is now frequently used in ALPHA assays to replace phosphorylation-specific labeled
antibodies. Using fluorescent readouts, to circumvent compound interference,
lanthanides may be applied, either for fluorescence intensity measurement or as
FRET donors. Because of their extremely long fluorescence lifetime, gate detection
can be applied. In this so-called �time-resolved� fluorescence detection method,
molecules are excitedwith a short light pulse andfluorescence detection is delayed by
about 100 ms. During this time, fluorescence of most fluorophores that may occur in
compound libraries has decayed and only lanthanide fluorescence is detected.When
using lanthanides in FRET assays it might be counterproductive to decrease the
distance between donor and acceptor below a certain value, since this will also
dramatically decrease the donor fluorescence lifetime and, thus, interfere with gated
detection [26]. Using classical fluorophores, interference from fluorescent com-
pounds can be reduced by applying red-shifted dyes [27]. Moreover, ideal fluoro-
phores should exhibit a high quantum yield, high photostability, a large Stokes shift,
and insensitivity to environmental factors like pH.

9.4.2
Labeling of Cells

In cell-based assays, fluorophores have to be introduced externally or cells have to be
modified genetically to express auto-fluorescent proteins or luciferases to yield a
photon emission signal. To ensure stability in screening assays, labeling procedures
have to be specific, quantitative and feature high reproducibility. Moreover, inter-
ferencewith biological processes, other than the one they have been designed for, has
to be minimized [28].

9.4.2.1 Synthetic Fluorophores
Ahuge number of chemical probes has been designed and is commercially available,
partitioning into subcellular structures (likemitochondria, nucleus, Golgi apparatus,
plasma membrane). These probes can, therefore, serve as compartment markers.
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The visualization of specific proteins within the cell is usually achieved by labeled
antibodies, which requires fixation and permeabilization of cells if the epitope is not
exposed at the cell surface. Unfortunately, this kind of labeling typically restricts
cellular imaging to endpoint measurements [29].

Other probesmay indicate cellular parameters like ion concentration.Most widely
applied indicators of cellular parameters are calcium indicators and probes for
changes in membrane potential.

For toxicity screening a number of fluorescent or fluorogenic indicators are
available (reviewed in [30]), indicating either membrane integrity, metabolic cell
activity, or cellular respiration.

9.4.2.2 Genetically-Encoded Marker Proteins
Modern biology was greatly influenced by the possibility to introduce genes that
produce a photonic signal into cells. Genetically encoded fluorescent proteins (FPs)
as well as luciferases can be utilized as genetic reporters under the transcriptional
control of a target molecule (see Section 9.6.7) [31].

FPs are also frequently applied to monitor the influence of compound libraries on
protein activity or signaling pathways. Activation of signaling pathways or protein
function can be monitored in three ways using FPs: by altered optical properties
(fluorescence intensities or spectra) of the FP, by an altered FRETratio between two
FPs (or one FP and one small fluorophore), or by changes in subcellular localization
of the reporter protein within the cell [32]. While the first two mechanisms can be
followed in bulk measurements, the latter usually requires automated microscopy
(see Section 9.6.11). Since immunostaining of cells is labor- and cost-intensive, FP
fusion proteins may be preferred in localization studies over immunoassays.
Moreover, once stably transfected, FP-expressing cells can be readily and repetitively
monitored using microscopy, enabling the detection of dynamic processes. One
limitation may arise from the size of the FP, which can alter the function of the
protein it is fused to.

FPs are nowadays available in a variety of colors, which enables the use of the red
and far-red spectral range, where phototoxicity of the excitation light is reduced, and
less interference from cellular and compound autofluorescence is expected [33].

To probe for protein–protein interaction, protein cleavage, or protein phosphor-
ylation, a variety of FRET probes have been designed. The dynamic range, which is
defined as the difference between the minimum andmaximum signal, is frequently
low in FRET-based sensors, making these probes less suited for a robust HTS assay
format. To overcome these drawbacks, either the linker between FPs and the sensor
sequence can be altered, or circularly permuted FPs (cpFPs) can be introduced,
increasing the dynamic range of the FRET-based sensors [32]. cpFPs are usuallymore
sensitive to their physicochemical environment and are, therefore, highly suitable as
sensors, for example, for pH changes. Insertion of a sensor domain of a protein
within a cpFP can yield highly sensitive biosensors, for instance for calcium or
hydrogen peroxide [34].

Specialized FPs have been engineered, for example, with the property of induced-
color switching (Kaede, EosFP,Dendra), or that change colorwhile aging (fluorescent
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timers). Moreover, FP that release reactive oxygen species upon illumination
(KillerRed) can be used to degrade proteins in their proximity [29]. For investigation
of chloride-conductive ion channels, halide-sensitive FP variants have been devel-
oped, which sense chloride influx by decreased fluorescence intensity [35]. These
applications, though not widely used for HTS today, might enable the design of new
HTS and HCS assay formats.

Using FPs in screening approaches requires transfection of DNA into cells
which can be difficult for some cell types. Moreover, timing and level of
expression are difficult to control [36]. If cell lines stably express the protein of
interest, however, screening is straightforward since it does not require dye-
loading steps.

9.5
Instrumentation

For detection of optical readouts a number of different devices can be applied.
Nowadays, the standard format for many HTS applications is a 384-well or a 1536-
well plate. Due to limitations that arise from capillary forces, currentminiaturization
attempts translate into the development of microarrays and microfluidic devices for
screening applications. Here, the spatial resolution has to be maintained by pat-
terning the stationary phase, for example, with printing techniques.

Averaged readouts of entire wells are the simplest form to obtain signals from a
multi-well plate. They can be collected either in a well-by-well mode or by simul-
taneous assessing of the signals from all wells. For averaged well-by-well measure-
ments, a number of commercially available plate readers can be used. Typical
readouts from plate readers include absorbance, fluorescence intensity, fluorescence
polarization, and luminescence. Some plate readers may also be used for time-
resolved gated fluorescence measurements, or for fluorescence lifetime analysis.
Standard plate readers generally apply photomultiplier tubes to detect light while
scanning the plate well by well. The excitation and emission wavelengths can be
selected either by the use of monochromators or filters, the former improving
flexibility and offering spectrometry, the latter bearing the potential of higher
sensitivity and facilitating multi-channel readouts. For simultaneous whole plate
readouts, CCD-based fluorometric imaging plate readers have been developed,
enabling faster data acquisition and multiplexing.

Spatially resolved readouts frommicroplates, enabling single cell observation, can
be obtained by using laser scanning cytometry or high resolution automated
microscopy (see Section 9.6.11).

Flow cytometry allows the detection of cells or particles according to their spectral
properties in a homogeneous assay format where different reactions are identified by
optical rather than spatial addressing [37]. When using inhomogeneous cell popula-
tions, where the target-relevant cell type represents only a minor fraction of all cells,
biological signals from these cells are frequently missed in averagedmeasurements.
Especially in these cases, flow cytometry is an important tool that easily allows the
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analysis and quantification of signals from cell sub-populations by means of gated
detection.

The development of microfluidic techniques has made tremendous progress in
the past decade. It has the potential to increase throughput dramatically while
decreasing reaction size and, thus, required biological material and cost [38].
Microfluidic platforms, commercially available from Caliper, have already been
successfully applied in screening for kinase inhibitors [39, 40].

In order to miniaturize cell-based screening approaches, methods to attach live
cells to microarrays are being developed [41, 42]. In a non-compartmentalized cell
culture approach, a continuous cell layer was exposed to spots containing different
substances, using a sophisticated microdelivery system [43]. Another recent
approach is the delivery of substances to cells using sandwiched microarrays, one
containing cells seeded in microwells onto which a compound-loaded array is
sealed [44]. Reverse transfection on microarrays [45] can be used to screen for RNA
interference in a miniaturized way [41].

In addition to optical detection systems, the integration of automated liquid
handling and compound transfer systems is essential for HTS, but will not be
further discussed here.

9.6
Assays

There is a huge variety of assays to screen for new pharmaceutics. Historically, assays
that utilized radioactive tracerswere very popular. Nowadays, they aremore andmore
replaced by optical methods. Screening assays can be classified into binding studies
and functional assays. Simple binding assays, which achieve a very high throughput,
detect the binding of compounds to purified target proteins. In contrast, functional
assays measure the compound-induced modification of a biological function, either
by detecting products from biochemical pathways or by phenotypic alterations.
Functional assays may either detect accumulated metabolic products and second
messengers or phenotypes in end-point measurements, or monitor compound-
induced changes in a kinetic way.

One disadvantage of binding studies using isolated protein targets is that they do
not allow conclusions about the kind of modification the binding molecule might
induce in the protein of interest. For this reason, one cannot predict if a hit from an
affinity assay might prove as a full or partial agonist, neutral or inverse antagonist.
Therefore, intensive secondary characterization of primary hits becomes essential.
Moreover, allosteric modulators of protein function might be missed in binding
studies.

Classical binding assays require a separation step to remove unbound molecules
either by filtration, centrifugation or dialysis. To minimize working steps �mix and
run assays� that require no washing step are now widely applied [46]. These include
non-separation assays (containing a solid and a liquid phase) or homogeneous phase
assays. Nowadays, available homogeneous assay formats allow detection of binding
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of compounds to isolated targets by competition with labeled ligands, or by directly
coupling screening compounds to fluorophores. Ligand binding can also be detected
in a label-free manner using surface plasmon resonance. In addition to the
application of fluorescence or luminescence-based binding assays to detect target-
compound interaction, these assay formats can also be used in functional
approaches. Here, metabolic products are detected by binding to specific antibodies.
The principle of somewidely applied competition immunoassays to detectmetabolic
analytes is illustrated in Figure 9.1.

Functional assays can be classified as cell-free (i.e., measuring the activity of an
isolated enzyme) or cell-based assays, assessing the activity of a protein bymonitoring
the biological response of a cell that expresses the target protein. The latter has the
advantage of simultaneously providing information about off-target effects of com-
pounds on living cells, for example, allowing the detection of toxic compounds, but
requires extensive cell culture work. Using cell-based assays in signal transduction,
one might detect early (e.g., second messenger production) or later (e.g., gene
expression) events, regarding modulation of the protein/receptor of interest. Distal
readouts, like expression of reporter genes, might increase signal strength due to
cellular amplification steps, but will also increase the number of false positive hits
due to additional effects of the investigated compounds on downstream processes.
Therefore, screening for a gain of function rather than a suppression in downstream
signals is considered to yieldmore robust results with respect to possible off-target or
toxic effects of compounds.

In order to increase throughput, multiplexing approaches, that is, the simulta-
neous acquisition ofmultiple data sets (each representing one analyte), are becoming
more and more popular. One possibility for easy implementation of multiplexing is
the application of flow cytometric approaches [47].

Another current trend in screening approaches is the application of multipara-
metric analysis. The simultaneous measurement of several different characteristics
of live cells can be achieved by flow cytometric approaches or by using automated
imaging techniques.

9.6.1
Fluorescence Polarization

Fluorescence polarization measurements provide a cheap and easy method to detect
a variety of molecular interactions and enzyme activities in a homogeneous assay
format. In fluorescence polarization assays, a small molecule of interest is coupled to
a fluorophore (e.g., fluorescein) and excited with polarized light. Fluorescence
intensity is detected with polarization filters, measuring the polarization of the
emission light parallel (Ijj) and perpendicular (I?) to that of the excitation. Fluores-
cence polarization is calculated according to:

FPol ¼ Ijj�I?
Ijj þ I?
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If rotation of the fluorophore is fast with respect to its fluorescence lifetime, its
emission is strongly depolarized, and both detection channels record nearly the same
intensity. Binding of a larger structure (e.g., an antibody) to the fluorophore analyte
complex slows down the rotation of thefluorophore. Themore slowly thefluorophore
rotates, themore photons will be detected in the parallel detection channel compared
to the perpendicular channel, resulting in an increased fluorescence polarization
value. In order to reach a sufficiently small fluorescence polarization value for the
unbound analyte fluorophore complex, the analyte size has to be small and the
fluorescence lifetime of the fluorophore should be relatively long [48].

Fluorescence polarization differs from other affinity detection methods in that
bound and unbound molecules are measured simultaneously [49]. This may lead to
low signal-to-noise ratios and only minor total shifts in fluorescence polarization
values. Nevertheless, since the fluorescence polarization measurements are very
precise and steady, high Z-factors (see Section 9.6.1) may be achieved with this
technique. Fluorescence polarization assays can be applied in competition assays for
antibody-based second messenger detection, to analyze displacement of labeled
ligand from their receptors, or for direct assessment of binding of a small labeled
ligand to a larger structure. Utilizing labeled substrates, enzyme activity can be
assessed by fluorescence polarization upon binding of the converted substrate to
specific antibodies, or in the case of phosphorylation to immobilized metal affinity
nanoparticles (IMAP�), resulting in an increased fluorescence polarization value.
Fluorescence polarization assays are simple and cost-efficient, however fluorescent
compoundsmay interferewith the assay signal. Such casesmight be detected by their
unusually high total fluorescence intensity, or by spectroscopically detecting an
overlappingfluorochrome.Anumber of commercially available plate readers include
the option to measure fluorescence polarization.

Figure 9.1 Schematic representation of some
competition affinity assays. (a) A labeled analyte
competes with the free analyte for binding to a
bulky antibody. If the labeled analyte is displaced
from the binding site, it rotates faster, leading to
a decrease in detected fluorescence
polarization. (b) Molecules labeled with a
resonance energy transfer acceptor for
lanthanide fluorescence compete with
unlabeledmolecules of interest for binding sites
at a lanthanide-coupled antibody. The FRET
signal is measured in a time-gated fashion, to
minimize unspecific signal. Displacement of
labeled molecules leads to a decreased FRET
signal. (c) Biotinylated analyte binds to donor
beads coated with streptavidine. Free analyte
competes for antibody coupled to acceptor

beads. Upon excitation at 680 nm, singlet
oxygen is produced which diffuses about
200 nm before decaying. If singlet oxygen
reaches a closely positioned acceptor bead, it
produces a fluorescence at about 520–600 nm,
this signal decreases with the amount of
competing non-biotinylated molecules.
(d) Analytes of interest are bound to a peptide,
which will complement a mutated enzyme to
restore its activity. Antibodies against the
molecule of interest prevent enzyme
complementation, free analytes displace
peptide-bound molecules from the antibody
leading to a restoration of enzyme activity and
the production of fluorescent or luminescent
products from nonfluorescent substrates.

3
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9.6.2
Time-Resolved Fluorescence

To circumvent interferences from fluorescent compounds, gated detection can be
applied (see Section 9.4.1). This is most frequently done in time-resolved FRET
(TR-FRET) assays like LANCE�, homogeneous time-resolved fluorescence
(HTRF�) or LanthaScreen�. In TR-FRET, lanthanides that exhibit a very long
fluorescence lifetime act as donormolecules. Acceptormolecules are classically red
fluorescent, but can also be green fluorescent molecules when utilizing a terbium
instead of a europium donor, which has an additional emission band in the green
spectrum. This extends the spectrum of possible acceptor fluorophores to genet-
ically encoded autofluorescent proteins like GFP, which simplifies assay develop-
ment and allows, for example, a kinase substrate to be expressed in a cell [50]. Rare
earth ions alone are not absorbing and, therefore, require light-collection assisted
by chelates or cryptates to be excited. Cryptates are more stable under certain
chemical conditions [51]. The assay principle is similar for various applications. An
antibody recognizing the analyte under investigation is coupled to the lanthanide
donor. The acceptor is either coupled to the molecules that will be detected directly
or binds the molecule of interest via streptavidin-biotin or immunological inter-
action. When the acceptor comes close to the donor (usually in the range of 10 nm),
energy transfer occurs and acceptor fluorescence is detectable. TR-FRET assays
generally detect fluorescence at both the donor and the acceptor emission wave-
length, allowing for some compensation of compound interference. Additionally,
fluorescence is detected after a time-window of about 50–100 ms after excitation,
when interfering fluorescence from compounds has already decayed. In kinase
assays, the donor is a lanthanide-coupled antibody recognizing the phosphorylated
substrate. The substrate is labeled with the acceptor, leading to increased acceptor
fluorescence upon kinase activity. In contrast, in competition assays (i.e., to detect
second messengers) acceptor-labeled molecules compete with cellular produced
molecules for antibody binding, leading to a decrease in acceptor fluorescence with
increasing second messenger concentrations.

Ready-to-use TR-FRET assay systems are available to detect a variety of second
messengers like cAMP [52] or inositol 1,4,5-trisphosphate (IP3), for monitoring
kinase activity [53] by utilizing labeled kinase substrates or by detecting ADP
generation, for a variety of other enzyme reactions, or for the analysis of protein–
protein interactions.

In contrast to TR-FRET assays, dissociation-enhanced lanthanide fluorescent
immunoassay (DELFIA�) is a heterogeneous time-resolved assay based on fluores-
cence enhancement of lanthanides after dissociation. Its principle is similar to that of
an ELISA assay. In competition assays, antibodies specific for the analyte of interest
are immobilized at the plate surface, for example, via biotin–streptavidin interaction.
The plates are incubated with a mixture of lanthanide-labeled and competing
analytes. Unbound molecules are washed away, the lanthanides are dissociated into
solution, and incubated with an enhancement solution, leading to the formation of
highly fluorescent chelates. Competing molecules are detected by a decreased
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fluorescence, since less labeled molecules remain bound to the surface. For enzyme
assays the substrate is immobilized and incubated with the enzyme. After washing,
the plates are incubated with lanthanide-coupled antibodies specifically recognizing
themodulated substrate. Unbound antibodies arewashed away, and detection occurs
as in competition assays. Here, a high fluorescence intensity indicates high enzyme
activity. As in TR-FRET, emission is detected delayed after excitation, allowing
interfering compounds to decay within the delay window.

DELFIA� can be multiplexed by using lanthanide probes with different emission
characteristics. It shows superior sensitivity and dynamic range in kinase assays and
for detection of cAMP [52], which is achieved by the enhancement step.However, due
to the heterogeneous nature of the assay, it requires a number of washing steps,
making it less suited for HTS and placing its application rather in secondary hit
confirmation.

A number of state-of-the-art plate readers are compatible with time-resolved
fluorescence measurements.

9.6.3
Proximity Assay

Amplified luminescent proximity homogeneous assay (ALPHAScreen�) is a homo-
geneous immunoassay that utilizes donor and acceptor beads of about 200 nm size.
Donor beads contain phtalocyanine that, upon excitation at 680 nm, produces singlet
oxygen (about 200molecules per excited donor bead). Singlet oxygen has a half-life of
about 4 ms in which it can diffuse about 200 nm. Acceptor beads are coupled to three
dyes (thioxene, anthracene and rubrene), of which thioxene, when reacting with
singlet oxygen, produces aUV luminescence, which is transferred by energy transfer
to the other dyes, eventually leading to emission at 520–620 nm. Emission occurs
only when donor and acceptor beads are at a distance of less than 200 nm. This
distance is about one order of magnitude longer than that feasible for resonance
energy transfer. Therefore, larger binding partners, like large proteins or even
phages, which cannot be analyzed by the TR-FRET method, can be studied using
ALPHA technology. The surface of the beads is coated with latex-based hydrogels and
reactive aldehydes, reducing unspecific binding and providing a surface to covalently
attach various binding partners. Often, the donor bead is coated with streptavidin to
bind a biotinylated small molecule, protein or an antibody against the molecule of
interest, while the acceptor bead is coupled to an antibody detecting a different
binding site of the analyte [54].

AlphaLISA� is a variation of the ALPHAScreen� technology, utilizing europium
as acceptor fluorophore, which provides a high intensity emission at 615 nm,
enabling a narrow detection band. AlphaLISA� can also be more easily adapted
to smaller sample volumes required for higher throughput.

The ALPHA technology can be used to detect second messengers like cAMP after
cell lysis [52], tomonitor enzyme activity fromboth purified enzymes and cell lysates,
and to analyze protein–protein interaction. The method is characterized by a high
sensitivity with low background signal but is also prone to temperature-induced
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signal variabilities, sensitive to light and interference of compounds with antioxidant
properties. Owing to the longer excitation compared to the emission wavelength,
ALPHAScreen�-based technologies require specialized plate readers.

9.6.4
Protein Complementation Assays

In protein complementation assays (PCA) a reporter protein is split into two
fragments that cannot fold when separated. Each protein fragment is fused to one
of two interacting partners. Once interaction occurs, the two fragments are able to
form a functional protein [55]. Since protein complementation relies on protein
folding rather than assembly of folded subunits, it cannot be applied for measure-
ments of fast kinetics. Moreover, some split proteins, including FP variants, form
quite stable proteins after interaction, making them unsuitable for the investigation
of dynamic processes. Irreversible association might also lead to higher background
signals due to spontaneous interaction, especially if the expression level is high. A
luciferase-based assay has overcome these problems and was shown to efficiently
report the disruption of protein–protein interaction [56].

DiscoveRx offers a huge variety of assay systems based on complementation of
b-galactosidase fragments to generate a fluorescence or luminescence signal.
Besides cell-based complementation assays that report on protein–protein inter-
action [57], there is a panel of assays to detect the production of signalingmolecules
or enzyme activity compatible with standard plate readers. The principle is similar
for a variety of target assays: a b-galactosidase missing certain amino acids for
functionality (enzyme acceptor) is complemented with a small fragment peptide
that binds to the acceptor with high affinity, enabling substrate hydrolysis, and thus
generating the signal. This complementation can only occur when the fragment
binding site for the acceptor is not covered by a bulky structure. The signal can,
therefore, be produced by cleavage processes or by competition of fragment-bound
small molecules with molecules of interest for antibody binding sites, enabling the
detection of a variety of processes [58]. Available assays include detection of cAMP,
activation of nuclear hormone receptors, protein kinase assays, and protease assays
that are either cell-based or biochemical.

9.6.5
Resonance Energy Transfer

Fluorescence or F€orster resonance energy transfer (FRET) can be used to detect
binding of a ligand to its receptor in a homogeneous assay format. FREToccurs when
the emission spectrum of the donor overlaps significantly with the excitation
spectrum of a closely positioned acceptor fluorophore. FRET efficiency declines
with the 6thpower of the distance betweendonor and acceptor, giving efficient energy
transfer when the distance between donor and acceptor is in the lower nanometer
range for most fluorophores. One disadvantage of FRET is that it requires labeling of
ligand and receptor. Since spectral separation of FRET-based indicators may be low,
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even weak background fluorescence and absorbance of screening compoundsmight
considerably interfere with the assay. By using lanthanides with long excited state
lifetimes as donor molecules, and measuring FRET in a time-resolved manner, the
latter problem might be solved [46].

A number of FRETsensors based on genetically encoded FPs have been designed.
The most commonly applied FRET systems apply variants of cyan FP as donor and
yellow FP or its improved variants as acceptor molecules. When donor and acceptor
are fused to different proteins, interaction of these proteins is sensed by an increased
FRET ratio. In other FRET sensors, donor and acceptor chromophores are intramo-
lecularly fused to two different positions within a target molecule, detecting con-
formational changes by an altered FRET ratio. Such intelligent designed FRET
sensors are applied for the detection of a huge variety of cellular signaling events,
including protease, kinase, and GTPase activity. The susceptibility to interfering
background signals might be overcome in cell-based assays by a higher expression
rate of fluorescent proteins. Bioluminescence resonance energy transfer (BRET)
utilizes a luminescent donor and a fluorescent acceptor protein, meaning that no
external excitation is required and reducing the influence of background
interference.

In cell-based resonance energy transfer assays, a spatially resolved readout,
applying imaging techniques, is often used. This allows analysis of subcellular
localization of the signaling molecules and reduces the influence of background
signals. Technically, FRET can be detected by analyzing the changes in donor
fluorescence lifetime, by using spectral readouts like sensitized acceptor emission,
or by detecting donor quenching/unquenching.

9.6.6
Fluorescence Fluctuation Approaches

Influorescencefluctuation techniques, samples diffuse through a diffraction-limited
focus of a laser beam, and variations in fluorescence intensity are monitored.
Fluorescence correlation spectroscopy (FCS) is based on autocorrelation curves,
fromwhich the diffusion time ofmolecules can be calculated. Since smallfluorescent
molecules diffuse significantly faster than molecules attached to a larger structure,
this technique can be applied to the detection of binding reactions. The concentration
of labeledmolecules has to be relatively low to ensure singlemolecule detection. As a
consequence, longer measuring times are required for robust statistics, making this
technique less suitable for HTS [59]. A complementary approach is fluorescence
intensity distribution analysis (FIDA) based on the statistics of fluorescence fluctua-
tions, where slightly higher concentrations of labeled molecules and much shorter
detection times are applied. In FIDA, the molecular species in the sample are
quantified according to their molecular brightness, using frequency histograms of
signal amplitudes. Compared to fluorescence polarization measurements, FIDA is
less sensitive to compound autofluorescence and light scattering [60]. In 2D-FIDA,
signals from two detection channels (either based on polarization or emission bands)
are analyzed, resulting in improved performance [61].
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9.6.7
Reporter Gene Expression

The activation of signaling cascades can be monitored by observing the expression
of reporter genes, whose transcription is controlled by specific promoters. These
promoters contain binding sites for transcription factors produced downstream of
the investigated receptor or regulatory protein [62]. A common example for the
detection of cAMP production is the CRE sequence, which is activated by CREB.
Widely applied reporter gene products include fluorescent proteins, luciferases,
b-galactosidase and b-lactamase. A variety of detection methods exists for
b-galactosidase, enabling cheap assays with fluorescent, luminescent or colori-
metric readouts. FPs have the advantage that they are autofluorescent and do not
require co-factors, so they can be measured in live cells. FPs and b-galactosidase
possess relatively long lifetimes, whichmight lead to higher background signals. To
overcome this limitation, genetically modified FPs with decreased stability have
been constructed. In contrast, luciferase and b-lactamase have shorter half-lives per
se. For firefly luciferase detection, various reagents are commercially available. For
the detection of b-lactamase activity, a cell permeable FRETsensor (CCF2/AM) has
been developed, which is cleaved by the enzyme, resulting in reduced FRET
efficiency. This non-toxic sensor enables ratiometric measurements in live
cells [63].

Since protein synthesis has to occur for the signal to develop, these assays require
longer incubation times. Moreover, since the expression level may depend on
certain factors not influenced by the test compound, results deviate with uneven
cell seeding or metabolic integrity. Expression of a second reporter gene, which is
constitutively active, enables correction for these fluctuations but requires either
another colored variant or sequential reading of both products, which may prolong
assay time considerably. A typical reporter gene assay, correlating reporter gene
expression to constitutive expression is shown schematically in Figure 9.2. Dual
reporter gene assaysmay also be used to simultaneously assess the activation of two
different signaling pathways bymonitoring the expression of two different reporter
genes [64]. Luciferase isoforms emitting at different wavelengths but using the
same substrate have been developed, enabling parallel measurement of different
gene products [65].

9.6.8
Measurement of Intracellular Calcium

Changes in the intracellular calcium concentration can arise from the activation of
GPCRs coupled to Gaq, which, via the activation of PLC b and production of IP3,
leads to a calcium release from the ER. With several hundred members in the
human genome, non-olfactory GPCRs form a large druggable family. Note that
activation of other GPCR family members that couple to Gas or Gai leads to
changes in cellular cAMP rather than calcium due to the activation or inhibition of
adenylyl cyclase, respectively. However, these pathways can be switched to result in
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a calcium increase by using chimeric or promiscuous Ga subunits [66, 67].
Coexpression of these subunits is frequently applied, since calciummeasurements
are most easily incorporated in many HTS platforms. In addition, this technique is
widely used for de-orphaning GPCRs with as yet unknown physiological activators.
Intracellular cAMP or cGMP production can also be detected indirectly by coex-
pressing variants of cyclic nucleotide-gated cation channels (CNGs) that translate
cyclic nucleotide accumulation into a calcium signal [68, 69], enabling high-
throughput kinetic measurements of these messengers [70–72]. Other important
pharmacological targets that causes changes in intracellular calcium levels, are
calcium-permeable ion channels, like voltage-, ligand-, or second messenger-gated
calcium channels.

There is a huge variety of small chemical calcium indicators available (for a
comprehensive review of their properties see [73]). For easy loading of cells, these
dyes can be used in the acetoxymethyl ester (AM) form, which facilitates membrane
crossing and, when hydrolyzed by cellular esterases, the anionic dyes remain trapped
within the cells. In addition to various calcium affinities, chemical calcium sensors
can be classified according to their spectral properties as singlewavelength indicators
and ratiometric dyes. The former change their fluorescence intensity upon calcium
binding, while the latter undergo a shift in either their excitation or emission spectra.

receptor ligand second
messenger

transcription
factor

Figure 9.2 Schematic drawing of a dual
reporter gene expression assay: After ligand
binding to a receptor, second messengers are
produced, which then control the activation of
transcription factors. Binding of these
transcription factors to the promoter of the
reporter gene induces protein expression, and a

detectable fluorescence or luminescence signal
is established. A protein of different spectral
properties, which is constitutively expressed,
serves as an internal control for differences in
cell viability, metabolic fidelity, or uneven
seeding.
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While single wavelength dyes like Calcium Green-1, Fluo-3, Fluo-4, and Oregon
Green 488 BAPTA have a low spectral bandwidth and, thus, can be easily combined
with other fluorophores, they aremore prone to photobleaching, uneven dye loading
or interferences from compound fluorescence. The most widely applied ratiometric
calcium sensor is Fura-2, which emits above 510 nm and shifts its absorption
maximum from 380 nm in the calcium-free to 340 nm in the calcium-bound state.
The ratiometric approach enables calibration as well as corrections for certain assay
interferences due to the added compound.However, it requires a devicewith dualUV
channel excitation.

When choosing the right calcium sensor for a screening approach, the spectral
properties, as well as the calcium affinity of the dyes must be considered. Generally,
theKDof the dye should be in the same range as themeasured calciumconcentration.
While high affinity sensors have a higher sensitivity, they will also buffer a greater
amount of calcium and might, thus, affect physiological signaling. Another consid-
eration for choosing the sensor forHTSmight be theminimization of working steps.
Loading cells with the classical calcium sensors requires removal of the dye that has
not been internalized. When using cell suspensions, this can easily be achieved by
loading and washing the cells before dispensing into amicroplate. For adherent cells
that are cultured within a multiwell plate, the newly developed no wash dyes [74],
which use nonmembrane-permeable quenchers to suppress extracellular reporter
fluorescence, might be advantageous.

In addition, genetically encodable calcium sensors, like variants of the lumines-
cent aequorin [75], and fluorescent proteins that either change their fluorescence
intensity (like camgaroos or pericams) or FRET-ratio (cameleon) may be used [76].
These proteins have the advantage of being targetable to specific subcellular
environments or fusable to proteins of interest. Their disadvantages include a lower
sensitivity and slower response rates, and they are more difficult to introduce into
some cells or tissues [76].

Due to the easy application of calcium measurements, they are widely applied in
HTS, especially when screening for GPCR or calcium channelmodulators. Since the
increase in intracellular calcium is rapid and transient in most cases, calcium
measurements do not represent equilibrium conditions for receptor–ligand inter-
action, and pharmacological parameters obtained under these conditions are indi-
rect. This may cause different conclusions about agonist/antagonist potency, or even
reversal in agonist potency orders when different assay systems are used (see [77] for
a detailed discussion).

Calcium measurements can be easily performed using plate imagers, plate read-
ers, or microchip approaches. When subcellular localization or intracellular spread-
ing of the calcium signals is of interest, automatedmicroscopy may be applied. Most
physiological calcium signals are rapid and transient (i.e., in the range of seconds
after agonist addition). Thus, systems are required thatmeasurewith a high temporal
resolution [78]. The fastest kinetic acquisitions are achieved with imaging plate
readers, enabling parallel measurement of an entire multiwell plate. State-of-the-art
plate readers nowadays achieve a temporal resolution that is sufficient for most
applications in calcium signaling by measuring all wells of one plate before
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proceeding to the next time point of the kinetics. However, when cellular imaging is
required, a kinetic measurement has to be completed within one well before moving
to the next, decreasing the throughput considerably.

9.6.9
Indicators for Ion Channel Activity

Ion channel activity of calcium-permeable channels can be easily detected by mea-
suring changes in the intracellular Ca2þ (see above). Other ion channels have been a
difficult target class for drug development, partly because some functional assays do
not fulfill the demands of HTS [79]. Functional screening for ion channel modulators
can be performed using ion flux measurements but these suffer from poor detection
specificity. Recently, platforms for automated patch clamp measurements (like
IonWorks� Quattro platform, QPatch� 16 or PatchLiner� 8) have been introduced,
however, the throughput of these devices is still considerably slower than that of optical
methods. They are, therefore, rather suited for confirmation of primary hits acquired
from a fluorescence-based screening assay [80], and are applied in testing drug
candidates for unwanted effects (e.g., long-QTsyndrome) to meet safety regulations.

Methods based on fluorescent indicators remain the only assays that allow real
high-throughput. Indicators for ion channel activity can be classified into those
sensing changes in the membrane potential and dyes detecting ions that pass
through the channel.

Sensors for ions other than calcium are not that well established for HTS. A
Tlþ uptake assay to monitor opening of Kþ channels has been developed.
Loading cells with Tlþ -detecting fluorophores leads to an increase in fluorescence
intensity upon uptake of Tlþ through open Kþ channels [81, 82]. Other available
ion indicators include sodium green for the detection of sodium, and several
indicators that detect halide ions via diffusion-limited collisional quenching.
Chloride or iodide fluxes can be also detected by variants of FPs, which have
been applied in screening for cystic fibrosis transmembrane conductance regu-
lator modulators [35, 83].

Voltage-sensing probes are organic fluorophores that bind to the plasma mem-
brane. According to their mechanism of action, these dyes can be subdivided into
probes that, upon changes inmembrane potential, rearrange their transmembrane
distribution, and probes that change their electronic structure, resulting in altered
fluorescence properties. The latter exhibit a fast response to voltage changes,
which is especially required for fast transient processes. However, the potential-
dependent changes in fluorescence signals are tiny, resulting in low signal-to-noise
ratios, which make these dyes unfavorable for HTS. In contrast, dyes that cross the
membrane, like cationic rhodamines or anionic oxonols, have been successfully
applied in HTS. Redistribution of dyes across the membrane is rather slow
(equilibrium is reached in seconds to minutes) [84]. Negatively charged oxonols
are probably the most commonly applied voltage sensors for screening. Upon
hyperpolarization, they leave the cells and are quenched in the extracellular
environment, leading to a decrease in fluorescence signal, whereas depolarization
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results in increased fluorescence intensity [79]. Fluorescence changes can be
increased by adding quenching dyes to the extracellular compartment and no-
wash kits with improved fluorescence properties and kinetics are commercially
available [85, 86].

Moreover, ratiometric approaches have been developed to sense membrane
potential changes, relying on FRET, for example, between a coumarin-linked
phospholipid at the outer leaflet of the plasma membrane as donor and a negatively
charged oxonol as acceptor. Upon depolarization, the acceptor accumulates at the
inner plasma membrane leaflet, leading to a decrease in FRETefficiency [80, 87]. As
explained above, ratiometric approaches are less prone to artefacts from unequal dye
loading and cell density as well as autofluorescence of compounds, but require dual
excitation or emission and occupy a broader spectral range.

Since, in most cases, the number of ion channels that have to open to induce
changes inmembrane potential is small compared to the total number of channels of
the investigated type, assays that rely on membrane potential changes may yield low
EC50 values in agonist screening but higher IC50 values and, thus, reduced sensitivity
in antagonist screenings [87].

Potentiometric indicators and ion-sensitive probes are compatible with imaging
plate readers [88].

9.6.10
Flow Cytometry

Flow cytometry, originally developed to characterize and sort cells based on their
fluorometric properties, can also be extended to the analysis of other fluorescent
particles of similar size, like syntheticmicrospheres.Microspheresmay serve as solid
supports for antibodies in immunoassays or molecular assemblies of drug targets.
Flow cytometric applications in drug screening include competition assays where
compounds are identified that block the binding of fluorescent ligands to their
receptor expressed on cells. Also, protease activity can be monitored using a
fluorescent substrate attached to a microsphere [89]. Flow cytometry is capable of
detecting bound molecules in the presence of about 100 nM of free label in a
homogeneous assay format.

Modern flow cytometers are capable of acquiring multiple parameters, ranging
fromfluorescence intensities at differentwavelengths to light scatteringwhich reports
on the size of the analyzed particle. Multiparametric analysis or multiplexing by color
coding different microspheres is thus supported [37]. In the Luminex� approach, a
reporter molecule is labeled with one fluorophore and the interaction with the
microsphere surface containing possible binding partners is analyzed. These micro-
spheres contain two fluorophores of varying concentration allowing multiplexing of
up to 100 different binding partners by spectral addressing of theirmicrospheres [47].

Fluorescent cell barcodingwith differentfluorophores in varying concentrations is
another possibility to achieve multiplexing using live cell samples [90].

Flow cytometers adapted for the demands of HTS applying microfluidic dimen-
sions are now commercially available.
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9.6.11
Automated Microscopy

Biochemical assays and measurements of bulk cell responses provide the basis for
high-throughput screening approaches. Although information on target-specific
compound activity can be gained rapidly by these assays, certain important infor-
mation on phenotypic changes on a cellular level might bemissed. The development
of automated microscopic workstations has greatly facilitated the application of
image-based assays in screening approaches. Because of the high amount of
information gained using imaging of cells and subcellular structures, the term
high-content screening was coined. Image-based screening has been primarily
applied for secondary screening or target identification and validation, as evident
by the huge number of published high-content siRNA screens. With the sophisti-
cated hardware and software solutions for HCS now available, there is a trend in
academia, as well as in industry, to apply HCS also in primary compound screening
campaigns. The advantage of using multiplexed imaging approaches in primary
screening is gaining the additional information on solubility, permeability and
stability of compounds in a cellular context, which has to be obtained in secondary
screening for hits when using classical biochemical approaches [91].

Automated microscopy, when applied at low resolution, can serve to analyze
phenotypic changes of larger cell populations at a single cell level, while high
resolution microscopy enables the detection of subcellular effects [92]. HCS permits
the use of assays that do not rely on changes in the overall fluorescence or
luminescence intensity of a cell mixture. Information on single cells and subcellular
structures can be gained, for example, changes in subcellular location of fluorescent
biomarkers can be assessed [33].

ForHCS, a number of specialized instrumental solutions are required (see [93] for
a detailed review). To achieve reasonable throughput, all steps in HCS have to be
automated, starting from sample preparation via image acquisition and analysis to
data storage and handling [94]. The amount of data generated byHCS experiments is
enormous compared to classical biochemical assays, requiring a high degree of
bioinformatic processing.

Since HCS is a young and upcoming technique, we will briefly discuss some
aspects of image acquisition in this section. When choosing an automated micros-
copy platform, speed and flexibility, sample positioning, available excitation sources
and detection methods (confocal versus wide-field), as well as the possibility to add
substances before or during measurement have to be considered [93, 95]. Micro-
scopes should provide different objectives to allow imaging at various magnifica-
tions. As a rule of thumb, the objective with the lowest magnification that is still
capable of resolving the structures of interest should be used to increase the size of
the field of view. By this scheme, more cells can be measured per image acquisition,
decreasing the required number of fields to be imaged per well [93]. When live cell
imaging is intended, exposure times with excitation light have to be minimized to
reduce phototoxicity. Consequently, a very sensitive detection system is required, and
the objectives should feature a high numerical aperture [96]. Moreover, automated
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microscopes may be equipped with an incubation chamber which allows control of
the temperature, humidity and CO2 level to enable prolonged live cell imaging.

Choosing a confocal detection system will usually provide sharper images with
improved resolution and lower background, since out-of-focus light is eliminated.
Image acquisition in confocal systems is, however, restricted to certain excitation
laser lines and, generally, much slower than wide-field detection since scanning is
required. Faster throughput is achieved with confocal systems by applying line
scanning instead of point scanning or Nipkow spinning disc systems. By contrast,
wide-field microscopes provide fast image acquisition, and their excitation source is
usually a cheaper metal halide lamp or long-life light-emitting diodes. When using
metal halide lamps, excitation wavelengths are selected using appropriate filters or a
monochromator device. When LEDs are used as the excitation source, several LEDs
of different colors are usually collimated and then combined by dichroic mirrors to
offer various excitation wavelengths, with fast interchange and almost unlimited
lifetime of the light source.

Automated microscopy requires focus control, which can be achieved by two
different methods. For software-based autofocus an image stack in the z-direction is
rapidly acquired, and online image analysis identifies the correct focal plane.
Hardware-based autofocus implementations use optical methods (mostly an addi-
tional laser in the IR spectral range) to locate the bottom of the substrate and acquire
images at a user-defined offset.While software-basedmethods are generally slow and
might induce photobleaching or phototoxicity due to the additional excitation, they
provide superior focus quality for culture plates with irregularities at the bottom or
variations in cell size [94]. To minimize photo-induced damage, digital focus control
using DIC images has been developed [97, 98]. Hardware-based autofocus may
operate faster and still achieve good quality images with standard 384-well culture
plates. Several imaging systems also use combinations of hardware and software-
based autofocus, identifying the coarse focus optically and then using software
autofocus for fine adjustment.

There are a number of commercially available fully automated imaging platforms.
Laser scanning cytometers (LSC) have been developed, in analogy to flow cytometers,
and are now offered by a couple of companies. They usually scan a whole multi-well
plate with low magnification, enabling the identification of individual cells. In
contrast to the flow cytometer, LSC uses spatial information of cell location and
can thus repetitively scan the same cells, thereby enabling kinetic measurements.
LSC use certain integrated laser lines as the excitation source. Higher resolution and
often broader excitation spectra can be achieved with automated microscopes.

Microscopy-based screening approaches can either be adopted for endpoint
measurements, or to analyze the dynamic behavior of cells. For endpoint measure-
ments, cells are usually fixed using automated preparation protocols. Subcellular
localization of proteins or compartments can be visualized by labeling with small
molecules, expression of genetically encoded FPs, or immunostaining. Endpoint
measurements feature high reproducibility and relatively high throughput, while not
requiring specialized incubation procedures during imaging. However, fixation
might induce artefacts. In the case of immunofluorescence, labeling protocolsmight
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be labor-intensive, require expensive reagents, and only static information can be
gained [95]. In contrast, dynamic processes can be followed in live cells by time-
lapse microscopy, yielding even more information. Consequently, for live cell
kinetic measurements, data evaluation is considerably more complex [94]. Most
HCS assays apply cell lines, often stably expressing fluorescent marker proteins.
Primary cells, though better representing the physiological conditions of the target
in the human body, are often difficult to obtain in sufficient quantity and with
reproducible quality. Embryonic, adult, or reprogrammed stem cellsmay be used as
an alternative [92].

The big advantage of HCS over classical biochemical assays is that library
compounds are not only tested for their influence on a specific target, but also for
their effects on other related or unrelated processes. This includes information on
cytotoxicity and cellular morphology. Multiplexing can principally be achieved in two
different ways. One is to use a single staining and to analyze various cellular objects
by supervised machine learning to classify multiple phenotypes. This approach
requires considerable input from the field of bioinformatics. The other is to employ
different fluorescent reporters for distinct signaling processes. If spectra of different
fluorophores overlap, spectral unmixing may be applied prior to a morphological
image analysis. The number of channels that can be simultaneously acquired is
limited due to the spectral properties of the available fluorophores [94].

Currently, time resolution of automated microscopy seriously lowers throughput,
especially when live cell kinetic measurements are performed. Since many signal
transduction pathways give signals that last for seconds to minutes only, paralleliza-
tion of image acquisition from all wells of one plate is difficult. Mostly, image
acquisition has to be completed in one well before proceeding to the next when fast
dynamic processes are investigated.

HCS has great potential, but also requires very careful assay design and optimi-
zation, especially when no commercially pre-optimized assays are being used [92].

9.6.11.1 Image Analysis
With modern HCS platforms, images are now captured much faster than is
analyzable by human observation. Visual inspection and manual scoring, though
still frequently used, are slow and prone to biasing by the experimenter. Fortunately,
in recent years, the progress in developing computer-assisted analysis methods has
been significant. The simplest goal of automated image analysis is, therefore, to
reduce time-consuming labor, requiring human researchers to visually inspect single
images [99]. In providing objective and quantitative measurements, automated
image analysis extracts information that can be fed into statistical analysis algo-
rithms. In some cases, computer-assisted analysis may even detect phenotypic
changes (e.g., by analyzing changes in intensity distribution) that are difficult to
annotate by visual inspection.Modern software canbe trainedby supervisedmachine
learning, for example, to classify subcellular structures. However, there are still
applications, where computer vision performs much worse than human examina-
tion [100]. It is, therefore, important to develop simple assay readouts that fit to a
subsequent computer-assisted automated image analysis.
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Image processing steps in automated analysis include correction for uneven
illumination, background correction, segmentation, and identification of subcellular
compartments. Simple outputs from automated analysis can be count, size, shape,
and mean intensity of objects. Moreover, information about texture and localization
can be extracted and statistically analyzed [99]. Image analysis on a single cell level
generally provides a number of advantages compared to averaging over cells. These
include subpopulation analysis, cellular statistics and cell filtering [91].

HCS is characterized by the acquisition of multiple parameters. According to the
values of these parameters, cells are classified into distinct categories. For robust
statistical analysis, one should choose the minimal parameter set that enables
discrimination between different categories [100].

A number of software solutions are available for HCS image analysis. Specialized
automated imaging platforms usually come with their own data analysis software
which is tightly adjusted to the assay format provided with this system. Online image
analysis during the screening procedure is often available with these commercial
systems. Some third-party commercial software packages offer processing and
statistical analysis of image data from screens. In addition, there are a number of
open source software packages, comprising flexible analysis tools that can be adapted
for specific tasks by a skilled user. These open source packages include CellPro-
filer [101, 102] and CellClassifier [103, 104], CellCognition [105], packages of the
Open Microscopy Environment (OME), and CellHTS, which is part of the Biocon-
ductor/R project.

9.7
Data Mining and Quality Control

Screening campaigns produce large data sets that must be statistically analyzed and
evaluated to identify those compounds that possess a desirable biological activity. In
this process, quality control and identification of possible errors is essential to reduce
the number of false-positive hits or false-negative results. False-positive hits will
increase the secondary screens work burden, false-negatives may cause hits to be
missed or falsely dropped in secondary screens. In this section we briefly summarize
some methods to inspect the quality of screening data and to identify active
compounds. For a more detailed discussion on this topic, the reader is referred to
some excellent recent reviews [106–108]. Appropriate statistical data analysis pro-
cedures are provided by commercially available software packages or by open source
software like web cellHTS2 [109].

9.7.1
Quality Control

To increase the quality of a screening campaign, certain measures have to be applied
before starting the actual screen. These assay validation procedures include pilot tests
to identify the appropriate assay format, tomaximize the signal window, tominimize
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variabilities and screening with a subset of the compound library. From this test
screen, statistical variability and suitable parameters for hit identification (see
Section 9.7.2) can be deduced. Moreover, each screen should contain an appropriate
amount of control samples where either no compounds are added or (if available)
compounds with known biological activity are included.

Typical parameters to evaluate data quality are signal-to-noise or signal-to-
background ratios. Variability of the observed parameter and signal strength together
determine the sensitivity and robustness of an assay. To obtain a quantitativemeasure
of assay reliability, the dimensionlessZ factor [110] has been introduced to assess the
quality of screening data:

Z ¼ 1� 3 SD of sampleþ 3 SD of control
mean of sample-mean of controlj j

where the control in an activation assay is a positive control and in an inhibition assay
it is a negative control. Alternatively for assay validation, Z0 can be calculated,
including only positive and negative control samples to test the suitability of a
chosen assay for screening. In the case of an ideal assay, Zwould reach its maximal
value, which is one. Generally, in good screening assaysZ is higher than 0.5.WhenZ
becomes negative, the separation of samples showing activity from inactive samples
is impossible.

Several sources of error might interfere with the assay quality. These include
random and systematic errors, as well as interferences from the tested compounds
with the assay signal.

9.7.1.1 Random and Systematic Errors
Random errors, often referred to as noise, arise from technical failures like pipetting
errors, robotic failures, and unequal compound concentration due to solvent
evaporation or solubility issues. Realtime quality control procedures during the
screen may help to identify and deal with these problems promptly. Moreover, the
influence of random errors is easily recognized, and strongly diminished, if screens
are run in duplicate.

Systematic errors may arise from temporal and spatial effects using multi-well
plates, where inaccuracies are caused by location on the plate (e.g., edge effects) and
time of measurement [106]. There are a number of statistical methods attempting to
deal with these systematic errors. Most of them assume random distribution of
compounds on the plates and identify segments of the plate that deviate significantly
from the random activity. These algorithms have to be used with care when
structurally similar compounds are places in adjacent wells.

Spatial systematic errors may impact significantly on assay quality if hit identi-
fication is based on activity in control samples (see Section 9.6.2), which are often
placed in border columns, where edge effects can severely alter readout values [107].
Therefore, when possible, control samples should be placed randomly across amulti-
well plate.
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9.7.1.2 Compound Interferences
In HTS assays, it may be challenging to discriminate between hits that represent
compound activity against the investigated biological target and off-target assay
interferences [111]. A very common assay interference is due to the spectroscopic
properties of the tested compounds, especially when the concentration of the
read-out substance is low and compounds are tested in the micromolar range.
Assay interference is more common in gain-of-function assays (i.e., expecting an
increase in the fluorescence signal) where it is caused by compound fluorescence
or light scattering. However, interference may also occur in loss-of-function
assays due to quenching and absorbance [22]. Pretesting of the compound library
before assay initiation is one possibility to identify these false positive hits.
Fluorescence properties of certain libraries are also available from the litera-
ture [112]. Since the number of molecules that are fluorescent using UV or blue
excitation is generally much higher than by exciting with longer wavelengths, the
use of red-shifted dyes as assay readout can reduce interference [27]. Ratiometric
approaches are generally less prone to interferences, however, shifts in fluor-
ophore quantum yield due to compound binding or formation of scattering
aggregates might constrict such assays, necessitating the definition of appropriate
cut-off criteria [22]. Applying gated detection using lanthanides with extremely
long fluorescence lifetimes generally reduces interference from fluorescent
compounds considerably. Another possibility is to apply fluorescence lifetime
technology (FLT) to discriminate between interfering compounds and the detec-
tion signal [113]. Since fluorescence lifetimes are largely dependent on the
physicochemical environment of a fluorophore, they can also be utilized as
readout for physiological processes, for example, the detection of phosphorylation
events in an antibody-independent manner. FLT requires longer measurement
times per well and specialized plate-readers which are now becoming commer-
cially available.

Certain compounds tend to aggregate under specific conditions leading to particles
of 50–400 nm in size that may interfere with the assay by sequestering enzymes on
the particle surface. In cell-free assays, using low concentrations of nonionic
detergents, like Triton X-100, effectively prevents enzyme inhibition by this pro-
cess [114]. Further assay interferences may arise from redox-active compounds if
DTT is used in the assay, which is commonly done to keep enzymes in a reduced
state. In this case counterscreens to identify these compounds, for example, by the
detection of the produced H2O2, are needed [115]. Again, for some substance
libraries, redox cycling compounds are already identified and published [116]. In
the case of target oxidation by the compound, the addition of DTT to the assay
solution may prevent this effect. Furthermore, counterscreens for cytotoxicity using
standard assays should be performed.

A number of assays utilize enzymes like firefly luciferase, phosphatase or
peroxidase activities, which might be inhibited by the screened compound, produc-
ing false-positive results. In such cases, orthogonal assays utilizing another reporter
are necessary to identify the hits corresponding to the biological target during
secondary screening.
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9.7.2
Identification of Hits

There are numbers of approaches to the identification of hits from screening
campaigns. The best suited available method for a given assay must be identified
in advance, preferably by conducting pretests [117].

Most hit annotation approaches use some kind of data normalization. In principle,
sample values can be compared with values of negative control wells, or with the
mean of all sample values, assuming that most compounds have no biological
activity. If samples are compared to controls, the number of control wells must be
sufficiently high to enable robust statistics. Using mean sample values for normal-
ization may be error-prone when a higher number of compounds per plate induces
increased signal activity.

For hit identification one can define signal thresholds abovewhich compounds are
regarded to be active. Sometimes a certain percentage of compounds, showing the
highest activity is chosen. The Z-score is a simple measure for rescaling screening
values based on within-plate variations:

Z ¼ Xi��X
Sx

where Xi is the signal produced by compound i, �X is themean value of all signals per
plate and Sx is the mean standard deviation of all signals. To correct for systematic
errors associated with the plate layout, the B-score has been introduced [118], which
requires more sophisticated statistical analysis. Since mean and standard deviation
are strongly influenced by statistical outliers, more resistant scale estimations, such
as the median absolute deviation (MAD), can be used.

For further developmental steps, compounds have to be scored according to their
potential to have biological activity and to be developable into drugs. Sometimes this
scoring is not only based on the activity of the tested compound, but also on the
activity that chemically related compounds have shown in the screen. The rationale
behind this process, also referred to as �hit-clustering�, is that certain scaffolds
produce biological activity and a compound is more likely to be truly active when
compounds sharing the same or similar scaffolds also show some kind of
activity [106].

9.8
Conclusions

Photonics approaches are, and will presumably remain, the most widely applied
techniques in industrial and academic screening campaigns for drug development.
The trend to miniaturize screening formats is compatible with photonic detection
methods. Especially, the ability to excite sub-picoliter volumes with a diffraction-
limited light focus and to detect fluorescence at the singlemolecule level renders this
technique most relevant today and in future.
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Owing to the increasing complexity and availability of compound libraries, fueled
by a variety of chemical approaches and an increasing number of biological targets
that are identifiedby genetic screens, theneed for fast and reliable screeningmethods
with ultra-high throughput increases. Further developments in optical assays and
miniaturization approaches applying new microfluidic and chip technologies will
certainly help to meet these demands.

In spite of the request for methods to achieve even higher throughput, we notice a
trend to deduce more information from the primary screen, which is achieved by
multiparametric and high content rather than simple assay readouts. The reason for
this development is that unsuitable compounds are pinpointed early in the screen,
saving material and reducing the load of follow-up studies. Multiparametric assays
require careful statistical analysis and data mining procedures, which represents
another rapidly developing field.
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10
Optical Measurements for the Rational Screening
of Protein Crystallization Conditions
Christoph Janzen and Kurt Hoffmann

10.1
Introduction

The determination of protein structures by X-ray diffraction is a complex process
because optimal solution parameters must be found for the growth of single
crystals, and these are usually defined empirically. In this chapter we describe a
rational crystallization process, combining automated sample preparation with the
objective evaluation of crystallization trials based on optical measurements. The
computerized analysis of such measurements allows the optimum crystallization
conditions to be deduced rationally. We developed three new optical measurement
techniques for the characterization of small protein droplets. First, static laser light
scattering (SLS) allows thermodynamic interaction parameters (e.g., osmotic virial
coefficients) to be determined, indicating the attractive and repulsive forces
between solute particles. Second, dynamic laser light scattering (DLS) allows the
determination of particle radius distributions and the detection of aggregation.
Finally, quantitative polarization light microscopy generates a set of three images
for transmission, the amplitude of birefringence, and the orientation of the axis
of the sample�s indicatrix, allowing the detection and quantitative analysis of
birefringent structures (e.g., protein crystals or crystalline precipitates). By com-
bining SLS, DLS and quantitative polarization microscopy, it is possible to carry
out a rational optical analysis of the pre-crystallization, crystallization and post-
crystallization phases. All three methods were developed in combination with a
novel crystallization protocol that can be applied to droplets with a volume <1 ml.
A demonstrator was built that contains an optical measurement unit for light
scattering andmicroscopy, and a liquid-handling unit for sample preparation. This
demonstrator provides a unique and novel platform for the development of rational
crystallization strategies.

Handbook of Biophotonics. Vol.3: Photonics in Pharmaceutics, Bioanalysis andEnvironmental Research, First Edition.
Edited by J€urgen Popp, Valery V. Tuchin, Arthur Chiou, and Stefan Heinemann
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j257



10.2
State of the Art of Protein Crystallization Techniques

The three-dimensional structures ofmacromolecules such as proteins provide useful
reference data and facilitate downstream biotechnology applications, such as drug
development, because they allow drug–target interactions to be modeled accurately.
The three-dimensional structures of biological macromolecules are usually deter-
mined by X-ray diffraction analysis, which requires the preparation of macromole-
cules and their complexes as individual monocrystals.

Protein crystals are usually obtained from highly-purified protein solutions in
the presence of salts or polymers (such as polyethylene glycol) that act as precip-
itation reagents. Water is extracted slowly and in a controlled manner so that the
protein solution becomes oversaturated. Local fluctuations in protein concentra-
tion can then lead to the formation of aggregates that nucleate to seed crystals.
Although nucleation is a prerequisite for the formation of crystals, the more
nucleation seeds that are formed simultaneously, the more likely that polycrystal-
line precipitates will form, and these cannot be used for X-ray diffraction. Optimal
crystallization conditions are achieved when very few nucleation seeds are formed,
and these grow into large single crystals. The protein solution is said to exist in a
metastable state when the solid phase of the protein is thermodynamically favored
over the solute form, yet the appearance of seed crystals is hindered due to the large
free surface enthalpy that must be overcome. All crystallization experiments try to
achieve this metastable state because this favors individual nucleation events that
can grow to form large single crystals. The crystallization conditions are usually
tested empirically by selecting different protein concentrations, different salts at
varying ionic strengths, and different solution parameters (e.g., pH, buffers,
polymers, organic solvents and temperatures). However, this results in a vast
matrix of distinct multi-parameter conditions [1].

There are many crystallization methods. In a batch process, the target protein is
added to an aqueous solution containing buffer, salts and other crystallizing reagents
(the so-called crystallization solution) or vice versa [2]. The two solutions are
combined in a closed sample compartment, such as a microtiter plate with a closure
head or layer of paraffin oil to inhibit evaporation. In these closed systems, there is no
enrichment of the precipitation reagents or proteins over a prolonged period and all
concentrations can be adjusted directly by applying the protein and crystallization
solutions in different relative proportions (Figure 10.1). However, the batch process
does not support the slow and continuous change of conditions that allow entry into
the metastable region of the protein phase diagram, so the great merit of classical
crystallization processes is lost (kinetic and dynamic properties of the end point, see
Figure 10.2).

A modified batch process method replaces the pure paraffin oil with paraffin oil
containing dimethylsiloxane (DMS), which allows the continuous diffusion (evap-
oration) of water from the covered solution. This gradually increases the protein and
salt concentrations, and the metastable region can thus be reached (Figure 10.2).
However, since this is an open system, an end point cannot be set. The main
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disadvantage is that the protein solution will dry out completely over a period time
and this approach is therefore only of limited use (see �diffusion oil� path,
Figure 10.2).

The traditional and most widely used protein crystallization techniques are
hanging and sitting droplets. Here a drop of protein solution (mixed with reservoir
solution) is incubated in a closed vessel with a reservoir of aqueous solution
containing higher concentrations of salt (Figure 10.3). Over time, water evaporates
from the droplet and is transported to the reservoir solution so that the concentration
of the protein and the precipitant increases continuously. An end point is reached
when the droplet is in equilibrium with the reservoir (identical chemical potential)
(see �h/s-drop� path, Figure 10.2). The salt concentration in the reservoir solution
determines the end point of the diffusion process.

Crystals suitable for structure determination by X-ray diffraction are very difficult
to prepare using the above conventional methods, and it is often not possible to grow
crystals of a suitable size and quality. Crystallization often fails for unknown reasons.
The interplay between physical and chemical processes during the formation of
crystals is complex and still not completely understood.

Over the last few years, we have witnessed rapid progress in the automated
determination of gene and protein sequences, and it would be advantageous to apply
the same high-throughput paradigm to protein structure determination. This has
become possible, in theory, because of recent advances in X-ray crystallography, such

Figure 10.1 Schematic illustration of a micro-
batch experiment. A drop is covered with
immersion oil, and liquids can be added under
the oil with a micropipette. If pure paraffin oil is
used, no water loss is expected (batch

experiment), but where an open diffusion oil is
used (such as paraffin with dimethylsiloxane)
the water can evaporate and the protein
concentration increases.
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as the availability of high-brilliance X-ray sources (synchrotrons), improved hard-
ware, and software that allows rapid data interpretation and structure calculations.
Unfortunately, conventional methods for protein crystallization have not evolved in
the same manner and, despite there being numerous automated, high-throughput
approaches, no process exists that easily yields protein crystals of sufficient size and
quality for X-ray diffraction [3]. The achievement of optimal conditions for the
formation of single crystals is still a labor-intensive empirical process that depends
mainly on the intuition of the crystallographer. Protein crystallography is therefore
the bottleneck in the structural determination of biological macromolecules and
there is a great demand for novel protein crystallization methods that can be
automated and evaluated objectively, thus enabling the systematic production of
crystals.

Automated diffusion experiments based on the hanging-drop or sitting-drop
methods are performed in systems that are closed with siliconized glass lids or

Figure 10.2 Simplified phase diagram
summarizing typical crystallization techniques.
The soluble, metastable and insoluble regions
for the protein are shown. The encircled �batch�
indicates crystallization trials performed under
paraffin oil, where the initial concentrations do
not change, whereas �diffusion oil� indicates a

modified batch experiment with oil that allows
diffusion covering the protein solution. No
endpoint for water loss is determined. Finally,
�h/s-drop� shows the classical approach to
crystallization (hanging/sitting drop) with a
defined end point for the diffusion process.
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self-adhesive transparent films. The automation of liquid handling systems requires
many complex steps (e.g., closing the lid) and current systems tend to be expensive,
slow, irreproducible and incompatible with the smallest sample volumes (in the
microliter to nanoliter range). Protection against evaporation is required for these
small sample volumes as long as the systems are not closed by the application of self-
adhesive foils or glass lids, because water losses can vary considerably and thus affect
the delicately balanced concentrations of proteins and precipitation reagents.

In automated batch processes, robots are used to deposit protein and crystalliza-
tion solutions directly under paraffin oil to prevent evaporation. Such automated
methods are associated with the usual disadvantages of batch processes (i.e., no
change in concentration under pure oil, and no end to the diffusion process under
open diffusion oil). Nevertheless, most automated high-throughput crystallization
systems in use today are based on batch processes. Large numbers of crystallization
trials are necessary to test different combinations of conditions empirically, with
automated camera systems used to identify amorphous precipitates,microcrystalline
precipitates or large single crystals. The parameter field under investigation is based
upon the experience and intuition of the crystallographer. With the exception of the

Figure 10.3 Schematic illustration of a
hanging drop crystallization experiment. The
liquid in the hanging drop is in diffusion contact
with the reservoir solution, which has a higher
salt concentration. Water evaporates from the

drop and is deposited in the reservoir, the
protein concentration in the drop rises. When
the concentrations are equilibrated, the net
transport process stops (defined end point).
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post-crystallization phase, no optical analysis of these experiments is possible,
therefore the outcome depends on trial and error and thousands of experiments
may be required to produce adequate crystals, if this is possible at all.

In order to improve the process of crystallization significantly, we have developed a
combination of novel rational methods for protein crystallization based on optical
measurement techniques, and these are discussed in more detail below.

10.3
A New Crystallization Method that Enables the Use of Optical
Measurement Technologies

We have developed a new crystallization method to integrate light scattering
measurements within a screening process using only small amounts of protein [4].
The method uses two oils and combines the advantages of vapor diffusion methods
with the automation capability of micro-batch methods. As in the micro-batch
method, the total system is protected from evaporation, for example, by paraffin oil
(first phase).However, the protein/precipitantmixture (fourth phase) can equilibrate
with a reservoir solution (third phase) via a second layer of oil (second phase) that is
placed under the paraffin oil. The second oil is immiscible with the paraffin oil, and
does not interact with or influence the properties of phases three and four. The
system is summarized in Figure 10.4.

The system can be set up in several ways, using different plate geometries. In one
approach, the protein/precipitant and the reservoir can be applied under the paraffin
oil, resulting in a classicmicro-batch experiment.When the secondoil is added,water
begins to diffuse from the protein droplet to the reservoir solution. The removal of
phase II allows dynamic control of water diffusion and, because the system is
protected from evaporation by the paraffin oil, small volumes of protein solution can

Figure 10.4 A new crystallization method
based on a specially-designed oil phase that
allows controlled water diffusion from the
protein sample to the reservoir phase. The

paraffin oil protects the system from
evaporation and the glass bottoms of the plates
enable optical measurements for the
characterization of the protein samples.
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be applied using a conventional liquid-handling system. The microtiter plates are
equipped with a glass bottom that allows optical analysis of the protein sample
without distortions from curved meniscus surfaces (Figure 10.5). The droplets of
protein solution sit on the glass surface and adopt a hemispherical form. This can be
supported by structuring the glass surface with a polar and nonpolar surface pattern.
The light scattering optics can then be placed under themicrotiter plate and the laser
beam does not need to pass through curved surfaces on its way to the sample, so the
laser beam can be focused precisely inside the sample even in small sample droplets.

10.4
Optical Measurements for a Rational Crystallization Process

Optical measurements can be used to characterize all three phases of the crystal-
lization process, which avoids the need for trial and error strategies to find optimal
solution conditions. Before nucleation takes place (pre-nucleation phase) the solute
protein molecules interact with each other and with the solvent molecules, and this
interaction potential can bemeasured by static light scattering. The formation of seed
crystals begins with the aggregation of proteins (nucleation phase) which can be
detected by dynamic light scattering. After the nucleation and growth phase (post-
nucleation phase), the resulting single crystals, microcrystalline, or amorphous
precipitates can be detected and characterized by quantitative polarization micros-
copy,which is better suited than standardmicroscopy for the detection and evaluation
of crystalline features.

Figure 10.5 A novel microplate was developed
for the new crystallization system. This figure
shows how the protein solution is applied under
paraffin oil. A series of six droplets of various

protein concentration are applied for the
determination of the second virial coefficient.
96 virial coefficients can be determined within a
single microplate.
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10.4.1
Static Light Scattering for the Analysis of the Pre-Nucleation Phase

Crystals form when attractive interactions between protein molecules are sufficient
to drive them from the solute state to a thermodynamically more stable ordered solid
state. If protein molecules repel each other, crystals do not form and the protein
remains in solution. However, if the attractive interactions are too strong, massive
precipitation may occur, yielding polycrystalline or even amorphous precipitates,
because in this case even a disordered solid state is thermodynamically favored over
the solute state. Therefore, conditions must be selected to favor slightly attractive
interactions that achieve the necessary delicate balance between the absence of
nucleation processes and the presence of toomany nucleation processes. Only under
these conditions is it possible to grow large single crystals.

In the pre-nucleation phase, static light scattering can be used to analyze the
interaction potential between dissolved protein molecules. Static light scattering is a
technique that measures the absolute intensity of the scattered light as a function of
the scattering angle or the sample concentration. For static light scattering experi-
ments, a high intensity monochromatic laser is focused on a protein solution, and
one or more detectors are used to measure the scattering intensity at one or more
angles. The averagemolecular weightMw of amacromolecule, such as a protein, can
be calculated from the angular dependence. The scattering intensity of different
samples with identical crystallization conditions (salt concentrations, pH-value etc.)
but different protein concentrations allows the second osmotic virial coefficientA2 to
be calculated. This empirical parameter can be used to describe the behavior of
the osmotic pressure in a real sample, in contrast to an ideal sample. The deviation in
osmotic pressure from the ideal behavior is expressed using A2. To describe the
osmotic pressure P of a solution containing proteins of concentration cP and
molecular weight MW, the osmotic virial expansion is set up as follows, where R
is the universal gas constant and T is temperature:

P ¼ RTcP
1

MW
þA2cp þ . . .

� �

The virial expansion is usually aborted after the second term [5].
If A2¼ 0, the virial expansion describes ideal behavior (compare with the corre-

sponding formula for ideal gases). This means that the interaction between protein
molecules in solution is neither attractive nor repulsive and they interact with each
other as they interactwith the solvent. IfA2> 0, the osmotic pressure rises above ideal
behavior, indicating repulsion betweenproteinmolecules. For negativeA2 values, the
osmotic pressure is lower than under ideal conditions, and in this case the protein
molecules attract each other more than they attract the solvent molecules. From a
series of static light scattering measurements taken from solutions containing
different protein concentrations cP, the osmotic second virial coefficient A2 and the
molecularweightMWcan be deduced from the slope and the intercept of the so-called
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Zimm plot based on the following equation:

KcP
R

¼ 1
MW

þ 2A2cP

Here, K is an optical constant, representing the laser wavelength, the refractive
index of the solvent and the refractive index increment of the sample. R is the so-
called Rayleigh ratio, representing the normalized scattering intensity of the protein
sample divided by the scattering intensity of toluene (the reference scattering
compound). With the help of the reference substance, instrument-specific para-
meters (e.g., light collection efficiency, detector sensitivity) are regarded. The
necessary calculations are explained in more detail by Wyatt [6].

The usefulness of the osmotic virial coefficient for the prediction of protein
crystallization parameters was first described in 1994 by George and Wilson [7].
They showed for the first time that protein crystals often form when the precipitant
induces a slight attraction between proteinmolecules in solution, which was a sound
perception. Several other studies have demonstrated the importance of the second
osmotic virial coefficient for the crystallization behavior of various proteins [8–10].
The point at which the virial coefficient becomes slightly negative, indicating slight
but not excessive attraction between dissolved protein molecules, was therefore
named the �crystallization window�. The second virial coefficient can be determined
by static light scattering (SLS), but alternative methods have been developed [11].
However, these are not easily combined within a screening process. Figure 10.6
shows several Zimmplots for the protein lysozymewith different salt concentrations.

Figure 10.6 Measurement of the virial coefficient in the form of a Zimm plot. The crystallization
window (area II) is highlighted in gray. This figure is based on the review by George and Wilson [7].

10.4 Optical Measurements for a Rational Crystallization Process j265



Higher NaCl concentrations induce attractive forces between the protein molecules
(negative slope in the Zimm plot). Crystals are only formed in area II (highlighted in
gray), which has moderately negative A2 values.

In order to verify the general utility of the crystallization window concept, many
different proteins have been analyzed and the crystallization success rate was found
to correlate with the second virial coefficient. Figure 10.7 shows that successful
crystallization trials are concentrated in the crystallization window.

10.4.2
Dynamic Light Scattering for the Analysis of the Nucleation Phase

Quasielastic light scattering (QLS), also known as dynamic light scattering (DLS), is
an optical method well-suited to determination of the diffusion coefficients of
particles undergoing Brownian motion in solution. Diffusion coefficients are deter-
mined by particle size, shape and flexibility, as well as by inter-particle interactions.
The dependence between the diffusion constantD0 and the hydrodynamic radius Rh

is described by the Stokes–Einstein equation:

D0 ¼ kBT
6pgRh

Here kB is the Boltzmann constant,T the temperature and g the viscosity. Once the
diffusion constant is known, it is possible to calculate particle sizes and to evaluate the
distribution of heterogeneous particle mixtures.

Figure 10.7 Success rate for different crystallization trials as a functionof A2. This figure is basedon
the review by George and Wilson [7].
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Although the experimental set-ups used to measure DLS and SLS can be com-
parable, data processing and interpretation differ significantly (see Figure 10.8). A
collimated or partially-focused laser beam is directed through the sample and
scattered light reaching the detector at a defined collection angle is recorded as a
function of time. Because the incident light is coherent, the scattered light forms an
interference pattern. The pattern changes with the movement of the sample (e.g.,
Brownian motion), leading to intensity fluctuations that are related directly to the
diffusion of the scattering particles.

Autocorrelation analysis can then be used to extract the diffusion coefficient
from the temporal fluctuations in scattering intensity, and by inserting the
diffusion coefficient into the Stokes–Einstein equation, it becomes possible to
calculate the hydrodynamic radius of the moving particle. The autocorrelation
function does not usually fit to a single particle size but to a distribution of
hydrodynamic radii. The calculation of the size distribution is carried out with
iterative fit-analysis containing inverse Laplace transformations. Specialized soft-
ware packages such as CONTIN [12] are frequently used for this purpose following
DLS experiments.

Figures 10.9 and 10.10 show the autocorrelation function and the calculated
radius distribution for a lysozyme sample with a concentration of 50mgml�1.
The measurements were collected using a commercial light scattering
instrument [13].

The polydispersity of the proteins in the size distribution is closely correlated to the
success of protein crystallization. The presence of non-specific aggregates, various
oligiomeric states and impurities widens the size distribution and, at the same time,
reduces the likelihood that high-quality crystals will be generated. In this manner,
DLS can be used to characterize the quality of a protein sample. With time-resolved
measurements, it is also possible to monitor the process of aggregation. Aggregates
can be seen as a pre-form to seed crystals, so the initial phase of nucleation can be
directly observed with dynamic light scattering [14–16].

Figure 10.8 Concept of the dynamic light
scattering process. The detector is a photon
counting photomultiplier, and single photons
are converted to electrical TTL-pulses. A

correlator card calculates the autocorrelation
function (ACF). With a computer, the
distribution function of the radii can be
calculated from the ACF.
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10.4.3
Quantitative Polarization Microscopy for the Analysis of the Post-Nucleation Phase

Quantitative polarization microscopy is a robust and nondestructive method to
analyze anisotropic properties of materials. Optical anisotropy of crystals leads to
birefringence. The variation of the refractive index is dependent on the orientation of
the incident light with respect to the crystal. It can be visualized by a mathematical

Figure 10.9 Autocorrelation function for lysozyme, recorded with a commercial light scattering
instrument.

Figure 10.10 Calculation of the lysozyme radius from the ACF calculated in Figure 10.9.
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representation the so-called indicatrix. Light passing such anisotropic material
undergoes birefringence corresponding to the ellipse axes length difference (Dn)
of the indicatrix cross-section ellipse orthogonal to the propagation direction of the
light. In the case of crystals, the shape of the indicatrix is defined by the symmetry of
the crystal. In this respect, cubic crystal systems present a spherical indicatrix and
shown birefringence. In order to detect birefringence, light with defined polarization
states is used to probe the sample and the resulting properties of the light after
transmittance through the sample are analyzed.

The technique we use to analyze anisotropic properties of protein crystals is
based on the so-called rotating polarizermethod [17], as implemented in the Taorad
MP-1microscope. Thismethod allows the birefringence of precipitates and crystals
to be determined quantitatively [18], and the diffraction quality of crystals to be
predicted accurately [19]. Knowledge of the optical properties of a protein crystal
allows the nondestructive determination of crystal diffraction quality before any X-
ray data collection is attempted. This enables the pre-selection of high-quality
crystals and provides a ranking system for crystallization experiments producing
many crystals.

The optical train of a quantitative polarization microscope typically consists of
a light source, a bandpass-filter, a (motorized) linear polarizer, a sample/micro-
plate holder, a microscope objective, a circular analyzer and a camera (see
Figure 10.11). The light intensity, which is recorded by each pixel (i,j) of the
camera is described by:

Ii; j ¼ I0ij 1�sin 2ða�wÞsin d½ �

where I0ij is the absorption affected incident light intensity (transmittance), a
describes the relative orientation of the transmission axis of the rotating polarizer,
sin dj j the relative optical anisotropy and w the optical orientation of the indicatrix.

Figure 10.11 Concept of quantitative polarizationmicroscopy. A series of images is recorded using
different angular positions (a) of the rotating analyzer.
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d is the phase shift of the light:

d ¼ 2p
l
DnL

where l is the wavelength of the light, L the thickness of the sample, and
Dn ¼ n1�n2; DnL represents the optical retardation.

In order to determine I0ij , sin dj j and w, several images at different linear polarizer
orientations (a) are recorded, the data processed pixelwise and represented as
grayscale image (I0ij ) or as false-colored images ( sin dj j and w). sin dj j is related to
the thickness of the crystals andw represents the orientation of the observed slow axis
of the elliptical cross-section through the indicatrix on each image pixel of the crystal
and can be correlated with the internal order of the crystal.

Quantitative polarization microscopy is not only suitable for analysis of the
properties of larger monocrystals, but is also extremely useful to detect anisotropic
properties of precipitates (Figure 10.12), and to discriminate between amorphous
and microcrystalline precipitates.

Echalier et al. showed [18], that the application of quantitative polarization
microscopy allowed a much earlier detection of microcrystals as compared to
classical microscopic observations (see Figure 10.13).

Figure 10.12 Three images for transmission (I0), birefringence amplitude sin dj j and orientationj
of a microcrystalline sample. This figure is taken from the review by Echalier et al. [18].
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10.5
Development of a New Optical Instrument

10.5.1
Measurement of Static and Dynamic Light Scattering in Small Volumes

The new crystallization process is based on the automated optical measurement
of crystallization solutions. Because target proteins for crystallization experiments
are often expensive and strictly limited in availability, crystallization experiments are
usually set up using small sample volumes. Ideally,measurements should be possible
in droplets <1ml in volume. Commercial light scattering instruments for the
measurement of virial coefficients use expensive glass cuvettes with volumes typically
in the10ml to 1ml range. Static measurements in microtiter plates are not possible
using commercial instruments because of the suboptimal measurement geometry.
Automated sample preparation with liquid-handling robotics can only be achieved
using microtiter plates, whereas single glass cuvettes must be cleaned and refilled
manually. Plastic cuvettes cannot be used because the optical quality is insufficient.

Our novel crystallization concept, therefore, required the design and development
of a new optical instrument allowing precise static and dynamic light scattering
measurements to be obtained from small droplets less than 1ml in volume in
microtiter plates [20]. The measurement of dynamic light scattering is based on
the evaluation of signal fluctuations caused by particle movement, therefore a
background caused by reflections from interfaces that is constant over time does
not significantly influence the readings. Static light scattering measurements are

Figure 10.13 Early detection of crystals with
the help of quantitative polarizationmicroscopy.
Crystallization of glucose isomerase using
ammonium sulfate as precipitant was
detectable at concentrations between 1.5 and
0.6M using classical microscopic inspection

and from 2.4 to 0.6M using quantitative
polarization microscopy. The crystallization
space ismore efficiently screened and the risk of
missing productive crystallization conditions
reduced. This figure is sourced from the review
by Echalier et al. [18].
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more demanding because the absolute scattered light intensitymust bemeasured in a
small droplet volume in close proximity to several interfaces (glass/oil, oil/water). The
curved surfaces of the droplet create reflections of the incident laser beam that are
difficult to control, which iswhy precisemeasurements of static light scattering inside
small droplets have appeared impossible to achieve. Unlike confocal laser scanning
microscopy the static light scattering experiment does not include a frequency shift
resulting from the fluorescence phenomenon that can be used to effectively suppress
the excitation light with thehelp of interferencefilters. The detected scattered light has
more or less the same frequency as the excitation laser, so only geometrical approaches
can be used to separate scattered light from the unwanted background. The suppres-
sion of undesirable reflections and scattering from interfaces is, therefore, the key for
successful static light scattering measurements in small volumes. The closer the
interfaces are, the more difficult effective suppression becomes.

The solution to this technical challenge is to use an optical device that combines
confocal microscopy optics with dark-field illumination. The confocal concept allows
three-dimensional limitation of the probed sample volume, but unlike conventional
confocal microscopy the illumination has a separate optical path to that used for light
collection. An annular parabolic mirror is used to focus a laser beam with the same
profile into the sample, and data are collected from the middle of this mirror by the
light-detection optics. The system is summarized in Figure 10.14 and the following
numbers refer to those in thefigure. The laser beam (singlemodefiber-coupled diode
laser, 658 nm) (1) passes through a beam-shaping optical system (2) to form an

Figure 10.14 Schematic drawing of the confocal dark-field optics used for static and dynamic light
scattering measurements in small sample droplets (see text for full explanation).

272j 10 Optical Measurements for the Rational Screening of Protein Crystallization Conditions



annular beam (3). The easiest way to generate an annular beam is to enlarge the beam
diameterwith a telescope and then to use an annular aperture that removes unwanted
parts of the beam. The overall transmission of this concept is poor, and if maximum
laser intensity is needed for the measurement, special ring-shaping optics can be
used with more than 80% transmission. This can be achieved with two glass axicons
or with twometallic mirrors in the form of inner and outer cones. The annular beam
is then focused by the parabolic mirror (4) into the sample droplet (11), which is
placed on amicrotiter platewith a glass bottom (10). To prevent the small droplet from
evaporating, it is protected under oil. This dark-field illumination strongly suppresses
direct reflections from the air/glass and glass/water interfaces because the accep-
tance angle of the detection optics (microscope objective 5) is much smaller than the
illumination angle. From the laser focus inside the sample droplet, light is scattered
in all directions and reaches the detection optics (5). Because the focal planes of the
parabolic mirror andmicroscope objective are precisely aligned, light from the focus
forms a collimated beam (6). Reflections coming from the curved surface of the
sample droplet or from scratches and impurities on the glass surface can also reach
themicroscope objective, but will form converging or diverging beams as their origin
lies outside the objective focal plane. To form a confocal microscope, the scattered
light is focused with an achromatic lens (7) onto a small confocal aperture, the front
surface of a single mode fiber (8). All unwanted unfocused light collected by the
microscope objective is strongly suppressed here and cannot enter the waveguide
fiber, which directs the detected photons to a sensitive single-photon counting
detector, for example, a photomultiplier (9). Here the integral intensity and the
temporal fluctuations of the scattered light are detected and evaluated for static and
dynamic measurements. We used a Hamamatsu R2949 photomultiplier with
photon-counting ability for this purpose.

The twofold suppression of light reflected from the interfaces (confocal principle
and dark-field illumination) generates an excellent signal-to-background ratio and
enables static and dynamic light scattering measurements to be collected from

Figure 10.15 Optical apparatus for the
measurement of static and dynamic light
scattering in small droplets. The dark-field
microscope objective with a parabolic mirror
can be seen on the right, and the beam-shaping

optics for the formationof the annular excitation
beam is inside the housing on the left. Two
single-mode fibers connect the optics to the
excitation laser and detector.
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proteins in droplets with a volume as low as 200 nl. The concept of this newopticswas
patented by the authors [20].

The compact optical apparatus used to achieve the above measurements is shown
in Figure 10.15. Both the parabolic mirror and the single-mode fiber-coupling optics
must be aligned accurately. Tilting the parabolic mirror with respect to the axis of the
annular excitation beam distorts the focus, and maladjustment of the fiber-coupling
optics results in a sharp drop-off in signal intensity because the focused scattered
light must be aligned precisely onto the single-mode fiber, which has a diameter of
just a few micrometers.

10.5.2
Quantitative Polarization Microscopy

The quantitative polarization microscopy module was designed similarly to the
system already described by Glazer and colleagues [17], that is, an inverted, infinity-
corrected microscope with a motorized rotating polarizer. A fixed offset was
introduced between the optical modules for light scattering and polarizationmicros-
copy along the x-axis. Both optics are used by the automation module of the
demonstrator (see below) to measure laser-light scattering and microscopic data in
the same droplets (see Figure 10.16).

10.5.3
System Integration, Automation and Data Processing

To evaluate the new crystallization procedure, we built a demonstrator containing a
liquid-handling system for sample preparation, a light scattering and microscopy
module, an x/y translational stage to positionmicrotiter plates, a z translational stage
to focus the light scattering and microscopy module, and a rotational stage for the

Figure 10.16 The two optical modules for the light scattering (left) and quantitative polarization
microscopy (right) are shown within the demonstrator. A crystallization plate containing small
droplets of protein solution is placed on top of the modules as shown.
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polarization microscopy (Figure 10.17). The system was fully automated and con-
nected to a database application to manage the acquisition, archiving, retrieval and
analysis of experimental data.

10.6
Optical Measurements

The demonstrator was used to obtain measurements from small droplets (typically
1ml volume) in microtiter plates with a glass base. The demonstrator was set up in a
temperature-controlled laboratory with 1 �C temperature stability over 24 h. In this
section we report the first performancemeasurements for the light scattering optics,
then virial coefficient determinations for different proteins with different solvent
conditions. Examples are also provided formeasurements recorded by dynamic light
scattering and quantitative polarization microscopy.

Figure 10.17 Demonstrator for the new crystallization system.A liquid-handling system for sample
preparation is positioned above the optical modules inside the housing.
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10.6.1
Static Light Scattering

10.6.1.1 Instrument Performance
The performance of the light scattering optics was tested using solutions containing
reference particles, that is, stable latex beads with a uniform diameter of 20 nm. The
concentration of the particles was adjusted so that the light scattering signal from
the highest bead concentration was comparable to the scattering intensity of a
50mgml�1 solution of lysozyme.

The most important feature of the light scattering optics is the signal-to-back-
ground ratio. The background comprises all the signal components from interfaces in
the sample and from the instrument itself. We measured this background using a
droplet of filtered water, assuming that the water itself gives no significant scattering
signal. The water droplet was then replaced with droplets containing latex bead
suspensions of different concentrations. The recorded scattering intensity is shown in
Figure 10.18, presented as photon counts per second as a function of the relative bead
concentration. The minimal signal generated by the pure water droplet confirms the
effective suppression of unwanted reflections and scattering from the interfaces
achieved by combining confocal optics and dark-field illumination. The signal is also
near linear, allowing the calculation of a regression coefficient of R¼ 0.99974.

The measurement volume of the light scattering optics is much smaller than the
diameter of the sample droplet. The size of 1 ml droplets is typically 700 mm, the focus
of the detection optics is less than 5mm in diameter. In order to determine the
influence of the droplet walls on the scattering intensity, we scanned the microtiter
plate moving the laser focus, and recorded the signal along a trace through the

Figure 10.18 Signal-to-background ratio for
measurements taken from 1-ml droplets
containing latex beads (20 nm diameter). Only
minor components of the signal originate from

the interfaces, generating an excellent signal-to-
background ratio of 37 for the highest bead
concentration. The signal also remains linear
over a range of relative bead concentrations.
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droplet. As shown in Figure 10.19 a plateau of relatively stable signal intensity forms
in the center of the droplet, and the intensity only decreases when the focus
approaches the droplet walls, due to shadowing effects. This behavior confirms that
unwanted reflections and scattering signals from the interfaces are strongly and
efficiently suppressed by our new optics.

10.6.1.2 Measuring the Virial Coefficient of Proteins
Two model proteins were used to test our new system, as this allowed our data to be
compared to virial coefficients that have already been published. Lysozyme is a
relatively small, compact protein whose crystallization behavior is well known, and it
has been extensively studied with various light scattering methods. The second
model, glucose isomerase, is a much larger protein than lysozyme, and belongs to a
different protein family. In the case of lysozyme, we added NaCl to modify the
interaction forces between dissolved molecules, changing them from repulsive to
weakly attractive, as previously described [21].

Figure 10.20 shows the scattering intensity measured for the lysozyme solution,
and the insert shows a three-dimensionalmodel of lysozyme. Figure 10.21 shows the
Zimm plot for the corresponding measurements. Only relative virial coefficients are
plotted because no toluene reference measurements were collected. The optical
constant K is defined to be one and the protein concentration is divided by the
recorded scattering intensity (measured in counts per second, cps) minus the
background intensity (the signal that is recordedwith crystallization solutionwithout
protein, cps[0]). For automated crystallography, it is crucial to observe trends in the
relative virial coefficient that correspond to changes in solution conditions. Positive
and negative values can be clearly distinguished, and relative virial coefficients differ
only by a multiplication factor from absolute virial coefficients.

Figure 10.19 Scan through a droplet containing 1 ml of a lysozyme solution. The middle of the
droplet is characterized by a constant scattering intensity which decreases as the laser focus moves
closer to the wall of the droplet.
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The Zimm plot clearly shows the change in the interaction potential between
protein molecules. The higher salt concentrations strongly reduce intermolecular
repulsive forces and promote intermolecular attraction. As the solutions are clear,
microscopic analysis does not yield any information about the status of the crystal-
lization experiment.

Figure 10.20 Scattering intensities observed in lysozyme solutions with three different sodium
chloride concentrations. Measurements were recorded using 1-ml droplets.

Figure 10.21 Zimm plot for lysozyme
solutions under different conditions. The
gradient indicates the molecular interaction
potential. Positive gradients indicate repulsive
forces between molecules, and negative

gradients indicate attractive forces. Proteins
that interact to the same degree with protein
and solvent molecules (ideal solution) generate
a horizontal line in the Zimm plot.
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Figure 10.22 shows the scattering intensity measured for the glucose isomerase
solution and the corresponding Zimm plot is shown in Figure 10.23. These reveal
that interactions between protein molecules are influenced by the addition of
ammonium sulfate, changing repulsive forces in water to weakly attractive forces

Figure 10.22 Scattering intensities observed in glucose isomerase solutions with three different
ammonium sulfate concentrations. Measurements were recorded using 1-ml droplets.

Figure 10.23 Zimmplot for glucose isomerase
under different conditions. The gradient
indicates the molecular interaction potential.
Positive gradients indicate repulsive forces
between molecules, and negative gradients

indicate attractive forces. Proteins that interact
to the same degree with protein and solvent
molecules (ideal solution) generate a horizontal
line in the Zimm plot.
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in 200mM ammonium sulfate. Glucose isomerase is larger than lysozyme, so the
incident light is scattered much more strongly and the scattered light intensities are
correspondingly higher.

10.6.1.3 Development of the Virial Coefficient with Different Solvent Parameters
We next set out to determine the robustness of the crystallization window as a
requirement to obtain protein crystals (not to be confused with assuming the
crystallization window in any way guarantees the formation of protein crystals). For
this purpose, we used Tritirachium album proteinase K as a model because it forms
crystals in the presence of many different precipitant formulations, hence the sparse
matrix reagent kits that can be purchased from different providers. The virial
coefficients resulting from such productive crystallization conditions should indicate
small negative values for the second virial coefficient. The outcome of this exper-
iment clearly validated the hypothesis, since all crystallization conditions yielded a
negative virial coefficient even though some precipitants with negative virial coeffi-
cients were unable to generate protein crystals (Figure 10.24).

In order to test the validity of our approach in a screening process, we constructed a
two-dimensional grid screen and used glucose isomerase as a reference protein. We
screened the pHof the solution and the ammoniumsulfate concentration, producing

Figure 10.24 Crystallization success rate for
Tritirachium album proteinase K as a function of
the relative second virial coefficient (A2). We
tested 42 different crystallization conditions
(Hampton Research, Crystal Screen I). In 37
cases,A2 was determined via SLS. Each of the 21
experiments that produced crystals had a
negative A2 value. Furthermore, 14 experiments

yielded a negative virial coefficient without
forming any crystals or precipitates. In 8 of these
14 experiments, crystals were obtained by
increasing the precipitant concentration. Two
conditions yielded a positive virial coefficient
and neither crystals nor a precipitate were
formed.
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a three-dimensional representation of the virial coefficients as a function of both
parameters. On this surface, we observed a clear tendency towards a productive
crystallization solution, as represented by the valley toward a negative virial coeffi-
cient (neutral pH at higher ammonium sulfate concentrations) (Figure 10.25). This
indicates that a systematic characterization of solution parameters using the second
virial coefficient to optimize molecular interactions can help to identify the most
productive crystallization conditions objectively. Furthermore, this method can also
be used to optimize solution parameters that favor repulsion between protein
molecules, for example, in applications such as the formulation of biopharmaceu-
ticals to prevent aggregation/precipitation and increase shelf-life.

10.6.2
Dynamic Light Scattering

We used the demonstrator to carry out a proof-of-concept analysis on the size
distributions of bead particles, proteins and protein aggregates. To cover the typical
size range for proteins, we measured the light scattered from a small protein
(lysozyme) and from 20-nm latex beads. Figures 10.26 and 10.27 show the autocor-
relation function and the size distribution for beads with a nominal diameter of
20 nm, and these match the expected values. Figures 10.28 and 10.29 show the
autocorrelation function and the corresponding size distribution for lysozyme, and
this indicates a hydrodynamic radius of 1.3 nm. A commercial instrument using a

Figure 10.25 Evaluation of the second virial coefficient A2 as a function of the ammonium sulfate
concentration and pH of the precipitant solution.
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fixed back-scattering angle of 173� indicates a hydrodynamic radius of approximately
1.89 nm [22]. The deviation between these measurements reflects the different light
collection geometries of the instruments.

In crystallization experiments, it is particularly important to detect changes in
particle size distributions. We used bovine serum albumin (BSA) to verify the ability

Figure 10.26 Autocorrelation function for bead particles 20 nm in diameter, measured in a 1-ml
droplet with the new confocal dark-field optics.

Figure 10.27 Size distribution for bead particles 20 nm in diameter calculated from the
autocorrelation function in Figure 10.26, indicating a good agreement between nominal and
measured size.
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of our new system to detect such changes because this protein undergoes a
conformational change when heated to 70 �C. Heat-denatured BSA molecules
aggregate to form larger units, and can therefore be used as a model for aggregation
processes in protein solutions. Dynamic light scattering measurements were there-
fore carried out using a BSA sample before and after heating to 70 �C (Figure 10.30).

Figure 10.28 Autocorrelation function for lysozyme, measured in a 1-ml droplet with the new
confocal dark-field optics.

Figure 10.29 Size distribution for lysozyme calculated from the autocorrelation function in
Figure 10.28, indicating a good agreement between nominal and measured size.
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The aggregation process can be followed clearly using DLS measurements and our
results agree well with those already published [23].

10.6.3
Quantitative Polarization Microscopy

The optical properties of the novel crystallization plate provide the means to analyze
crystallization experiments by quantitative polarization microscopy. As shown by
Echalier et al. [18], microcrystals can be identified earlier under more productive
crystallization conditions, allowing the efficient screening of crystallization
environments to identify productive conditions rapidly. Furthermore, the ability of
quantitative polarization microscopy to discriminate between amorphous and
microcrystalline precipitates can, for the first time, be introduced into an automated
crystallization screening platform.

Quantitative polarization microscopy data are presented as a series of three
images, representing the birefringence properties of the precipitates or crystals
within the crystallization droplet, namely the transmittance I0, and the amplitude
sin dj j and the orientation of the birefringencew (Figure 10.31). The orientation of the
birefringence, in particular, allows the identification of microcrystals in situations
where all known classicalmethodswould fail and even experienced crystallographers
would not be able to identify suitable crystals.

Figure 10.32 shows a variety of possible outcomes often observed in classic protein
crystallization experiments. The first series of images shows situations that can be
difficult to interpret. Phase separation might be suspected in Figure 10.32a because
of the droplet-like appearance of a second phase within the crystallization droplet,
as seen in the transmittance image. However, the orientation image clearly indicates

Figure 10.30 Size distribution of a BSA sample before and after heating to 70 �C. The shift in size
distribution due to aggregation can be detected clearly.
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the presence of microcrystals, even identifiable as �sea-urchins�, as already shown in
Figure 10.31.

Quantitative polarization microscopy can also be used to identify well-ordered
crystals, and to evaluate the impact of potential heterogeneity on crystal diffraction
qualities. Figure 10.33 shows how the orientation image (w) can be used to identify
disordered regions of larger monocrystals that might interfere with diffraction
analysis. In both panels, the transmission image highlights a potential region of
disorder. In panel (a) the disordered region is also revealed in the orientation
image, and several crystal lattices are thus shown in the diffraction image. In
contrast, the potentially disordered region in panel (b) is not shown in the
orientation image (w). This indicates there is no disturbance of the anisotropic
properties of the crystal and the diffraction image clearly shows the presence of a
unique crystal lattice.

10.7
Outlook – An Iterative Optimization Process Based on Optical Measurements

To rationally determine crystallization conditions in the future, we developed an
integrated and automated crystallization environment, based on a new crystallization
method, a new crystallization plate, and new detection systems, allowing for the first
time the application of objective measurements like static and dynamic light

Figure 10.31 Analysis of a classical
crystallization experiment, yielding so-called
�sea-urchins� (thin needles clustered around a
single nucleation site). The results are
presented as a calculated transmission image
(I0), an amplitude image ( sin dj j) of the
birefringence, and an orientation image (j) of

the birefringence. Sea-urchins are obtained
when a central nucleation event is followed by
the growth of amultitude of crystal-needles in all
directions in space, as deduced by the
centrosymmetric orientation of the
microcrystals in the orientation image (j) of the
birefringence.
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scattering, as well as quantitative polarization microscopy within each single
crystallization droplet. The optical properties of our crystallization plate and
the triple-phase system will allow us to further integrate valuable techniques, like
the autofluorescence-based discrimination between protein and salt crystals using
UV-light [24].

The implementation of sound, well-documented and unbiased information
derived from thermodynamic solution parameters, such as the second virial coef-
ficient, the detection of aggregates and nucleation sites using dynamic light scat-
tering, the early and objective identification of microcrystalline precipitates, and the
qualitative analysis of protein crystals using quantitative polarization microscopy,
together with the potential to dynamically intervenewithin the crystallization process

Figure 10.32 Quantitative polarization
microscopy data from different crystallization
experiments. Each rowshows adifferent case (a,
b, c), left side the transmittance image (I0), right
side the orientation image (j):
(a) discriminating between sea-urchins and
phase separation becomes possible, since

phase separation would show no birefringence;
(b) discriminating between amorphous
precipitate (dark region in orientation image)
and microcrystals (colored regions in
orientation image); here both within the same
drop, resulting from fast and slowmixing zones;
(c) large and well-ordered monocrystals.
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using classic liquid handling systems will cause a paradigm shift in the way protein
crystallization is approached.

In the future, a fully automated crystallization systemmight become reality, which
has the following unique features:

Figure 10.33 (a) transmission and orientation
imageof a disordered crystal, as predictedby the
orientation image and confirmed by the
diffraction data on the right side;
(b) transmission and orientation image of
an ordered crystal as predicted by the

orientation image (despite apparent defects in
the transmission image) and confirmed by the
diffraction data. The two colors in the
orientation image reflect a change in order due
to the thickness of the crystal, resulting in a
change of p/2 in the value of the orientation.

Figure 10.34 The concept for an iterative approach to the optimizationof crystallization conditions
based upon objective optical measurements.
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. An automated iterative process based on cycles of static light scattering
experiments to iteratively and automatically prepare precipitant conditions,
placing all crystallization experiments within the necessary �crystallization
window�, avoiding non-productive crystallization conditions with positive virial
coefficients.

. Quantitative polarization microscopy is used for early detection of microcrystals
from unproductive amorphous precipitates.

. Dynamic laser light scattering is used to detect polydisperse protein solutions in
order to optimize their monodispersity.

. Nucleation is uncoupled from crystal growth to produce larger crystals [14] by the
control of vapor diffusion within the triple-phase system.

. Large single crystals are directly analyzed regarding their diffraction quality using
quantitative polarization microscopy.

Figure 10.34 summarizes this new rational approach for a crystallization proce-
dure based on objective optical measurements. The newly developed optical light
scattering and polarizationmicroscopy techniques described in this chapter form the
basis of such an approach.

The research presented here was sponsored by the GermanMinistry of Economic
Affairs and Employment.
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